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Preface

The emergent field of Intelligent Distributed Computing focuses on the develop-
ment of a new generation of intelligent distributed systems. It faces the challenges
of adapting and combining research in the fields of Intelligent Computing and
Distributed Computing. Intelligent Computing develops methods and technology
ranging from classical artificial intelligence and computational intelligence to multi-
agent systems and machine learning. The field of Distributed Computing develops
methods and technology to build systems that are composed of interacting and
collaborating components.

The 9th Intelligent Distributed Computing—IDC’2015 continues the tradition
of the IDC Symposium Series that started as an initiative of two research groups
from:

(i) Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland;
(ii) Software Engineering Department of the University of Craiova, Craiova,

Romania.

The IDC Symposium welcomes submissions of original papers on all aspects
of intelligent distributed computing ranging from concepts and theoretical devel-
opments to advanced technologies and innovative applications. The symposium
aims to bring together researchers and practitioners involved in all aspects of
Intelligent Distributed Computing. IDC is interested in works that are relevant for
both Distributed Computing and Intelligent Computing, with scientific merit in
these areas.

This volume contains the proceedings of the 9th International Symposium on
Intelligent Distributed Computing, IDC’2015. The symposium was hosted by the
Intelligent Systems Lab (ISLab) from the ALGORITMI Center at the University of
Minho, in Guimarães, Portugal, between the 7th and the 9th of October, 2015.

The IDC’2015 event comprised a main conference, with two special sessions,
and two collocated workshops. The special sessions organized within the main
conference were Energetic Sustainable Ambient Intelligence (ESAmI’2015) and
Cognitive Models and Emotions Detection for Ambient Intelligence (COME-
DAI’2015). The collocated events were the Workshop on Cyber Security and
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Resilience of Large-Scale Systems (WSRL’2015) and International Workshop on
Future Internet and Smart Networks (FI&SN’2015).

This book contains contributions from the main conference, with 2 invited, 22
regular, and 5 short papers, the ESAmI’2015 with 3 papers, the COMEDAI’2015
with 4 papers, the WSRL’2015 with 5 papers, and the FI&SN’2015 with 5 papers,
one of them invited.

The IDC’2015 Symposium received 62 submissions from 17 countries (counting
the country of each co-author for each paper submitted). Each submission was
carefully reviewed by at least three members of the Program Committee. Accep-
tance and publication were judged based on the relevance to the symposium topics,
clarity of presentation, originality and accuracy of results, and proposed solutions.
Finally, 22 regular papers and 5 short papers were selected for presentation and
included in this volume, resulting in a 35.48 % acceptance rate, counting only
regular papers, and 43.55 % when including short papers.

The 46 contributions published in this book address many topics related to
theory and applications of intelligent distributed computing including: Intelligent
Distributed and High-Performance Architectures, Organization and Management,
Intelligent Distributed Knowledge Representation and Processing, Networked
Intelligence, and Intelligent Distributed Applications.

We would like to thank Janusz Kacprzyk, editor of Studies in Computational
Intelligence series and member of the Steering Committee, for his continuous
support and encouragement for the development of the IDC Symposium Series.
Also, we would like to thank the IDC’2015, ESAmI’2015, COMEDAI’2015,
WSRL’15, and FI&SN’2015 Program Committee members for their work in pro-
moting the event and refereeing submissions. A special thanks to all colleagues who
submitted their work to this event.

We deeply appreciate the efforts of our invited speakers Amílcar Cardoso and
Francisco Fernandez de Vega and thank them for their interesting lectures.

Special thanks also go to the WSRL’15 organizers, Massimo Ficco and Salva-
tore D’Antonio, and to the FI&SN’2015 organizers, Alexandre Santos, Pascal
Lorenz, and António Costa.

Finally, we appreciate the efforts of local organizers on behalf of ISLab from the
ALGORITMI Centre, University of Minho, Guimarães, Portugal, for hosting and
organizing these events.

Guimarães Paulo Novais
Madrid David Camacho
Guimarães Cesar Analide
Paris Amal El Fallah Seghrouchni
Craiova Costin Badica
July 2015
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A Distributed Approach to Computational
Creativity

Amílcar Cardoso, Pedro Martins, Filipe Assunção,
João Correia and Penousal Machado

Abstract Computational Creativity is an emerging field that studies and exploits the

potential of computers to be more interventive and autonomous in creative processes.

This paper presents a recently proposed distributed computational architecture that

is based on a cognitive theory that intends to model human consciousness. In its

nucleus lies a Global Workspace and a number of Generators that compete to have

access to it. Two Generators being developed by our team are described, one based

on the Conceptual Blending Theory, the other based on an evolutionary process.

1 Introduction

The use of software tools that allow us to express our creativity is becoming increas-

ingly popular. They are being made available in all sorts of devices, allowing us to

produce creative outputs like images, photos, texts, videos, and to share them with

friends, colleagues, within social networks. However, most of the existing applica-

tions assume the mere role of tools, leaving the creative act entirely on the side of

the user, who assumes the role of creator.
Computational Creativity (CC) is an emerging field that studies and exploits

the potential of computers to be more interventive and autonomous in the creative

processes [4]. One of the motivations behind the field is the belief that computational
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creative systems are potentially effective in a wide range of artistic, technical and

scientific domains where innovation is a key issue.

The literature on CC illustrates that a wide range of computational techniques

have been used to develop creative systems
1

including single-agent approaches (most

of them) and some a-life and swarm-based approaches. However, multi-agent archi-

tectures allowing heterogeneous agents are scarce (an exception is the work of Eigen-

feldt and Pasquier [5, 6]). Nonetheless, such architectures could allow the parallel

exploration of heterogeneous strategies and techniques for computational creativity.

In this paper we present a distributed computational architecture that is being

developed in the context of an European project. We will start in Sect. 2 by present-

ing a distributed computational architecture [22] inspired by a cognitive theory [3]

that intends to model human consciousness. Then we focus on two concept generator
modules that our team is developing for the architecture: in Sect. 3, we present a con-

cept generator based on the Conceptual Blending Theory [7]; a bio-inspired concept

generator is described in Sect. 4. Finally, in Sect. 5 we will draw some conclusions.

2 A Distributed Conceptual Architecture

Our team is currently involved in a FET
2

project on Computational Creativity called

ConCreTe (Concept Creation Technology).
3

As a whole, the project investigates

computational models for the representation and production of previously unseen

concepts, and apply them in context of various forms of creativity (for example,

design, narrative and poetry). The project explores the central framework of a com-

putational cognitive architecture that space constraints only allow for a brief expla-

nation here. For more details, we redirect the reader to [22].

In brief, the architecture intends to simulate human spontaneous creativity, i.e.,

the creative process described in [20] as the “illumination” (“Aha!” moment) result-

ing from a subconscious “incubation”. It is based on Baars’ Global Workspace The-

ory [3], adopting principles from Peter Gardenfors’ Theory of Conceptual Spaces [8]

and from Shannon’s Information Theory [19]. In Baars’ theory, the non-conscious

mind can be seen as a large collection of expert generators (Fig. 1), processing data in

parallel, and competing for access to a Global Workspace, which contains the infor-

mation of which the organism is conscious at any given time. The Global Workspace

is the only communication means for the generators and is always visible to all them,

but has constraints on the information that it may contain at any time. A threshold

based throttling mechanism regulates the access of the generators to the workspace.

1
The Proceedings of the International Conferences on Computational Creativity and their ancestor

workshops (http://computationalcreativity.net/home/conferences/).

2
Future Emerging Technologies.

3
http://www.conceptcreationtechnology.eu.

http://computationalcreativity.net/home/conferences/
http://www.conceptcreationtechnology.eu
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Fig. 1 Baars’ cognitive

model

Generator Generator

Generator

Global Workspace

Generator

Access Threshold

Fig. 2 Schematic diagram

of the ConCreTe distributed

cognitive architecture [22]

Our distributed cognitive architecture (Fig. 2) follows Baars’ model: a number of

generators act in parallel, like in a multi-agent architecture [15], and compete for

access to a Global Workspace that resembles a Blackboard system [10] and simu-

lates conscious awareness. A geometrical and multilevel knowledge representation

scheme, which allows continuous representation of meaning, based on Gardenfors’

theory, is being adopted and developed to support the blackboard architecture [22].

A selection mechanism regulates the access of the generators to the workspace

using measures of probability and information content [21]. At each time, the gener-

ator that buffers more relevant output gains access to the workspace, which flushes

its previous contents to an associative memory that keeps track of past information.

The generators are fed by a continuous perceptual input and have access to the shared

associative memory.

The generators may have different purposes and be heterogeneous regarding their

internal structure. Within the context of this paper, we identify two basic kinds

regarding function: predictors and concept generators. The first are intended to

make predictions by scanning the input and matching it with the associative mem-

ory contents. Successful predictions are more likely to be selected by the throttling

mechanism. Overall, these generators, together with the selection mechanism, the

workspace and the shared memory contribute to a continuous unsupervised learning

process that allows the simulation of conscious awareness of an entity when inter-

acting with a dynamic environment.

The second kind of generators play an essential role within the creative process:

they have access, like the others, to the perceptual input and to the shared memory,
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but continuously try to produce novel information with enough information content

to be selected to the workspace and gain access the attention of the simulated mind,

like in a “Aha!” moment. In the remaining of this document we will present two

different concept generators that are being developed by our team: one is based on

the Conceptual Blending Theory [7], the other is bio-inspired.

3 A Conceptual Blending Generator

Many important discoveries in history reportedly resulted from wandering in

domains apparently not directly related to the target domain. We can find several

theories in Psychology proposing explanatory models for this kind of phenomenon

(e.g., the Divergent Production proposed by Joy Paul Guilford [9] and the Bisocia-
tion proposed by Mark Koestler [12]). These reasoning processes may occur within

confined areas, or domains, of the space of concepts, where knowledge pieces are

highly interconnected, but have much higher creative potential when occurring in

cross-domain scenarios, i.e., when they connect previously unconnected areas.

The Conceptual Blending Generator is, as its name may suggest, a concept gener-

ator based on Concept(ual) Blending (CB) Theory [7]. CB theory relies on a frame-

work that accounts for several cognitive phenomena related to the creation of ideas

and meanings. Since CB theory provides an elaborate description of the concept inte-

gration process as well as a terminology and a set of consistent principles to be used

in creativity modeling, CB theory has served as the basis for several computational

creative systems.

A key element in the CB framework is the mental space, which is a temporary

and partial structure of knowledge built for the purpose of local understanding and

action. To describe the blending process, the CB framework makes use of a network

of mental spaces, as depicted in Fig. 3. Two or more of these spaces correspond to

Fig. 3 The original

four-space conceptual

blending network [7]
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the input spaces, i.e., the content that will be blended. A partial matching between

elements of the different input spaces is established. Note that such a correspondence

is not arbitrary; a correspondence between elements from different mental spaces

only occurs if they are perceived as similar in some respect. Such association between

elements of the different input spaces is reflected in the generic space, a mental space

that captures the conceptual structure shared by the input spaces. The next step in

the blending process is typically referred to as selective projection. At this point, the

conceptual structure encapsulated by the generic space defines which elements from

the input spaces will be projected into a new mental space, called the blend space.

Finally, an emergent structure emerges in the blend space by pattern completion or

elaboration. The outcome of the whole blending process is therefore the blend space,

a new mental space that keeps partial structures from the input spaces, combined

with an emergent structure of its own.

The integration of input elements in the blend space is guided by optimality prin-

ciples [7], which are responsible for generating the so-called “good blends”, i.e.,

consistent blends which are more easily interpreted. Among these principles, there

is the integration principle which states that the blend must be recognized as a unit.

Another example is the unpacking principle, which requires that the blend alone must

enable the “blend reader” to unpack the blend to reconstruct the inputs, the cross-

space mapping, the generic space, and the network of connections between all these

spaces. There is also the principle of relevance, which demands for the existence of

a reason for the blend to occur. Other principles such as web, topology and pattern

completion are responsible for managing the relationship between the input spaces

and the blend.

3.1 The Framework

The CB generator is built on Divago [16], which is one of the most elaborate com-

putational approaches to CB. The framework of the CB generator is composed of

several modules (Fig. 4) that have access to a Knowledge Base, which, in the context

of the overall cognitive architecture, may be shared by other generators. The archi-

tecture of Divago reflects the different stages of the CB mechanism, starting with the

selection of the input knowledge, i.e., the choice of a pair of input spaces (domains)

from the knowledge base. This selection is currently not informed by the dynamics

of the Global Workspace, but we envisage that such possibility may increase the like-

lihood of selecting pieces of knowledge with greater relevance to the current state of

the simulated mind.

The input spaces feed the Mapper module, which is responsible for finding anal-

ogy mappings between the input spaces using structural alignment. This operation

looks for the largest isomorphic pair of sub-graphs contained in the input spaces.

For each mapping/alignment provided by the Mapper, the Blender module per-

forms a selective projection into the blend space. This leads to the construction of

the Blendoid, a graph structure that subsumes the set of all possible blends.
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Fig. 4 CB generator architecture

The Factory module is responsible for exploring the space of all possible combi-

nations of projections of the input spaces. It is based on a Genetic Algorithm (GA),

which uses the Elaboration module to enrich blends with additional knowledge and

the Constraints module to assess their quality. This module provides an implementa-

tion of the optimality principles (a set of principles that ensure a coherent and highly

integrated blend [7]). When an adequate solution is found or a pre-defined number

of iterations is attained, the Factory stops the execution of the GA and returns the

best blend. The Constraints module acts, therefore, as the “fitness function” of the

algorithm.

3.2 Generating Concepts: An Example

The Divago framework has been tested in several domains [17]. An early and inter-

esting example that illustrates the potential of this architecture is the Creature Gen-
eration Experiment. In this example, Divago was used in a context of procedural

content generation for a game environment. The role of Divago was to produce novel

creatures from a set of existing ones. A 3D interpreter [18] was used to visualise the

objects: it was able to convert outputs from Divago (in the form of concept maps),
representing creatures, into Wavefront OBJ files that could then be rendered.

Divago was fed with the representations of three creatures whose 3D renderings

are shown in Fig. 5: a werewolf, a dragon and a horse. These creatures were used as

input spaces. Examples of hybrid creatures produced by Divago are shown in Fig. 6.
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Fig. 5 Input creatures.

From left to right werewolf;

dragon; horse

Fig. 6 Output creatures.

From left to right
horse-dragon;

horse-werewolf;

werewolf-dragon

4 A Bio-Inspired Concept Generator

The bio-inspired concept generator is based on an evolutionary engine that works

on augmented grammars performing concept recombination and manipulation. One

of the key ideas behind this work is to develop mutation and recombination oper-

ators that are sensible to the structures being manipulated and that are informed

by background knowledge associated with the domain where the individuals are

being evolved. This separation allows the development of general-purpose operators

that can be easily adapted to different domains, and thus take advantage of domain-

specific knowledge.

In order to apply the engine to other search spaces, one just needs to change the

grammar that is used to form the candidate solutions to another one, capable of prop-

erly forming solutions that can solve the problem being tackled; in this case, the

creation of aesthetic works, such as images and musical sequences.

In Sect. 4.1 we start by presenting, in a nutshell, the concepts that guided the

creation of the engine, moving then to one applicational domain, in this case, the

evolution of Context Free Design Grammars [11] (Sect. 4.2).

4.1 Overview of the Evolutionary Engine

The evolutionary engine used for this task is thoroughly discussed and tested in

[1, 13] and is an extension of [14]. Therefore, we provide a brief overview focusing

on the aspects that are needed for the understanding of the current work.

The aim of the engine is to evolve candidate solutions encoding grammatical for-

mulations. In essence, a grammar is formed by a 4-tuple: (V , 𝛴,R, S) where: V is a
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set of non-terminal symbols; 𝛴 is a set of terminal symbols; R is a set of produc-

tion rules that map from V to (V ∪𝛴)∗; S is the initial symbol. Because we allow the

specification of parameters in the calls to terminal and non-terminal symbols, we say

that the used grammars are augmented. Moreover, it is also possible to define more

than one possibility for expanding a non-terminal symbol. When several production

rules are applicable, one of them is randomly selected and the expansion proceeds.

In order to promote the evolution of this type of grammars across generations,

two representations are used. On the one hand, individuals are encoded as directed

graphs, where each node represents a production rule and the connections between

them the flow of control and passing of parameters. On the other hand, we use

a tree-based representation, where individuals stand for derivation trees of a pre-

defined Backus-Naur Form grammar, adding, as such, another grammatical level

to the framework. In this last representation scenario, internal nodes encode non-

terminal symbols, whereas leaves represent terminal ones.

For the purposes of recombination and mutation, operators based on both rep-

resentations were investigated. According to the results presented in [1], the best

solutions are obtained when using tree mutation with tree and graph crossover. That

is, it should be decided first whether mutation or crossover should be applied. If the

decision is set towards crossover, it is required to choose which type of crossover

should be employed. With regard to generalization, the tree initialization procedure

is the one that is used.

4.2 Evolving Context Free Design Grammars

To assess the adequacy of the engine to properly evolve the desired outputs, we per-

formed extensive experiments using Context Free Design Grammars (CFDGs) [11],

which are capable of encoding images through a compact set of production rules.

Results, which are detailed in [1, 13], show that guiding evolution with distinct

automatic fitness assignment schemes promotes evolution, leading to the expected

results. With the previous in mind, we tested a fitness function that combines several

others, attaining results that bespeak characteristics from each one of the components

being merged.

Taking into account the non-deterministic nature of CFDGs, i.e., if they are

mapped several times to images, the result is often different, we introduce the con-

cept of families [2], which is simplistically defined as a set of outputs which should

have similar characteristics. For that, we perform the mappings from a grammar to

an image a pre-defined number of times, assessing then the quality of the set, consid-

ering that the quality of each image should be maximized, the differences in quality

should be minimized and that a proper degree of similarity should exist among them.

An example of a family evolved using this formulation is shown in Fig. 7.
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Fig. 7 Samples of a family produced by a single CFDG

5 Conclusions

We presented a distributed computational architecture based on the cognitive the-

ory of Bernard Baars [3], which aims to model human consciousness. It consists of

a number of Generators acting in parallel, like in a multi-agent architecture, com-

peting for access to a Global Workspace that resembles a Blackboard system. A

selection mechanism regulates the access of the generators to the workspace using

measures of probability and information content. Besides providing a computational

simulation environment for studying creativity processes, the architecture allows the

exploration in parallel of heterogeneous strategies and techniques for concept cre-

ation. We identified two basic kinds of generators: predictors and concept genera-
tors. Two Concept Generators being developed by our team were described: the first,

based on the Conceptual Blending Theory [7]; the second is a bio-inspired concept

generator. We illustrated the output of the former by providing results from an exper-

iment in procedural content generation for games. For the latter, we showed outputs

from the evolution of Context Free Design Grammars.

This is an ongoing project and many aspects are to be deepened and polished in

the next steps. Still untouched in this paper was the issue of evaluating the creative

potential of the architecture. Evaluation of computational creativity is acknowledged

as one of the most hard research problems faced by the community. The project is

already developing work in a parallel thread to develop the methodologies and the

tools that will allow such evaluation.
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Evolutionary Algorithms: Perspectives
on the Evolution of Parallel Models

F. Fernández de Vega

Abstract This chapter discusses the inherent parallel nature of evolutionary

algorithms, and the role this parallelism can take when implementing them on dif-

ferent hardware architectures. We show the interest in studying ephemeral behaviors

that distributed computing resources may feature and some EA’s self-properties of

interest, such as the fault-tolerant nature that helps to fight the churn phenomenon.

Moreover, interactive versions of EAs, which require distributed computing systems,

allow to incorporate human based knowledge within the algorithm at different levels,

providing new means for improving their computing capabilities while also requiring

a proper analysis of human behavior under an EA framework. A proper understand-

ing of ephemeral properties of hardware resources, human behavior in interactive

applications and intrinsic parallel behaviors of population based algorithms will lead

to significant improvements.

1 Introduction

Although evolutionary algorithms [1], and other population based algorithms, have

been successfully applied to solving a wide number of optimization problems,

researchers typically apply sequential version of the algorithms. Several reasons

explain this traditional approach to software development, including the learning

curve required to properly apply parallel models and libraries, and the wide num-

ber of available software tools that were developed in the traditional sequential

approach. Although things are slightly changing, the literature is still dominated by

sequential EAs.

Nevertheless, parallelism was soon recognized as an intrinsic property of EAs

that works in the background even when a sequential version of the algorithm is

run. The schema theorem, proposed by Holland in the seventies, was in charge of
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explaining this inherent parallel property [2]. Although the reasoning is of interest

for understanding how EAs can build solutions to problems, it doesn’t allow to speed

up the behavior of the algorithm: researchers have happily relied on this explanation

for its intrinsic parallel behavior until hard real life problems have been faced. Only

then, researchers have resorted to parallelism, when days, weeks or even months are

consumed until a proper solution is found [3].

This chapter reviews different parallel models that have been proposed, how they

can be deployed on different hardware architectures, and focuses in new properties

that have been studied in the last few years, involving non reliable hardware resources

as well as human interaction with the algorithms, showing that work ahead may

provide new means for improving the performance of the algorithm.

This chapter is organized as follows: In Sect. 2, an overview of available parallel

models is provided; Sect. 3 discusses the role distributed users may have on the algo-

rithm; Finally, Sect. 4 describe our conclusions and paths for future improvement of

parallel EAs.

2 Parallel Models Have Evolved

Embarrassingly parallel models were firstly propose as a way to quickly embody

parallelism within EAs [4]. The easier incarnation of parallelism allows to simulta-

neously evaluate a number of individuals when hardware resources are available. We

must remind that the standard evolutionary loop includes the computationally expen-

sive evaluation of a number of individuals from the population, candidate solution to

the problem at hand, followed by the crossover process that give rise to the new gen-

eration of individuals. Thus, the master-slave based model doesn’t change the main

algorithm, in charge of selecting parents for the next generation and applying genetic

operators, being the fitness function the only one requiring a change. Given that fit-

ness evaluation is typically the most time consuming part of the algorithm, and how

easily a sequential implementation of an EA can be parallelized using this model, it

quickly attracted attention. Thus the simplest parallel EA has been deployed and run

on networks of transputers [5], clusters and grids [6], and more recently on GPUs [7]

and clouds [8], and has probably been the most frequently used version of a parallel

EA.

Nevertheless, researchers soon devised new ways for improving convergence

properties, adding new functions to parallel models that in the end implied a deep

change in the underlying algorithm and produced a change in the process of searching

for solutions. Instead of evaluating single individuals in parallel, researchers decided

to run the main algorithm over a number of them -a subpopulation- within each of

the processors available, thus resulting in the Island Model [9].

Each of the subpopulation run the standard algorithm in the island model, and a

new step, the migration, allows selected individuals to be exchanged among subpop-

ulations -islands- with a given frequency. Thus the researcher must set up the value

of some new parameters: island size, frequency of migration, number of migrating
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individuals, selection operator in charge of selecting migrants, discharging policy

allowing to maintain the size of islands once new individuals arrive, etc. All these

new parameters have already been widely studied, and its influence on the conver-

gence process exposed for different flavors of EAs, including Genetic Algorithms

and Genetic Programming [10]. The conclusions points out the benefit of migrating

individuals, which helps to improve diversity in the subpopulations, thus helping to

find better solutions, regardless of the time saved thanks to the parallel hardware

infrastructure employed.

Yet, the island model is not the only one available for improving convergence

properties of EAs as well as speeding up the finding of solutions. The cellular model

is another possibility [11]. In this case, individuals from the population are distrib-

uted on a grid, so that interaction required when genetic operators must be applied

only occur within a previously established neighborhood. This means that one indi-

vidual can only interact with surrounding ones, which changes the way chromosome

information spreads along the population [9]. Several authors have applied success-

fully this model borrowed from the cellular automata literature, although the imple-

mentation details make it more difficult to be adopted by researchers.

An interesting difference among the available parallel models, regarding hard-

ware resources to be used and their properties, can be noticed: While for the island

model, each of the subpopulations can run semi-isolated within each of the proces-

sors employed, and only a migrating step is required after a number of generations,

the embarrassingly parallel model requires fitness values computed to be returned to

the master in charge of applying each of the genetic operators, and this implies the

sending of fitness values at least once per generation, which may be of importance or

not depending on the time required to compute fitness values: shorter time to com-

pute fitness value means worse performance of the algorithm, given that the latency

of communications has a larger impact. Similarly, this is also something that must

be taken into account when using the cellular model, which requires communication

among adjacent individuals from the topological point of view that are run on differ-

ent processors every time a crossover operation must be applied. Summarizing, high

latencies will significantly deteriorates the speedup of both cellular and embarrass-

ingly parallel model, even preventing them to compete in certain situations with the

sequential version, while it will not hinder island model to properly finding solutions

in shorter times.

In any case, communication libraries had to be adopted by researchers when

implementing parallel EAs, such as classic PVM or MPI [12], when using clusters of

computers; other different approaches can be considered when resorting to internet

and grid frameworks. Even in this latest hardware infrastructures, interesting soft-

ware packages allow to quickly deploy any algorithm on an easy to build desktop

grid system, such as that based in the BOINC framework [13], which has opened up

a world of possibilities for EAs. As we will see below, a proper study of the dynam-

ics of this model has allowed to develop in the last decade new proposals for parallel

EAs that benefit from the properties of the underlying communication model: in the

area of Grid computing, the well known desktop grid model has been employed to

run massively parallel evolutionary algorithms applied to real-world problems; On
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the other hand, P2P models have allowed to implement new agent based EAs that

change the standard dynamics of the algorithm. Both models have changed the way

we understand the algorithm, and have shed light into some of the properties that the

new parallel models have unveiled.

2.1 Desktop Grids and Shrinking Population

When referring to Desktop Grid Computing, we consider a particular case of Grid

technology where all of the computing resources are homogeneous: desktop personal

computers. Given that all of the computers are based on the same hardware architec-

ture, and basically the same operating system, the grid system significantly simplifies

the way parallel algorithms can be deployed on the network of computers: a single

version of the algorithm must be implemented (linux—i386, for instance), instead of

considering all of the potential hardware architectures and operating systems com-

binations that are present in a more traditional Grid infrastructure. Moreover, avail-

able software tools, such as BOINC [13], allow to easily manage the desktop grid

infrastructure, allowing researchers to only focus on the Evolutionary Algorithm to

be deployed. The basic desktop-grid model follows the master-slave approach, and

is well suited to embarrassingly parallel EAs: typically desktop grids are deployed

within institutions, and communication latencies are thus under control.

The simplicity of desktop grids, has allowed researchers to face hard real life

problems: packages of individuals are distributed every generation along the avail-

able computing nodes, allowing researchers to manage large population sizes for

real life problems requiring long fitness evaluation time [3]. Thus, the model was

shown to perfectly work on desktop grids provided by the researchers. The surprise

came when the model was applied using computing resources provided by volunteers

under the well known volunteer computing model [14].

Volunteer computing is based on the desktop grid model, and desktop comput-

ers are provided by a number of volunteers connected to internet that are willing to

contribute to a scientific project. Thus, the scientist is typically in charge of setting

up the master node, where all of the computing tasks are established, and then, the

volunteers connect to the server and agree to provide computing resources for each

of the tasks. The model has worked fine for decades, being the Seti@home project

one of the best known with several million volunteers providing resources [13]. Nev-

ertheless, and given that resources are switched on and off according to volunteers’

needs, nobody can assure the time a computing node will be alive, and whether a spe-

cific task submitted will be thus completed on time. The dynamic of the volunteer

computing infrastructure is thus characterize by this well known churn phenomena,

and scientists interested in profiting from volunteers must encode a number of fault-

tolerant techniques if they want their project to finish properly [15]. But this inherent

property, churn, was recently considered from a different perspective in the con-

text of EAs, specifically from the point of view of Genetic Programming (GP) with

interesting results.
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2.1.1 Distributed GP and the Churn Phenomena

One of the main flavors of Evolutionary Algorithms is GP, popularized by Koza in

the nineties [16] as a mean for automatic programming. One of the main features of

GP, considered as a problem, is the bloat phenomenon: given that variable size chro-

mosomes are employed in GP, the evolution dynamics make chromosomes to grow

out of control, which implies an increase in memory consumption and usually time

required to evaluate longer individuals. This behavior in GP has lead researchers

to focus on chromosome growth [17], an although a number of techniques have

already been propose to fight it, we think future research on the topic will show

how this behavior may find a strong connection to improvements on the way GP is

run in parallel systems: a natural load balancing technique could make use of indi-

vidual differences to run them on different computing elements, as well as applying

genetic operations as soon as individuals have been evaluated, thus favoring shorter

computing-times, which typically implies smaller sizes. Thus parallel systems could

naturally fight bloat. We must also bear in mind, the difficulty for properly running

GP on GPUs, which has been an issue in latest years. Although some proposals have

already been published, we still feel there is room for improvement, considering main

differences among GP and other EAs.

Among the different techniques introduced in the literature for the last decades,

the plague operator was proposed to remove progressively individuals from the pop-

ulation as a countermeasure for the bloat phenomenon, thus maintaining the amount

of memory required to manage the population: individuals’ growth is fought with

a shrinking population [18]. Since then, different studies have shown the interest of

considering variable size populations for GP and other EAs, which require a self-

analyzing capability of the algorithm to know when the size must be changed. But

a deeper analysis allowed to recently see the connection between this idea and the

churn phenomenon in volunteer computing infrastructures: if instead of removing

selected individuals, we consider churn phenomenon as the component in charge

of randomly discarding individuals along the run of a GP experiment in a volun-

teer computing environment, we have a quite similar experiment, the only difference

being the way individuals are selected.

In the last few years, a number of experiments have tested this approach showing

that not only Genetic Programming, but also Genetic Algorithms are fault tolerant,

and can cope with up to 30 % of population decrease without applying any particular

fault tolerance technique. This has opened up the possibility of running distributed

versions of the algorithm in non reliable distributed computing resources with results

whose quality does not significantly deteriorates [19], boosting a line of research that

focuses on self-properties of EAs in the context of parallel and distributed systems.

The experiments have thus shown that other network topologies and communication

models can also be employed within this context, such as Peer to Peer networks.
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2.2 To Peer or Not to Peer

Peer to Peer models (P2P), have been recently studied in the context of EAs by

Laredo et al. [20]. One of the main features of the model, is the lack of a central

node, both in terms of hardware resources and in the main algorithm to be run. The

model instead relies in a number of software agents with capability for establish-

ing connections with surrounding agents, being them run on the same or different

computing element.

P2P models require specific communication protocols, that allow agents to know

where other agents are located, and from the algorithmic point of view, also requires

changes when a task must be performed. If we consider EAs in a P2P context, we will

see each of the individuals in the population as an agent. No central storage location

for the population exist anymore, nor a single algorithm applying genetic operations

to the individuals. Instead, each of the agents must include the capability to interact

with other agents, individuals, so that they can crossover and create offspring. New

software tools allow to deploy EAs using P2P models, and some of them rely on

web browsers to run the genetic operations, including fitness evaluations [21]. The

fault tolerance nature of these agent based models have also been studied reaching

similar conclusions as with its volunteer model counterpart [19]. But one of the main

interests now, is the possibility of using web browsers, and also user interaction, as

the underlying system where the algorithms are run. The possibility of allowing users

to interact with the algorithm through a web browser, in the context of P2P EAs but

also when using the master-slave approach, and the churn properties featured are

allowing to explore new properties for distributed EAs.

3 Interactive EAs, Ephemeral Properties and the Role
of Users

Although the possibility for allowing users to interact with EAs was soon recog-

nized as a means for fitness evaluation, similarly as how volunteer computing based

projects invite users to collaborate by performing visual analysis of images [21], in

the context of EAs, the interaction has been exclusively used as a way for aesthetic

assessment in Evolutionary Art. Thus interactive EAs are directly related to Evo-

lutionary Art and Design, and typically the interaction has been facilitated through

web based applications in charge of displaying each of the individuals in the popu-

lation, that are then rated by the users, so that fitness values provided are employed

to apply selection, crossover, etc. Users are thus contributing not only with fitness

values, but also with hardware resources to run the user interface, one of the main

part of the algorithm, and are therefore prone to the same kind of problems that were

previously described in the context of volunteer computing and P2P environments.

Only recently, new software tools have been developed trying to generalize the

model allowing users to both run and/or interact with EAs through the web browser,
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such as Evospace and Evospace-i agent based software models that connect through

web browsers and allow to face any kind of problem by means of Evolutionary

Algorithms [8]. The dynamics of the underlying model feature some of the ephemeral

properties that naturally arise in an agent based model, and have already been studied

with satisfactory results [15]. We will focus now in one component of these latest

distributed models that are increasingly attracting attention: the user.

3.1 Distributed Users

The fact that users collaborating with interactive EAs, deployed through the web, are

part of the algorithm changes the way we understand distributed EAs. On the first

hand, users may visit a website but their collaboration is not guaranteed: in order for

the evolutionary algorithm to progress, users must get involved in the experiment.

Similarly as with volunteer computing experiments, the scientists must properly pro-

vide information of interest that attract users attention. On the other hand, and given

that usually web browser must remain open with the application running while the

user is devoting attention to other tasks, the experiment must keep user interest to

collaborate and donate both computing resources and their time. Finally, when repet-

itive actions are required by the user, some kind of reward may be necessary if we

want to fight the problem of users fatigue. These are some open problems in the

area, and although efforts are applied trying to model users interaction that may in

the future reduce the number of times an action is required from the user, we still

lack a general solution to that problem [22].

Also, the number of users to be involved in a given experiment and also the way

they interact should be adjusted: although typically users are simply in charge of

rating individuals, different possibilities could be also adopted, such as asking users

to select the parents for a crossover operation, so that indirectly a fitness evaluation

is performed every time new children is generated. As we will show below, this

later approach has been recently adopted in the context of unplugged evolutionary
algorithms [23], but it is not still a common method.

Therefore, the actual influence of users in interactive EA experiments still allow

for deeper studies, and a number of questions remain to be explored: is it possible to

allow users to perform other operations different from fitness evaluations? What are

the main reasons that lead a user to apply a specific rate to a given individual? Is it

useful to allow different users to rate the same individual? What is the situation in the

context of evolutionary art? These and other questions are leading efforts in the area,

and one of the most recently proposed approaches is the Unplugged Evolutionary

Algorithm.
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3.2 Unplugged EAs

The idea behind the model arise from the interactive version of the EA: human beings

are in charge of performing fitness evaluations. The question is: is it possible to del-

egate all of the operations to human beings? In the context of Evolutionary Art, the

idea of making artists to perform the whole evolutionary algorithms tries to analyze

the creative model when applied by a team of artists: they apply every operation

required for an evolutionary algorithm so that no computer is required in the exper-

iment.

Thus, a team of five artists developed an artistic experiment: each of the artist was

in charge of producing an artwork every week by applying any kind of crossover and

mutation over two works of their colleagues produced the week before. This way,

instead of explicitly asking for fitness values -rates- for each of the paintings, the

artists introduce an indirect fitness evaluation: only the two preferred works are given

best rates and selected as an inspiration source when producing offspring. After ten

weeks of work, a collective art work was produced and interesting information on

the operations applied were described within forms provided to artists [24].

The analysis of the work gives us some clues for a better understanding of the cre-

ative processes developed by human artists, such as information on the key elements

when applying crossover or mutation. For instance, artists always perceive a story

within each figurative work, that may lead mutation operations towards a new work.

Figurative work is typically preferred, instead of abstract works that are usually the

output of evolutionary art experiments [23]. Yet, is not easy to foresee how some of

the concepts learnt can in the future be incorporated into software tools in charge of

producing human-like art.

On the other hand, if we want to fully emulate the creative process developed

by human artists, a possible way to future improvement should include studying

audience response to the work, including audience understanding of the genetic

operations developed. Given the need of an audience when an art work is exhib-

ited, audiences should be somehow included in the Evolutionary Art loop, being

part of experimental research, and artworks should be exhibited in art museums and

galleries.

4 Conclusions

This chapter presents an overview of latest attempts to parallelize Evolutionary Algo-

rithm considering different points of view. On the one hand we have reviewed the

models that have arisen in the last decade, such as those based on agents making use

of Desktop grids and P2P infrastructures; on the other hand we have seen new paths

that are being explored when distributed users are included as part of the parallel

versions of the algorithm, particularly when art and creativity are pursued.
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This review has led us to a number of questions that show paths towards future

improvements on the way we understand and apply parallel and distributed ver-

sions of the Evolutionary Algorithms, that may be summarized as follows: (i) a

proper understanding of the dynamics of algorithms employing variable size chro-

mosomes, such as GP, as well as employing self-properties that allow to be aware

of individual-size dynamics may make it easier to profit from parallel infrastruc-

tures, including GPUs as well as those characterized by ephimeral properties, such

as desktop grids. (ii) the proper understanding of users interaction dynamics in the

context of unplugged evolutionary algorithms may provide clues to improving how

distributed interactive evolutionary algorithms are applied when facing evolution-

ary art project. It can make it easier for scientists to atract users and also avoid users’

fatigue, as well as provide a better understanding of creative process that helps in the

future to improve computer assited creativity.
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Agents and Ontologies for a Smart
Management of Heterogeneous Data:
The IndianaMas System

Daniela Briola

Abstract The IndianaMas system is a platform for storing, retrieving and

analyzing images, manual sketches and multilingual texts about rock carvings: to

manage heterogeneous data formats, languages and data sources, it adopts a mul-

tiagent architecture that makes easier coping with such a mixed environment, and

exploits ontologies to have a clear, formal and self contained representation of the

domain. These two architectural solutions make possible to have a very modular

organization of the overall system and to manage in parallel different kinds of data,

which are exposed thanks to a digital library. In this paper we present the architec-

ture and the functionalities of the IndianaMas system, focusing on the coordination

level between the agents and on the organization of structured data in the digital

library, to show how the adopted architectural approaches and solutions really allow

the management of such a complex system.

1 Introduction and State of the Art

The IndianaMas project (funded by the Italian Ministry for Education, University

and Research) is a technology platform based on intelligent software agents for the

digital preservation of rock carvings, to support domain experts in the creation of a

repository of images and multilanguage texts about rock art that will support them

in their studies about this topic [9]. As testbed, we chose the rock art of Mont Bego,

in France, as described in [2].

The agent technology suites naturally the IndianaMas architecture, considering

the need of each component to operate in a highly autonomous way, interacting and

coordinating with the other components to share information and to reason about

them in the most effective and parallel way. To obtain a real modular architecture,

and to let all the involved modules act in a coherent way, we adopt an ontology as
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core part of the system, so that the domain and every information that must be shared

is formalized and not integrated directly in the source code.

The aim of this paper is to describe in detail the system architecture, focusing on

the components interaction and on some specific organizational decisions we made,

which let us fulfill the complex goals of coordinating, integrating and automatically

classifying heterogeneous data and data sources.

Since ontologies are a powerful means to formally describe complex domains and

can be used to develop Semantic Web applications, they are already widely adopted

in the area of Cultural Heritage [6], where often large datasets exist but are hardly

accessible by the community. For example we can cite [1], where a service-oriented

architecture that explicitly includes a semantic layer which provides primitive ser-

vices to the applications built on top of a digital library is presented, including

a module called PIRATES that assists end users to retrieval relevant contents, or

[10] that proposes an approach to ontology development that is user-centered and

designed to facilitate access to digital cultural heritage materials, or [11], which

presents the “MultimediaN E-Culture” system, whose architecture is fully based on

open Web standards and uses explicit background knowledge in the form of ontolo-

gies/vocabularies. Another very important initiative with the aim of creating seman-

tic web applications for cultural heritage is the “Europeana” project.
1

Similarly, ontologies are often exploited in multiagent systems (MAS for short):

for example, [5] presents “SEMMAS”, an ontology-based framework for seamlessly

integrating Intelligent Agents and Semantic Web Services, [8] describes an agent

based integration approach using ontologies for merging and combining an internal

Data Warehouse with external data gained from competitors web sites and from other

relevant Web sources, and [12] proposes a method based on agent and ontologies

to design knowledge management systems: in this method, an ontology is used to

represent the knowledge and the message content for the messages exchanged among

agents.

Anyway, it is difficult to find in literature projects integrating both agents and

ontologies, implemented and based on real datasets instead of case studies, managing

images and multilingual texts, to be compared with the whole IndianaMas system.

At the best of our knowledge, we are not aware of systems really similar to ours: from

this point of view, considering its architecture, the offered services and the domain

it refers, IndianaMas is a novelty.

The paper is organized in the following way: Sect. 2 provides the architecture of

the system, Sect. 3 focuses on the functionalities offered by the system and on the

coordination between agents, giving some details about the implementation too, and

Sect. 4 concludes the paper.

1
http://www.europeana.eu, accessed June 2015.

http://www.europeana.eu
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2 IndianaMas Architecture

The IndianaMas system (Fig. 1) exploits the MultiAgent paradigm, and is organized

in an holonic structure [7]: it is based on three subMASs (holons), each devoted to

specific operations on different types of input (images, sketches or texts), each hav-

ing an agent acting as interface toward the rest of the MAS. Following this model, it

was possible to divide the burden of performing ad hoc complex, and time consum-

ing, operations among separated groups of agents (the holons), each devoted to the

management of different data types. The coordination among holons is appointed to

some specific agents, external to the subMASs, and hinges on a common ontology,

as described later.

Our design and implementation phases follow the general ASPECS process

methodology [3], since it is particularly suited for holonic MASs, but without strictly

adhering to it: our “System Requirements” phase covers quite all the steps foreseen

by this phase in the methodology, as happens for the “Implementation and Deploy-

ment” and the “Agent Society Definition” phases. However, we only adopted this

high level organization of the overall work, but then we did not implemented the

methodology using its UML diagrams or the ontology formalization as foreseen in

its specification, since we already had an ontology as the core part of the system,

with a strict structure: we anyway adopted standard tools, languages and formal-

Fig. 1 The high level architecture of IndianaMas



28 D. Briola

ism (such as UML sequence diagrams, partially described in Sect. 3, OWL ontolo-

gies, described later on, Use Case descriptions, detailed in [9] and in the deliver-

ables of the project), to exploit for each part of the system well known and accepted

technologies.

The data managed by the system are stored in a digital library (DL) called

IndianaGioNS, that makes them available to the community on the web as digi-

tal objects (DOs). Nowdays, another website, http://www.bicknell-legacy.it/, an out-

coming of the IndianaMas project too, hosts some images from the Bicknell legacy
(Bicknell is a famous archaeologist that spent many years on the Mount Bego at the

beginning of 1900, drawing reliefs of petroglyphs), property of the Genoa univer-

sity: the images and data on that website, plus many others still unpublished, will be

inserted in IndianaGioNS too.

All the single agents and the subMASs act, interact and operate on the base of

a shared ontology, the Indiana Ontology, so that every information regarding data

inserted in the DL is coherent and semantically based on a common domain formal-

ization. The ontology is a reference point for all the entities in the system, acting as

a facilitator in the integration of data from different sources and of heterogeneous

types.

The multiagent system itself is not reachable through the web, it is contacted

locally using Java code, sending messages to the Interface Agent (IA), which is

always up and running and manages the requests from the IndianaGioNS Web GUI

to classify, with respect to the Indiana Ontology, images and texts, and to perform

a similarity searches, as described in Sect. 3. The GUI autonomously manages the

manual creation of new DOs.

For each new request of classification or search from the IndianaGioNS GUI, the

IA starts a new Query Manager (QM) that manages the execution of the request and

that sends the IA the result of the requested operation. Similarly, the QM starts new

agents/subMASs, with respect to the type of request. The Loader Agent (LA) man-

ages the requests to create DOs not coming from the GUI, or pro-actively manages

the data collected by the DL Harvester subMAS. Later on in Sect. 3 we describe the

logic process followed by IndianaMas to manage all these operations.

The ImageRecognizer subMAS (IR) is able to classify an input image (namely,

to identify the carvings in the image) with respect to the Indiana Ontology, while

the TextAgent (TA) classifies (namely, finds those carvings described/cited in the

text) and extracts the Ages and Regions, again with respect to the ontology. The DL

Harvester subMAS is in charge of autonomously searching the web to collect texts

and metadata from other DLs: this subMAS retrieves information about external

textual DOs (background operation, performed when IndianaMas is running) and

stores them in a private folder that is then used by the LA to create new DOs, as

described in Sect. 3.

Finally, we developed a middle layer to let the MAS interface with our DL Indi-
anaGioNS, exploiting Rest calls: in this way the agents use only the ontology, ignor-

ing the DL internal representation of DOs, and a clear separation between the MAS

and the library is kept.

http://www.bicknell-legacy.it/
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2.1 The Indiana Ontology

The IndianaOntology results from the collaboration between computer scientists and

archaeologists. TheOWL2
ontology is made up of three main parts: the first describes

the classifications (related with petroglyphs shapes) and interpretations (related with

petroglyphs meaning) of individual and aggregated petroglyphs, the second models

the types of DOs managed by the IndianaMas framework, and the third models the

actions that the agents can perform.

The Indiana Ontology has been presented in detail in [2], so in this paper we only

give a brief description of it, reporting the details needed to understand the MAS,

which is organized around the Indiana Ontology.

The petroglyphs (or carvings) can be classified into macro categories, which can

be further refined into more detailed sub-categories.

The classes in this part of the ontology are used as “controlled vocabulary” for

the classification of texts and images, as described in [2].

The IndianaMas framework manages two types of DOs: texts and images. Man-

ual sketches are a specific type of images, as the Bicknell tracings. Texts may be

multilingual and are classified according to the Indiana Ontology, whose concepts

are expressed in English. DOs are represented as an OWL Class, with subclasses for

Text and for the different image types, and have properties to store standard infor-

mation like Title, Authors, Description and so on, and domain related information,

like for example Geographical Area, Classification and Interpretation. Each DO has

a list of physical files that will be loaded into the DL.

Lastly, we modeled in the ontology the actions that can be performed by the MAS:

this part of the ontology, and its usage, is described in Sect. 3.

2.2 Mapping the Ontology into the Digital Library

Texts and Images managed by IndianaMas are stored in a DL called IndianaGioNS,

which has been created and managed with DSpace.
3

As in any standard DL, each

DO can be equipped with a set of metadata composed of couples (term, value).

As described in [2], we mapped the OWL classes and properties to metadata and

their values, exploiting the Dublin Core schema and a new ad hoc schema (called

IndianaMas) for storing our domain related information, such as classification and

interpretation.

For example, a DO can have one or more classifications represented by the OWL

multiple property has_classifications. This property has been mapped into the meta-

data IndianaMas:classification, which can be added many times, one for each classi-

fication, and its value, corresponding to the instance of OWL class

2
http://www.w3.org/TR/owl-features/.

3
http://www.dspace.org/, accessed June 2015.

http://www.w3.org/TR/owl-features/
http://www.dspace.org/
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Calculated_Classification, will have the format: carving: subclass of Indiana ontol-
ogy Classification; confidence: Number; source: String;

We use some specific metadata, from the schema IndianaMas, to describe the

type of the DO, and we exploit the dc.relation metadata and the IndianaMas.relation
metadata to represent the organization and the hierarchical structure of our DOs: in

fact, above all for the Bicknell images (that are a set of manual tracings grouped into

sheets in Rolls, each containing many carvings), we are managing figures containing

many symbols, which sometimes can be grouped into scenes. We have to store dif-

ferent information if we are describing a single image, a scene or the overall image

containing them all. Since a DL is inherently a flat structure, we had to find a way to

represent this hierarchical structure, and we adopted the solution in Fig. 2:

∙ each image containing many symbols is mapped in a DO of type MainDO
∙ each symbol appearing in a MainDO is mapped in a new DO, of type SubDO,

and has a metadata dc.relation.ispartof containing the identification Id of the

MainDO. The MainDO has a metadata dc.relation.haspart for each SubDO it con-

tains

∙ for each scene in the MainDO, a new DO of type Scene is created, with a metadata

IndianaMas.isScene set to True and a metadata IndianaMas.relation.hasScenePart
for each SubDO in the scene

∙ each SubDO in the scene has the metadata IndianaMas.relation.isPartOfScene
containing the internal Id of the Scene

∙ The Scene has the metadata dc.relation.ispartof containing the MainDO Id, as the

MainDO has a metadata dc.relation.haspart with the Scene Id.

∙ MainDO, SubDO and Scene types are modelled as metadata

Fig. 2 Metadata used for representing the hierarchical structure of DOs
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3 Functionalities

The IndianaMas system is a Mas developed with JADE4
and consists of intelligent

agents that perform many different activities: end users interact with the system

through the IndianaGioNS DL, but the main operations over data are performed in

background by agents. To contact the Mas from outside we exploit the JadeGate-
way5

interface, so that we are able to directly send, and receive, messages to/from

the Mas form the backend of IndianaGioNS.

The implementation of the Indiana Ontology done with Protégé6
allowed us to

automatically export the OWL ontology into a set of Java interfaces and Classes

with a format that JADE is able to directly import and manage inside the Mas. The

Ontology BeanGenerator7
plugin generates a Java representation of the ontology

respecting the JADE formalism, so that JADE agents can directly exchange messages

based on the ontology.

To maintain a clear separation between the logical core of the application (the

Mas) and the DL implemented with DSpace, we created a middle layer that offers to

the world, and in our case to the Mas, a set of functions to interact with the DL: this

layer wraps the available REST calls offered by DSpace. In this way, the Mas only

interacts with the layer to insert, retrieve, update and search for DOs, represented

using the Java representation mentioned above. Further details about this middle

layer and the Java representation of the ontology can be found in [2].

We use the Indiana Ontology to model the agents’ actions and their arguments:

the results of these actions can only be concepts of the ontology mapped in Java or

basic data types (int, String and so on). Figure 3 shows the portion of the Indiana
Ontology representing the agents’ actions with their input parameters. The actions

results are not modeled in the Jade Agent_Action class (since we did not modify

the Agent_Action class, we cannot model them explicitly): in our system, they are

usually a list of DOs or a list of Calculated_Classifications (each containing a class

from the Classification part of the ontology, a confidence and a source).

3.1 Agent Actions

The operations for classifying data and for searching for similar data in our DL are

requested by the end user from IndianaGioNS. The MAS is always up and running,

and the IA is always waiting for a new request, that is then forwarded to a new QM

agent. In this way, each request is managed by a dedicated QM, which is in charge

to create the agents needed to perform the operation: so, the QM will create a new

4
http://jade.tilab.com/.

5
http://jade.tilab.com/doc/api/jade/wrapper/gateway/JadeGateway.html.

6
http://protege.stanford.edu/.

7
http://protegewiki.stanford.edu/wiki/OntologyBeanGenerator.

http://jade.tilab.com/
http://jade.tilab.com/doc/api/jade/wrapper/gateway/JadeGateway.html
http://protege.stanford.edu/
http://protegewiki.stanford.edu/wiki/OntologyBeanGenerator
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Fig. 3 The Indiana Ontology part representing agent actions. The name p7 is the name of an

external ontology used by BeanGenerator, containing all the JADE classes needed for the ontology

exportation

ImageRecognizer (IR) subMas for managing the operations regarding images and a

new TextAgent (TA) for managing the operations regarding texts.

Classify Image/Text request. When a user is inserting a new Image DO in Indi-
anaGioNS, he can ask the system for an automatic classification of the uploaded

image. In this case, from the backend of the GUI, a request of type Classify_Image
is sent to the IA in the MAS. The IA creates a new QM (named QM plus an inter-

nal identification number), specifying as input an object of type DO, which must be

received in the previous step from the DL. The QM creates a new IR and forwards it

this request: the IR processes the image found in the DO and answers with a list of

objects of type Calculated_Classifications. The QM integrates these new metadata

in the DO and forwards it to the IA that in turn forwards it to the DL backend, that

will update the GUI.

If the request is Classify_Text, the protocol is the same but the QM creates a new

TA and interacts with it instead of IR: in this case, the TA is able to automatically

extract the Classifications (so returning a list of Calculated_Classifications) and

Ages and Regions: these results are added by the QM as new metadata to the Text

DO. This updated Text DO is sent back to the IA, as in the previous functionality.

Find Similar Images request. When a user is building an image similarity query

(he is searching in the DL the Image DOs with an image similar to the one in input),

the MAS is automatically involved. In this case, from the backend of the GUI, a

Find_Similar_Images request is sent to the IA.

The IA creates a new agent of type QM, specifying as input a query string on the

metadata, an object of type Image DO (both must be received in the previous step

fromDSpace), and an empty list of DOs. The QM creates a new IR and first of all asks

it to classify the image in input (following the same steps described before). Then,

exploiting the layer toward the DL that offers a search method, it requests the list

of DOs with similar metadata and classifications (that is, with similar value in the
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Fig. 4 The protocol followed for the task Find Similar Images

metadata indianamas.classifications, adding this filter to the query in input), and

receives a list of DOs. Lastly, the QM asks the IR to perform the Find_Similar_
Images task, specifying as parameters the DO in input (the one with the image in

input from the GUI) and the list of DOs just received from DSpace. IR makes a

comparison between the image in input and all the images associated to the DO in

the list, and returns an ordered list of DO_With_Confidence (similar DOs plus a

confidence). This procedure lets the MAS avoid to compare the input image with all

the images in IndianaGioNS, saving a lot of time for the user.

The QM forwards this list to the IA that in turn forwards it to the digital library

backend, which will update the GUI. Figure 4 describes this flow.

Find Similar Texts request. Similarly, for the text similarity query (searching in

the DL the Text DOs with a text similar to the one in input) a Find_Similar_Texts
request is sent to the IA, which creates a new agent of type QM to manage it. The

QM creates a new TA and first of all asks it to classify the text in input (follow-

ing the same steps described before). Then, exploiting the layer toward the DL, it

requests the list of DOs with similar metadata and classifications and receives a list

of DO_With_Confidence.

When searching for similar texts, we are considering texts with similar contents

(considering only metadata), not similar phrases, so in this case there is no need to

contact again the TA since we use the DL for executing this search. The QM forwards

this result to the IA that in turn forwards it back.

The CreateDSpaceDO and Import_From_Bicknell actions. Actually there are

two ways to insert new DOs in IndianaGioNS: manually, thanks to the GUI inter-

face (procedure that does not involve the MAS), or automatically, thanks to the Mas
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exploiting the actionCreateDSpaceDO, which takes in input a DO and the collection

where it must be inserted.

As said before, Genoa university owns the original Bicknell tracings, some of

which are actually been published on the website http://www.bicknell-legacy.it/: the

images and data presented on that site are being inserted in IndianaGioNS too, and

the action Import_From_Bicknell was created to perform this task. The Mas is able

to automatically transform the information stored in the web site, saved in a relational

database, into a set of metadata coherent with the design of our DL. In this way, the

Mas is actually a modular and distributed tool able to integrate and transform hetero-

geneous data stored in different repositories, with different schemas, in a transparent

way to the user, which simply must specify which data has to be loaded.

The Loader Agent (LA) performs this operation: these images have been already

classified before their publication, so there is no need to involve the IR to classify

them. The import_From_Bicknell Action can have as parameter the identification

number of the Roll to be imported (Bicknell tracings are a set of manual tracing on

sheets, grouped into Rolls), or the single identification number of a tracing. The LA

connects to the database and collects the information about the requested tracing

or sheets in Roll. For each sheet, using the CreateDSpaceDO action, it creates a

MainDO with the information, mapped into metadata, regarding it. Then, for each

tracing in the sheet, it creates a new SubDO with its specific metadata, and if needed

it groups them into Scene, creating the hierarchical structure described in Sect. 2.2.

The second way to automatically create a new DO in our DL is performed again

by the LA, which in this case operates autonomously and pro-actively on the data

collected by the DL Harvester subMas. The DL Harvester subMas is in charge of

searching the web to collect information from other DLs: we assume to insert in

IndianaGioNS only references to other already existing textual DOs, so this subMas

retrieves information about external DOs (in background, when IndianaMas is idle)

and stores them in a private folder. Then the LA autonomously picks up these data

(saved in textual files, one for each DO), asks the TA to classify them and finally

inserts new DOs in IndianaGioNS (performing the action CreateDSpaceDO), which

shows the metadata retrieved from the web and a link to the original external DOs.

4 Conclusion

In this paper we described the functionalities of the IndianaMas system, focusing on

the interactions among the intelligent agents performing the operations of data clas-

sification and management. Our system adopts a multiagent architecture to maximize

the performances of the system, managing many concurrent requests, optimizing the

agents allocation and speeding up the operations thanks to the agents creation (and

destruction) on the fly.

The adoption of an ontology as the core of the system lets us integrate many differ-

ent data with different information and structure and coming from many sources: this

ontology-centric architecture helps to formalize the domain, to semantically describe

http://www.bicknell-legacy.it/
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our data and to coordinate the independent entities involved in the system. Lastly,

the choice of a digital library as final data storage lets us present our data, and their

related information, in a standard way, simplifying the sharing of the data stored in

IndianaGioNS.

These features contribute to obtain a highly modular system, parametric on the

ontology and able to manage heterogeneous data sources in a fast and clear way,

answering many requests concurrently.

The system is implemented and we are only fine-tuning it, creating an appealing

GUI, configuring the IR and TA to run as fast as possible testing them with domain

related data, and we are inserting the thousands of Bicknell tracings. We are still

searching for domain related DLs so that the LA can do its job: in the meanwhile, we

are completing the DL Harvester subMAS. As soon as a considerable set of images

and texts will be inserted in IndianaGioNS (in the next months), we will make the

system available to the web community. Evaluating the system performances, some

tests and results of IR and AgentSketch Mas have been described in [4, 9], and the

TA is able to classify a text in few seconds (results to be published). Tests of the

overall system are under execution, but from the first experiments the classification

and searching operations are completed in less then 3 seconds.
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Scrutable Multi-agent Hazard Rescue
System

Andrei Mocanu and Costin Bădică

Abstract Time-efficient and competent intervention in environmental hazard situ-
ations is critical. Numerous experts on the field have to be coordinated and the most
appropriate one(s) should be sent to the danger zone. A traditional system would
require a lot of effort on the part of the people involved, but would also involve the
risk of not taking the best decisions under pressure. We propose an automated
system that incorporates multiple autonomous agents, negotiation and argumenta-
tion techniques that is not only capable of making rational selections, but which can
also provide justifications for the decisions it takes. Making transparent decisions is
fundamental for gaining the people’s trust in this solution, but can also be used for
learning purposes and for fine-tuning parameters. The system, which involves a
command center and a dedicated smartphone app for the field experts, has been
tested in a simulated experimental scenario around the area of Craiova, Romania.

Keywords Multi-agent system ⋅ Assumption based argumentation ⋅ Decision
frameworks ⋅ JADE ⋅ Contract net protocol ⋅ Location-aware system ⋅ Android

1 Introduction

In a typical environmental hazard system the Dispatchers from a Command Center
coordinate the Environmental Experts by communicating over the phone or through
radio transmitters. As this can waste valuable time and is often difficult to maintain,
we have developed a system [10] based on FIPA1-compliant [8] agent communication
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[14], the Android mobile operating system and the Contract Net Protocol (CNP) [12]
in order to effortlessly select the most appropriate Environmental Expert for the task
according to its skill set and location.

A fundamental direction that we wanted to explore was to make rational decisions
that the system is able to justify in real time. These justifications can be then
inspected by humans who can critique the way the decisions are made and suggest
alternative actions, thus contributing to the overall quality of the system. A self-
documenting system can also be of great help to authorities in charge of monitoring
it, so rather than inspecting cold figures, they would be looking at intuitive graphs
and possibly natural language explanations. We are also confident that designing
transparent software will gain the users’ trust at a faster pace and will lead to a better
adoption rate compared to traditional software.

2 Related Work

There has been a wide research interest in the area of crisis management.
The ALADDIN project [1] is a multidisciplinary project concerned with developing
techniques and architectures for multi-agent systems in uncertain and dynamic
conditions. While the scope of their work is vast, it differs from ours as they
consider agents that are able to perform rescue and evacuation missions themselves,
while we consider software agents that simply act on behalf of human field experts
by participating in negotiation protocols and performing tasks such as logging
messages from the Command Center or fetching directions to the danger zone. The
authors also explore decision making for agents, but they use other techniques such
as Reinforcement Learning, and do not explore the possibility of agents giving
explanations for their actions, which is what we aim to achieve.

In [2], the authors explore dynamic negotiation protocol selection and
self-configuration in the context of disaster management. Although this work is
similar in trying to find the appropriate measure imposed by a critical event, it is not
concerned with designing and implementing a hazard management system.

The authors of [4] describe a method for making autonomous systems trans-
parent which involves argumentation and natural language generation. The authors
do not apply their research in the field of disaster management.

Finally, argumentation has been applied to numerous application domains
including medicine [6, 11], law [16] and social networks [15], but to the best of our
knowledge it has not been applied in hazard management.

3 Background

Making transparent decisions relies on Assumption based Argumentation
(ABA) [5] and decision frameworks with ABA.
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Decision frameworks [6] are tuples <D, A, G, TDA, TGA, P
S>:

• a (finite) set of decisions D = {d1,…, dn}, n > 0;
• a (finite) set of attributes A = {a1,…, am}, m > 0;
• a (finite) set of goals G = {g1,…,gl}, l > 0;
• a partial order over sets of goals PS representing the preference ranking of sets of

goals;
• two tables: TDA (size n × m), and TGA (size l × m);

We will use the notation T[x, y] for a cell in row x and column y in table T.

– For all di ∈ D, aj ∈ A, TDA[di, aj] is either:

1, meaning di has attribute aj;
0, meaning di does not have attribute aj;
u, if the information is unknown;

– For all gk ∈ G, aj ∈ A, TGA[gk, aj] is either:

1, meaning gk is satisfied by attribute aj;
0, meaning gk is not satisfied by attribute aj;
u, if the information is unknown;

Given a decision framework DF = <D,A,G,TDA,TGA>, a decision di ∈ D meets a
goal gk ∈ G wrt DF, iff there exists an attribute ak ∈ A, such that TDA[di,ak] = 1 and
TGA[gj,ak] = 1. γ(d) = S, where d ∈ D, S 6 ⊂G, denotes the set of goals met by d.

Given a decision framework edf = <D, A, G, TDA, TGA, P
S> the most preferred

set decisions [7] are the decisions meeting the more preferred sets of goals that no
other decisions meet, formally defined as follows. For every d ∈ D, d is the most
preferred set decision iff the following holds true for all d′ ∈ D\{d }: for all s ∈ S, if
s 6 ⊂γðd′Þ, then there exists s′ ∈ S such that:

– s′ > s ∈ PS;
– s 6 ⊂γðdÞ;
– s′ 6 ⊂γðd′Þ;

Assumption-based Argumentation (ABA) frameworks are tuples <L, R, A, C>:

• <L, R> is a deductive system, with L the language and R a set of rules of the
form β0←β1, . . . , βmðm≥ 0, βi ∈LÞ;

• A ⊆ L is a (non-empty) set, referred to as assumptions;
• C is a total mapping from A into 2L–{{}}, where each β∈CðαÞ is a contrary of

α, for α∈A.

Given a rule ρ of the form β0←β1, . . . , βm, β0 is referred to as the head (denoted
HeadðρÞ= β0) and β1, . . . , βm as the body (denoted BodyðρÞ= fβ1, . . . , βmg). We
focus on flat ABA frameworks, with no assumption is the head of a rule.
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In ABA, arguments are deductions of claims using rules and supported by sets
of assumptions, and attacks are directed at the assumptions in the support of
arguments. Informally, following [5]:

• an argument for (the claim) β∈L supported by A⊆A (A ⊢ β in short) is a
(finite) tree with nodes labeled by sentences in L or by τ,2 the root labeled by β,
leaves either τ or assumptions in A, and non-leaves β′ with, as children, the
elements of the body of some rule with head β′;

• an argument A1 ⊢ β1 attacks an argument A2 ⊢ β2 iff β1 is a contrary of one of
the assumptions in A2.

Attacks between (sets of) arguments in ABA correspond to attacks between sets
of assumptions, where a set of assumptions A attacks a set of assumptions A′ iff an
argument supported by a subset of A attacks an argument supported by a subset of A′.

With argument and attack defined for a given F = <L, R, A, C>, standard
argumentation semantics can be applied in ABA [5], e.g.: a set of assumptions is
admissible (in F) iff it does not attack itself and it attacks all A⊆A that attack it; an
argument A ⊢ β is admissible (in F) supported by A0⊆A iff A⊆A′ and A′ is
admissible (in F); a sentence is admissible (in F) iff it is the claim of an argument
that is admissible supported (in F) by some A⊆A.

As shown in [6, 7, 9], ABA can be used to model decision making problems and
compute “good” decisions. The ABA framework for computing the most preferred
set decisions in a decision framework is defined as AF = <L, R, A, C> for which:

• R is such that:

for all dk ∈ D, isD(dk)←;
for all gj ∈ G, isG(gj)←;
for all ai ∈ A, isA(ai)←;
for all gj ∈ G, st ∈ S,

if gj ∈ st then inSet(gj, st)←;

for all st, sr ∈ S,

if st > sr ∈ PS, then prefer(gj, st)←;

for k = 1,..,n; j = 1,..,m

2τ∉L represents “true” and stands for the empty body of rules.
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if TDA[k, i] = 1 then hasAttr(dk,ai) ←;

for j = 1,..m;i = 1,..,l

if TGA[j,i]=1 then satBy(gj, ai) ←;

met(X,Y) ←hasAttr(X,Z),satBy(Y,Z),isD(X),isG(Y),isA(Z);
notMetSet(X,S) ←notMet(X,Y),inSet(Y,S);
notSel(X)←metSet(X1,S),notMetSet(X,S),notMetBetter(X,X1,S);
metBetter(X,X1,S)←metSet(X,S1),notMetSet(X1,S1), prefer(S1,S);

• A is such that:

for all dk ∈ D, sel(dk);
for all dk ∈ D and st ∈ S, metSet(dk,st);
for all dk ∈ D and gj ∈ G, notMet(dk,gj);
for all dk, dr ∈ D, dk ≠ dr and gj ∈ G, notMetBetter(dk, dr, gj);

• C is such that:

C(sel(X))={notSel(X)};
C(notMet(X,Y))={met(X,Y)};
C(metSet(X,S))={notMetSet(X,S)};
C(notMetBetter(X,X1,S))={metBetter(X,X1,S)}.

4 System Design

Our initial system [10] in Fig. 1 comprises agent and non-agent software compo-
nents. Agent components are marked with the letter ‘A’ on this figure. At the center
of our architecture lie the servers which connect to the database management
system, in our case MySQL. The servers are also configured to run the JADE
platform [3] with the Main and Auxiliary Containers hosting a number of agents,
being distributed on the available computing nodes.

The Dispatcher agent is responsible for triggering the negotiation in order to
select the best Environmental Expert for completing the task. The Environmental
Expert agents connected to JADE’s Containers can be in one of two interchange-
able states: Fixed (when the Expert user is at his/her workstation) and Mobile (when
the Expert user is on the field staying connected through his/her Android enabled
device). The latter enables the participation of mobile skilled people in the experts’
selection process facilitated by automated negotiation protocols. Finally, we use
Google Maps and Google Directions API for map visualization and navigational
capabilities.
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4.1 Utility Function Decision

In our original system [10] the Dispatcher agent uses the utility function u: X→ [0, 1]
defined by Eq. 1 to evaluate the offer x of each Expert agent and to select the most
appropriate one(s) that provides him/her maximum utility:

uðxÞ=
∑
6

i=1
minðx2i , h2i Þ

∑
6

i=1
h2i

⋅w+ d
xtime

⋅ ð1−wÞ, ∃hi >0

w+ d
xtime

⋅ ð1−wÞ, otherwise

8>><
>>:

ð1Þ

Parameter d has a calibration role and its value is dynamically determined by the
Dispatcher based on the offers received from the Experts. If xatime is the value
provided by Expert agent a and if A is the set of Expert agents that submitted bids
during a certain negotiation then the Dispatcher computes d as: d=mina∈Axatime.
Parameter w represents the weight of the expertise component and was set to 0.5 in
our scenario.

Another important mathematical equation, the haversine formula (Eq. 2, [13]),
allowed us to calculate the distance between two points expressed by their

Fig. 1 System architecture
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geographical coordinates. The haversine formula, which is quite popular in navi-
gation, returns the flight distance between two points.

d=2r ⋅ arcsinð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2ðα2 − α1

2
Þ+ cosðβ1Þ cosðβ2Þ sin2ð

β2 − β1
2

Þ
r

Þ ð2Þ

Replacing r in the formula with the Earth radius which is 6378 km we can
successfully calculate the flight distance between two geographical points expressed
in latitude and longitude.

4.2 Assumption Based Argumentation Decision Making

Although selecting the best Expert agent for the job based solely on utility is quite
straightforward and quick it would be useful to explain the decisions taken by our
hazard management system.

We are able to justify the selections made by the Dispatcher agent by converting
our initial problem into an ABA framework to which we can apply decision making
semantics, more specifically reasoning about preferences over sets of goals.

The potential decisions in our framework are going to be the Expert agents that
responded to the initial CFP message. We discretize both the response times and
levels of expertise of the Expert agents into a fixed number of attributes respectively,
in our scenario we have chosen three. Thus, the Expert agent with the fastest
response time along with other agents whose response times relative to the former’s
obtain a score of at least 70 % gain the attribute timeOver70. In the same manner, the
agents who have a relative score between 40% and 70% get the attribute timeBe-
tween40And70, while agents who score below 40 % get the attribute timeBelow40.
Analogously, the agents with the best expertise level for the task along with those
with a relative score of at least 70 % gain the attribute expertiseOver70, those with a
relative score between 40 and 70% gain the attribute expertiseBetween40And70,
while agents who have a score less than 40 % get the attribute expertiseBelow40.

The goals that the agents need to satisfy are represented by different levels of
response times and expertise scores. For our scenario we have chosen the same
number of corresponding goals for the previously defined attributes. We introduce
the goals: bestTime, goodTime, badTime, bestExpertise, goodExpertise, badEx-
pertise and their relation to the attributes is given by the following empty rules
which are going to appear in all generated ABA frameworks corresponding to each
instance of the Contract Net Protocol.

Finally, we need to introduce the sets of goals and the preference relationships
between them. For generating the sets of goals one possibility is to do a Cartesian
product between the set of goals referring to response time and the set of goals referring
to expertise levels. In this way, for our scenario we generate nine distinct sets of goals
named: bestTimeBestExpertise, bestTimeGoodExpertise, bestTimeBadExpertise,

Scrutable Multi-agent Hazard Rescue System 43



goodTimeBestExpertise, goodTimeGoodExpertise, goodTimeBadExpertise, bad-
TimeBestExpertise, badTimeGoodExpertise, badTimeBadExpertise.

In our setup, we wanted to make getting to the hazard site slightly more important
than the expertise level of the Expert agent involved. This lead to the preference
relationships: bestTimeBestExpertise> bestTimeGoodExpertise> goodTimeBestEx-
pertise > goodTimeGoodExpertise > bestTimeBadExpertise > goodTimeBadExper-
tise > badTimeBestExpertise > badTimeGoodExpertise > badTimeBadExpertise as
can be seen graphically in Fig. 2.

In an ideal case we would like the Dispatcher agent to select an Expert agent that
satisfies the set of goals bestTimebestExpertise, but should this not be possible itwill try
to select an agent that satisfies the next best set of goals bestTimeGoodExpertise, etc.

For a simplified scenario having just two possible choices of Expert agents
(agent0 and agent1) we generate an ABA framework in order to select the most
appropriate agent. To aid understanding, in this sample run agent0 has the quickest
response time of 3 min, while agent1 has a response time of 5 min. This means
agent0 will have the timeOver70 attribute, while agent1 will have a relative time
score of 3/5 = 60% meaning that it will gain the timeBetween40And70 attribute. In
the same scenario, agent0 will have an expertise level of 0.6 while agent1 will have
an expertise level of 0.9, thus agent0 will have the expertiseBetween40And70
attribute while agent1 will have the expertiseAbove70 attribute. There is no agent
which can simultaneously satisfy goals bestTime and bestExpertise, thus satisfying
the set of goals bestTimebestExpertise, and thus the Dispatcher needs to look for a
lower ranked set of goals in the preference list. The second most preferred set of
goals bestTimeGoodExpertise is satisfied by agent0 who meets both the goals
bestTime and goodExpertise. By computing admissible solutions for the generated
ABA framework using the Proxdd solver we are able to produce the dispute der-
ivation graph which is partially illustrated in Fig. 3. By inspecting it we can see that
the claim sel(agent0) successfully defends against all attacks (e.g. the attack stating
that agent1 meets the set of goals bestTimebestExpertise that is a more preferred set
of goals than bestTimeGoodExpertise is refuted by the proponent who points out
that agent1 does not meet that set of goals because it does not meet the goal
bestTime contained in that set).

Fig. 2 Goal sets preference
ranking
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5 Experiments

Since not only the number of Expert agents in the system is important, but also the
geographical area that they cover, we can deduce that a useful measure of the
system is best expressed by the number of Expert agents per square kilometer
(density) that can be efficiently handled by the system. In our experiment we
considered a 400 square kilometer area centered in Craiova, Dolj, Romania (10 km
in any direction) and we constrained the Expert agents to this area.

For testing our argumentation based decision making discretization, we wanted
to discover how the attributes of agents will be distributed for the three different
densities of experts we had in our initial experiment. We ran a number of 100
iterations for 10 agents on the field, 20 iterations for 50 agents on the field and 10
iterations for 100 agents on the field, thus yielding 1000 separate computations for
time and expertise for each of the three scenarios.

The outcome of these measurements is detailed in Fig. 4. As can be seen from
the graph, the number of agents that satisfy the bestTime goal is always a minority
and the phenomenon tends to be more pronounced as the density of agents
increases. With the exception of the reduced density case where the numbers tend to
be very close, the number of agents that satisfy the goodTime goal is 3–4 times
greater than the number of agents that satisfy the bestTime goal. Over 65 % of

Fig. 3 Dispute derivation graph
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agents fall into the badTime category in all 3 scenarios, with an 86 % figure in the
last scenario. From this we can deduce that having an efficient relative response
time is difficult to attain.

The same cannot be said entirely about the expertise level of the agents.
Although the expertise levels of the agents and of the hazards are randomly gen-
erated in this scenario, by examining the graph we observe that more agents tend to
sit in the bestExpertise category, followed by the goodExpertise category. The
badExpertise category is represented by a small minority of agents.

6 Conclusions

In this paper we have described an autonomous system that involves Android
mobile users in negotiation protocols for task assignment in environmental hazard
scenarios. The interchangeable agent state of the Environmental Experts, switching
seamlessly from mobile to fixed mode, translates to permanent connectivity and a
higher degree of flexibility for the system users.

Furthermore, we have equipped our system with the ability to make transparent
decisions using decision frameworks relying on assumption based argumentation.
To the best of our knowledge, this is the first time that argumentation makes its way
into a system of such complexity designed for environmental hazard management.
Such a scrutable system manifests several benefits such as self-documentation, easy
introspection, improved maintainability and higher trustworthiness. Simulation runs
have been conducted around the area of Craiova, Romania, producing encouraging
results.
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From Virtual to Real, Human Interaction
as a Validation Process for IVEs

J.A. Rincon, Emilia Garcia, V. Julian and C. Carrascosa

Abstract This paper presents a development process for intelligent virtual

environments (IVEs) considering the immersion of real objects and human beings

in virtual simulations. This development process includes a meta-model for design-

ing, a set of tools to facilitate the implementation and a simulation platform. The

paper presents a case study that makes use of this development process for design-

ing adapted spaces for people with physical disabilities.

1 Introduction

An Intelligent Virtual Environment (IVE) is a virtual environment that simulates a

physical world inhabited by autonomous intelligent entities [1]. Today, this kind of

applications are between the most demanded ones, not only for being the key for

multi-user games such as World Of Warcraft1 (with more than 7 million of users in

1
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2013)
2

but also for immersive social networks such as Second Life3
(with 36 million

accounts created in its 10 years of history).
4

These kinds of IVEs are addressed to

a huge number of simultaneous entities (human or not), so they must be supported

by highly scalable software. This software has also to be able to adapt to changes,

and to incorporate human requirements and needs. Technology, currently used to

develop this kind of products, lacks of elements that facilitate the self-adaptation of

the system and the immersion of human entities. Traditionally, this kind of appli-

cations use the client/server paradigm. However, due to their features, a distributed

approach such as multi-agent systems (MAS) seems to fit better. Its allow develop-

ing components that will evolve in an autonomous way and coordinated with the

own environment’s evolution. Current approaches that use Multi Agent Systems as

a paradigm for developing IVEs have some unresolved issues, among which stand

out: low generality and then reusability; weak support for handling full open and

dynamic environments. This work tackles these issues by developing a methodology

and a framework for the development and simulation of IVEs. Besides, this paper

also tackles the issue of immersing human beings into IVE. When a human being is

completely immersed into a system of this kind, he/she can interact with the system

in a natural way. Moreover, agents immersed in the system can learn about human

actions adapting its behaviors and taking decisions about future situations. Examples

of these systems can be domotic scenarios, production lines in an industry, entertain-

ment industry, . . . In order to achieve this kind of immersion, an IVE development

process has been specified over the JaCalIVE framework [2], specially designed for

the execution and adaptation of IVEs, allowing an easy integration of human beings

in the MAS. This framework can be downloaded from this url: http://jacalive.gti-ia.

dsic.upv.es.

We also present a case study that makes use of this development process and it is

oriented for the design of adapted spaces for people with physical disabilities. In this

kind of problems, designs must take into account the special need of each position

in order to allow people to move freely through the environment. Designers need to

find a balance in which both people with or without disabilities can coexist in the

same environment. Typically, problems of this kind can be solved using simulation

toolkits. These tools allow designers, engineers and other professional to get a pre-

view of their design before it is built. The main challenge of these tools is creating

simulation environments which can be achieved by obtaining a high level of immer-

sion by human being and it is in this type of problems where the use of tools such as

the proposed in this work can play an important role. Our proposal immersed human

beings into the human immersion within the virtual environment and thus create

suitable environments for anyone (with or without physical disabilities). The pro-

2
http://www.statista.com/statistics/276601/number-of-world-of-warcraft-subscribers-by-

quarter/

.

3
http://www.secondlife.com.

4
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celebrates-a-million-a/
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posed approach allows the developer to observe how are the possible reactions to his

design, being contrasted with a human who interacts within the virtual environment.

The rest of the document is structured as follows: Sect. 2 presents our proposed IVE

development process based on the JaCalIVE framework. Section 3 presents the case

study commented above. Final Sect. 4 presents the main conclusions of this paper

and our current and future work.

2 IVE Development Process

In this section we present an extension to the IVE development process presented in

[2]. This process was devised according to the MAM5 meta-model [3] that defines an

IVE in terms of Agents and Artifacts. Over the last few years, simulation toolkits have

acquired a high importance as a validation toolkit for designers, engineers or any

other professional to obtain a prototype visualization of his design before building

it. But to develop a simulation toolkit enough to be useful it has also an associated

cost. This cost higher if this simulation has to be re-designed or re-implemented to

take into account changes. A new design and simulation toolkit has been developed

to tackle with this problem, allowing the designer to visualize and to interact with his

design without building it, and to make modifications in it in an easy and low-cost

way.

In order to produce realistic simulations, there are three important elements:

(1) Artificial Intelligence (AI) techniques, (2) physics simulation, and (3) linking AI

with real world devices and high quality graphics. All these elements allow creating

IVEs with a high degree of realism. The AI techniques allow creating behaviors to

the entities (agents) inside the IVE. Physics simulation helps to create and to manage

the static or dynamic constraints of the objects composing the virtual environment by

means of physics simulation engines. Connecting the agents to the physical devices

gives them the possibility to perceive and act over the real world. This link helps the

developer to observe some behaviours, relations, and interactions that can be difficult

to be observed in the simulation. Lastly, allowing the developer to observe what is

happening inside the IVE by means of Virtual Reality or Augmented Reality devices

enables him to check the validity of his designs in a close to reality way. Using all

these toolkits allow the developers not only to check the validity of their designs, but

also to easily make changes with a low cost associated.

The design method here presented is divided into three main steps (Virtual, Phys-

ical and Human) as can be observed in Fig. 1. Each one of these steps is composed of

three phases: modelling, implementation and simulation. The designer can change

his design and go back to any of the previous phases and steps at any moment. More

specifically, these steps are defined as follows:

∙ Step 1: Virtual: The purpose of this step is to develop a virtual environment. This

virtual environment can be executed, redesign and executed again easily and with
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Fig. 1 IVE development processes

a low cost. It can be used to make an easy and quick review of the design, helping

the designer to detect failures in the design or non achieved requirements.

∙ Step 2: Virtual + Physical: The purpose of this step is connecting the simulation

environment with the real world, i.e. linking the simulation with objects in the real

world. This linking helps to check if all that appears valid in the simulated environ-

ment is so. There may exist some properties, or details that have been abstracted in

the simulation and that can make the design not valid. These failures can be eas-

ily detected including some physical world in the system, as can be, for instance,

some physical agents, robots, sensors or effectors.

To carry out this step the simulation, designed in the previous step, must be revised

in order to include real physical objects. Some of the previous virtual elements will

be substituted with real objects, that will move an behave in real life as if there were

in the virtual environment. For example a real robot integrated into a simulation,

could interact with virtual entities. It would move in real life and its representation

in the virtual world would move as well. Moreover, since it is bounded by the limi-

tation of the virtual environment it would not be able to move forward in real life if

in the virtual world there was, for example, a wall. The immersion of real physical

objects into the simulation can be used to verify that actually the virtual objects

behave as the real ones, and also to test physical objects in different scenarios that

can be virtually created.

∙ Step 3: Virtual + Physical + Human: The goal of this step is to integrate human

beings into the simulation. Some of these virtual agents will be substituted with

human beings immersed in the simulation, thanks to specific devices such as vir-

tual reality glasses. The immersion of human beings into the simulation can be

useful to verify that actually the virtual objects behave as the real ones, and also

to train human beings in different scenarios that can be created virtually.

Next sections explain in detail each phase of the proposed process.
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Fig. 2 Phases of each IVE development process step

2.1 Phase 1: Modelling

The first phase of any step is modelling the Virtual Environment in terms of the

Extended MAM5 meta-model. This meta-model is based on A&A [4, 5]. It specifies

the system in terms of agents and artifacts that can be situated in a workspace. More

details about the meta-model can be found in the next subsection. As is summarized

in Fig. 2, the designed virtual environment is specified in a XML file. JaCalIVE5

provides a XSD schema that represents the MAM5 meta-model in order to facilitate

the specification of the design in XML.

MAM5 [3] is addressed to be used by an IVE designer, that wants to design an

IVE based on a multi-agent system. The MAM5 meta-model has been extended in

order to include the immersion of real objects and human beings into the virtual

environment. In the environment, it must be distinguished between the virtual envi-

ronment and the real one. Concretely, we distinguish between the abstractions related

to a virtual representation, (that we have called Virtually Physical Situated because

they have a Virtually Physical representation in the Virtual Environment), and the

ones that are not situated in such virtual environment, (and that we have called Non

Virtually Physical Situated because they don’t have a representation in the Virtual

Environment). MAM5 classifies the entities in the design into two different sets. The

first one is related to all the entities that do not have any physical representation in

the IVE (Non Virtually Physical Situated), whilst the second one is formed by all the

entities having a representation inside the IVE (Virtually Physical Situated). Inside

the former set the main entities are: (1) Agents representing the intelligent part of

the autonomous pro-active entities in the system, (2) Artifacts representing the basic

bricks used to define the environment, and (3) Workspaces representing the concep-

5
The JaCalIVE toolkit can be downloaded from: http://jacalive.gti-ia.dsic.upv.es.

http://jacalive.gti-ia.dsic.upv.es
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Fig. 3 MAM5 graphical icons

tual containers of agents and artifacts. In a similar way, inside the second set the

main entities are: (1) Inhabitant Agents representing agents that are physically situ-

ated in the virtual environment, (2) IVE Artifacts representing artifacts that are phys-

ically situated in the virtual environment, and (3) IVE Workspaces representing the

virtual place and the laws defining and governing such places. It has to be underlined

that there is one special kind of Inhabitant Agents, that are the Human-Immersed
Agents. It is important to distinguish these kind of agents at modelling time because

the designer must take into account the different interactions the user is going to

make and the different set of actions available for him (that may differ from the rest

of Inhabitant Agents). In the same way there is a special kind of IVE Artifacts that

are the Physical Artifacts. They represent the real objects that are immersed in the

virtual environment. Moreover, the MAM5 meta-model also incorporates the spec-

ification of physical restrictions and properties of the environment by means of the

specification of IVE Laws governing the different IVE Workspaces. Finally, MAM5

provides a XSD version of its meta-model in order to facilitate the modulation of

IVE. Besides, it provides a set of icons, based on the ones used in the A&A model,

that allows graphically representing the modelled IVEs (see Fig. 3).

2.2 Phase 2: Implementation

The second phase of any step is the implementation of the necessary code to simu-

late the model specified in the previous phase. As is shown in Fig. 2, the JaCalIVE
framework provides the BuildJaCalIVE tool. This tool automatically generates code

templates from the XML model. So, one JASON6
. agent is generated for each agent

defined in the XML, along with the corresponding CArtAgO7
. files to implement

the workspaces and artifacts defined. The developer has to fulfill these templates,

6
http://jason.sourceforge.net/wp/

7
http://cartago.sourceforge.net/

http://jason.sourceforge.net/wp/
http://cartago.sourceforge.net/
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however, this automatic code generation facilitates considerably the implementation

phase.

2.3 Phase 3: Simulation

The third and last phase of any step is the simulation of the modeled and implemented

IVE. To support the execution of this simulation phase, the JaCalIVE Framework

integrates the following toolkits:

1. JASON: It is the toolkit in charge of the creation and management of the agents

populating the IVE. JASON will support the development of the agents’ behav-

iours, plans, action and communication.

2. CArtAgO: It is the toolkit that gives support to the workspaces inhabited by all

the artifacts modeled in the XML.

3. Jbullet8.: It is the toolkit in charge of the physical simulation and of controlling

all the physical restrictions inside the environment such as gravity, friction, and

collision detection.

The JaCalIVE Framework is independent of the render engine used to visualize

the simulation. JaCalIVE offers a basic render with which you can visualize the sim-

ulation where the entities are represented with basic primitives. Besides, JaCalIVE
offers an API so that the developer can implement its own render.

3 Case Study: Virtual Furniture Distribution
to Disabled People

The immersion of human beings and physical objects into virtual simulations can be

useful in a wide range of domain applications (such as learning [6], training soci-

ological skills [7], or team training [8]). In this section we introduce a case study

based on the design of furniture distribution in classrooms with disabled people.

When designing the furniture distribution of a classroom, it is important to take into

account the static issues such as the maximum number of students that this class-

room is allowed to have and the visibility of the blackboard. Besides it is important to

considerer the dynamics of the class such as how many students get in and out at the

same time, the necessary time to evacuate the class, the mobility restrictions of the

students, and the possibility of every student to approach the blackboard. Moreover,

it is necessary to follow the government laws of each region regarding the special

requirements for disabled people. Therefore, it is necessary to provide a mechanism

that allow to distribute the furniture taking into account the special needs of every

8
http://jbullet.advel.cz/

http://jbullet.advel.cz/
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Fig. 4 Render 3D

student. In the rest of the section we present how the IVE development process, pre-

sented in Sect. 2, can be used to design or redesign the furniture distribution of a

classroom. Using this modeling and simulating framework, designers can try dif-

ferent approaches and detect unappropriated designs. They are able to try different

designs changing the number of students and their mobility restrictions.

3.1 Step 1. Virtual

Following the process detailed in Sect. 2, the first step is the virtual simulation

of the scenario following the three phases defined in the process: (1) modeling,

(2) implementing, and (3) simulating.

First the environment is modeled by using the MAM5 meta-model. Figure 5

shows a graphical representation of three different designs. In this case, the Step1

representation only employs virtual agents and artifacts in the design. The designed

model is composed of one IVE workspace that is inhabited by 7 students and one pro-

fessor represented by 8 agents. Two of this students use a wheelchair. This workspace

has also 10 desks and 10 chairs, and a blackboard that are represented by artifacts. As

an example of physical restriction the figure shows the gravity and the friction that

would be necessary to calculate the wheelchair movement. Secondly the model is

translated automatically into code templates using the JaCalIVE framework. These

templates were fulfilled by the developers in order to provide the specific movement

restrictions of each student. Third and last, the simulation is executed. JaCalIVE
provides a basic visualization render, however in order to provide more realism a

specific Unity 3D9
. render was created for this case study. Figure 4 shows a snapshot

of a simulation. Thanks to this simulation the behavior of the students (agents) can

be observed and it can be detected whether there is any conflict.

9
http://unity3d.com/unity

http://unity3d.com/unity
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Moreover the position, configuration and design of the furniture can be easily

modified in order to test with which configuration students can move more smoothly,

using less time and without conflicts. These changes were done easily using the

JACALIVE framework. Once the most appropriate design was choose, we followed

to the next step.

3.2 Step 2. Virtual + Physical

In this step furniture configuration designed in the first step is tested by incorporating

into the simulation two real electric wheelchair. The Step 2 representation of Fig. 5

shows the graphical model which includes these physical artifacts. Each wheelchair

is connected with the virtual simulation by means of a mini computer (Fig. 6). The

wheelchair will move in real life and will also have its representation in the virtual

world. As a result, it is possible to check that the real life wheelchair is actually able

to move as the virtual one. Moreover, it is possible to detect conflicts and crashes

that were not detected in the virtual world. For example, the real wheelchair may be

not as precise as the virtual one, so wider corridors were needed. Once a conflict is

detected the design has to be changed, and before continuing doing tests with the

real chair, a 100 % virtual simulation must be executed, i.e. it is recommendable to

go back (step one) in the development process.

Step 1 Step 2

Step 3

Fig. 5 Model to simulate



58 J.A. Rincon et al.

Fig. 6 Connection between the real robot and the virtual one

3.3 Step 3. Virtual + Physical + Human

The last step is to add human interaction into the IVE. The Step 3 representation in

Fig. 5 shows graphically that in the design we have change one virtual agent for one

human-immersed agent. Thanks to mobile virtual simulation devices such as Oculus
3D10

and Sulon 3D,
11

. human beings can be integrated into the virtual simulation.

In this case study this step is very important because disabled people can test how

comfortable are their movements into the classroom and detect conflicts that were

not identified in the previous steps.

4 Conclusions and Future Work

This paper presents a development process for intelligent virtual environment IVE

considering the immersion of real objects and human beings in the virtual simula-

tions. This IVE development process allows modeling, implementing and simulating

IVEs and their interactions with real objects and human beings.

Despite the increasing interest in simulation, current IVEs have been traditionally

developed for a specific purpose and domain. In this paper we present a set of tools

that allows developing IVEs for different purposes and domains in a homogeneous

way. Besides this, the approach simplifies the design and redesign of IVEs reducing

the designing time, and increasing the scalability and modularity of the IVEs. This

development process has been tested by the development of an IVE for designing

the furniture of spaces taking into account the special needs of different users.

As future work, regarding the case study we plan to integrate a connection with

real wheel chairs, since at this time the tests were performed connecting the system

with small robotic platforms. Moreover, we plan to add emotions into our meta-

model and framework. Our goal is to simulate emotions into our virtual agents and

how these emotions will affect the agent behaviors. Also we plan to perceive human

beings emotions during the simulation. In order to improve the immersion of these

human beings in the virtual environment.

10
BuildJaCalIVE2.

11
http://sulontechnologies.com/

http://sulontechnologies.com/
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MAESTROS: Multi-Agent Simulation
of Rework in Open Source Software

Thiago R.P.M. Rúbio, Henrique Lopes Cardoso
and Eugénio da Costa Oliveira

Abstract Rework Management in software development is a challenging and com-

plex issue. Defined as the effort spent to re-do some work, rework implies big costs

given the fact that the time spent on rework does not count to the improvement of the

project. Predicting and controlling rework causes is a valuable asset for companies,

which maintain closed policies on choosing team members and assigning activities

to developers. However, a trending growth in development consists in Open Source

Software (OSS) projects. This is a totally new and diverse environment, in the sense

that not only the projects but also their resources, e.g., developers change dynam-

ically. There is no guarantee that developers will follow the same methodologies

and quality policies as in a traditional and closed project. In such world, identify-

ing rework causes is a necessary step to reduce project costs and to help project

managers to better define their strategies. We observed that in real OSS projects

there are no fixed team, but instead, developers assume some kind of auction in

which the activities are assigned to the most interested and less-cost developer. This

lead us to think that a more complex auctioning mechanism should not only model

the task allocation problem, but also consider some other factors related to rework

causes. By doing this, we could optimise the task allocation, improving the develop-

ment of the project and reducing rework. In this paper we presented MAESTROS,

a Multi-Agent System that implements an auction mechanism for simulating task

allocation in OSS. Experiments were conducted to measure costs and rework with

different project characteristics. We analysed the impact of introducing a Q-learning

reinforcement algorithm on reducing costs and rework. Our findings correspond to

T.R.P.M. Rúbio (✉) ⋅ H.L. Cardoso ⋅ E. da Costa Oliveira

LIACC / DEI, Faculdade de Engenharia, Universidade Do Porto,

Rua Dr. Roberto Frias, 4200-465 Porto, Portugal

e-mail: reis.thiago@fe.up.pt

H.L. Cardoso

e-mail: hlc@fe.up.pt

E. da Costa Oliveira

e-mail: eco@fe.up.pt

© Springer International Publishing Switzerland 2016

P. Novais et al. (eds.), Intelligent Distributed Computing IX,

Studies in Computational Intelligence 616,

DOI 10.1007/978-3-319-25017-5_6

61



62 T.R.P.M. Rúbio et al.

a reduction of 31 % in costs and 11 % in rework when compared with the simple

approach. Improvements to MAESTROS include real projects data analysis and a

real-time mechanism to support Project Management decisions.

1 Introduction

Software development is facing a big change. Traditionally, software development

companies have closed policies on choosing developer teams and rigorous control

over the task allocation between them. In the last few years we have seen a massive

adoption of Open Source Software (OSS) [1], based on free code in which any other

developer can contribute by free will. Open source developers could be anywhere in

the world, have learnt different techniques and ways of working. There is no guar-

antee that they will follow the same strategies and quality policies when compared

with a traditional and closed project.

Resolving problems that were not solved consistently or bugs created by devel-

oper mistakes is called Rework, an additional and not planned work represented by

the effort cost (in time and money) spent in order to resolve a problem with a require-

ment that was previously considered solved. Rework occur in both closed and open

projects, but closed projects have many ways to early identify and control rework

causes that open projects do not. To be able to manage rework in OSS is a neces-

sary and important step to reduce project costs and to help project managers to better

define their strategies to software improvement [2].

When considering open projects, a big problem is how to identify the main causes

of rework. Developers introduce rework due to lack of specification, missing veri-

fications or even unplanned new properties. In the literature, rework is considered

a manifestation of the lack of communication between developers and a cause of

stressed or uncommitted personnel [3]. Finding rework causes could help us to dis-

cover how developer’s behaviours affect projects.

We observed that frequently activities are assigned to developers that are inter-

ested. There are no fixed team and the assignment of the activities rely only on devel-

oper’s cost (mostly in time or even monetary) of development. Actually, this situation

resembles a simple auction mechanism in which the activities are allocated to the less

costly developers. A more appropriate mechanism would consider also other impact-

ing factors such as developer experience and its past results on achieving activities

completion with success. This motivates our work: we aimed at simulating this task

allocation process using a MAS in order to understand, analyse and propose some

optimisation that could help to reduce rework.

In this paper we present a multi-agent system for simulating the task allocation

process in open source software. We seek the best opportunities: low development

cost with minimum rework. We have evaluated the performance of our model in

terms of the number of re-incident activities and their rework cost together with

project final cost. Results show that our approach can get close-to-budget projects
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final cost, even with some rework present. Further developments of our system could

be a good ally to project managers.

The rest of this paper is structured as follows: In Sect. 2 we present the Rework

problem in Open Source Software. Section 3 discusses the project management

process workflow. In Sect. 4 we describe the architectural design of our system.

Section 5 presents the experimental evaluation of the model. We discuss the find-

ings of this work and point lines of future research in Sect. 6.

2 Related Work

Open Source Software (OSS) is a trend in software development. Since late 1990,

an uncountable number of projects have grown in this environment proving it can be

successful and profitable [4]. Research interest in OSS is much diversified [5]. The

open nature of the software creates a great difficulty in managing resources, plan-

ning and delivering projects. As mentioned by Raja et al. [6], resource allocation

and budgeting in OSS is even a harder challenge. The cost of the development is an

important factor for the success of a project, making the search for reducing rework

an important matter. In Sect. 1, we introduced rework as the effort and consequently

monetary cost of trying to fix something that was already considered a solved prob-

lem. Rework is, in fact, a big problem in software engineering, consuming big part of

the project budget (40 % up to 70 %) [7]. Rework could be explained by human prob-

lems in project management like communication, formation and work conditions

[3, 7] and the Industry believes that great part of rework could be early identified

and avoided, but until now not much attention has been paid in studying rework.

Previous works have characterised the relation between rework and developers

actions regarding their expertise and work profiles. Rbio et al. [8] divided develop-

ers into members and volunteers, in which the first are recognised by Project Owners

because of their knowledge on some specific project or are permanent members of

a development team. Volunteers, on the other hand are developers that might con-

tribute spontaneously by their interest on the project. Members are usually have a

lower probability of generating rework (about 10 %), while volunteers have a higher

chance (30 %). By other side, the development cost of a member is known to be

more than volunteers work [8, 9]. The other actor interested in this process is the

Project Manager (PM). Although Project Managers work under different methodolo-

gies, their basic task is to distribute projects activities and manage the assignment of

tasks to the available developers [10].

In traditional development the tasks are imposed, opposing to more flexible

methodologies, where developers are able to discuss or vote their willingness for

working in some task [11]. As referred in Sect. 1, process of task assignment in OSS

is somewhere between this two: the Project Manager tries to choose the developer

that best fits to some activity by its reputation, cost and availability [12].

Each actor in this system has its own decisions: developers must decide whether

they are interested on developing a specific activity, determine how their assigned
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tasks will be accomplished, and even decide on which bids to propose. On the other

hand, managers also make decisions in their effort on trying to reduce reworks and

costs, while maximising the number of activities successfully concluded. This under-

lying autonomy of the actors involved lead us to an agent-based approach. Each soft-

ware agent represents one actor in the process, behaving accordingly to its own goals.

In multi-agent systems the autonomous entities (agents) can decide whether or not

to accomplish some task and can deal with self and community goals [13].

The importance of mapping developers as agents relies on their free will to con-

tribute to projects and the relationships built from their interactions. In fact, although

many investigations about open source deal with some properties of OSS, like the

actors roles in [14], very few discussions in the literature model the development

process in this environment as a multi-agent system [15, 16].

Simulation is a good approach in this case, where the difficulty of gathering and

analysing data on-line with real open source projects is high. Since the platforms

restrain the access to data and most projects decisions are private, analysing the task

allocation in real-time is hard and complex. The simulation, in the other side, needs

to represent well the behaviours and the mechanisms used by agents to coordinate

their actions. Once the abstracted characteristics represent significantly the behav-

iour of the actors, a multi-agent simulation could be used to investigate the impact of

changing various characteristics of the project, for instance, how would PM behave

when the number of available developers grow or even how to automate the negoti-

ations about costs where the agents represent the interests of the real developers.

We do not intend to create a new method for optimising task allocation, but rather

applying automated scheduling and negotiation intelligent techniques to help on the

improvement of the decisions taken by project managers in open source projects.

our investigation contributes by creating a first attempt to model the task assignment

process in OSS with a MAS. Moreover, using learning strategies could lead to reduce

the rework on this kind of projects.

As an introductory work, this opens opportunities to future works in this area and

widens the applicability of MAS to a growing and rich environment.

3 Model Conceptualisation

The OSS development process described on the previous sections give us an insight

about how to model actors and their behaviours. Transcribing agents goals, actions

and decisions could help us to create a simulation model that represent how task

assignment work on OSS projects [15].

Rubio et al. [8], analysed real data from big real open source projects such as

Apache projects.
1

For simplicity, we are going to consider only the types of devel-

opers described in their work: members and volunteers. Regardless of its type, a

developer can finish its tasks successfully or not. When the conclusion of an activity

1
Apache Software Foundation—http://www.apache.org/.

http://www.apache.org/
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fails, the Project Manager must reassign it causing an increase of cost, the so-called

rework. When the current set of activities is successfully concluded, the Project

Manager reports it to the Project Owner (PO), the person that knows the next mile-

stones on the project or new set of activities to deliver to the development team. We

characterise three main agents in the OSS environment: (1) Project Manager (PM),

(2) Developer and (3) Project Owner. Developers are also divided into two sub-

groups: (a) Members and (b) Volunteers.

The Project Manager has the knowledge about a set of activities and the estimated

cost for completing each one of them. The Project Manager must gather information

about the interested developers and assign the activities to the best opportunities,

considering risk, cost and other factors. Similar to an auction protocol, the PM wants

to “sell” the activities to developers, who “bid” with the cost of development.

PM is, then, responsible to select the best developer for each activity. The com-

plete process is represented in Fig. 1 and starts with the PM checking if there are

to-do activities and selects one of them (based on priority or cost, for example). The

information about the activity is spread among the developers who are not currently

working and in case they are interested on developing such activity, they must send

a proposal (cost of work) to the PM. For members this is mandatory and they must

always present proposals. Volunteers could refuse to work on some activities. The

PM evaluates the proposals received and if there are none, the activity goes back to

the to-do list and the process starts again. On the other hand, if there are proposals,

the PM awards the winner and sends the refusing message to the other bidders. At

this time the winner developer starts the development process. This developer will

not participate in other auctions until current work is done. The PM repeats the cycle

with other activities until there are no more activities or available developers. Finally,

when the developer finishes its work, it becomes available again by notifying the PM,

who is responsible to check whether the activity was successfully completed or not.

In case the developer has failed, the activity is put back into the to-do list. When the

developers work is well done, the activity is put in the completed list. The process

finishes when all the activities are completed.

In order to simulate this environment and analyse how the assignment process

could be optimised in terms of the rework introduced and process completion, we

Fig. 1 Task assignment process
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have proposed a multi-agent simulation. We analyse the problem contemplating the

decisions taken by the Process Manager and propose the use of a reinforcement learn-

ing algorithm in order to reduce rework. When compared to a simple approach that

only consider the available bids, the Q-Learning approach uses a more complex rea-

soning mechanism, by considering also the experience and past results from devel-

opers. Section 4 presents our model characteristics and architecture.

4 MAESTROS Architecture

We have analysed how Project Managers can distribute project tasks between avail-

able developers. As explained, work in on-line real projects is a complex mat-

ter. In order to study how the behaviours of the agents and how project manager

decisions affect project results, we have created a simulation system that implements

the process described on Sect. 3. Although there are many agent-based simulation

platforms available, we wanted to create a flexible system that allows us to expand

our work in the future, connecting the simulation with the real on-line project. Thus,

we have constructed MAESTROS (Multi AgEnt Simulation of Rework on Open

Source Software).

Developed in Java, MAESTROS use JADE
2

multi-agent framework [17] in its

core. JADE allows us to define agent behaviours that map actors reactions in different

steps of the task assignment process.

We assume that the development cost of an activity is directly proportional to the

time in which a developer is working on it. Basically, this simplifies the modelling

of the inner development process of one activity into a time-frame cost problem.

In our system, the cost of an activity is the portion of the time the developer will

be occupied working on it. We do not simulate the working process described by

one activity like coding generation or other kind of documentation by developers.

Although this may seem a simplistic model, the focus here is whether the choices

made could be optimised in order to reduce rework.

MAESTROS consists in three main parts: (1) Communication layer; (2) Negoti-

ation mechanism and (3) Decision strategy. Regarding to the Communication layer,

MAESTROS agents communicate through messages, sending messages with the

desired content and the semantics of the information. For this, JADE We have used

FIPA ACL messages [18], native on JADE platform. ACL messages uses standard-

ised performatives, a special field on the message that contextualises the required

action.

In the Negotiation Mechanism we model how the task allocation occurs. As

explained, our model is a very simple auction mechanism. The Contract Net Pro-

tocol [19] is a good strategy that fits just our needs. The algorithm consists on one

round of bidding in order to select the winner that will get the item or service auc-

tioned. Activities could be seen as the services the Project Manager wants to sell

2
http://jade.tilab.com/.

http://jade.tilab.com/
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Fig. 2 Communication on

the assignment process cycle

and developers are the buyers that bid (make a proposal) in terms of working cost of

an activity. In fact, the Project Manager just needs one round to decide who will be

responsible for executing the activity, assuring the Contract Net as a good strategy

to MAESTROS.

Our implementation of the protocol follows Fig. 2, starting when the Project Man-

ager identifies a to-do activity and want it to be developed. He makes an announce-

ment, sending a message with the performative CFP (Call For Proposals) and the

receivers (available developers) may answer with a PROPOSE message containing

the cost for the work. After evaluating the proposals, the winner developer is notified

with a ACCEPT-PROPOSAL message and the auction losers receive a REJECT-

PROPOSAL. Here we see clearly the establishment of a contract between the PM

and the winner of the auction and it starts working in order to get the activity done.

Finally, when the task is done developers send the result of the job with the activity

concluded with an INFORM message to the Project Manager. When all activities are

finished, the PM sends an INFORM with the completed set of activities and waits

for receiving more. The Project Owner, in turn, answers with another INFORM con-

taining a new set of activities to re-start the development cycle.

Finally, we have to discuss the strategies for deciding the winners in the auction

mechanism. The final cost of a project summing up the rework cases could exceed

the total budget if the Project Manager does not take this into account. Thus, the rea-

soning process of deciding which proposal is the best at a specific time could follow

many strategies, from choosing the cheapest one to personal choices based on pre-

vious experience. Many development teams consider only the cost of development

as decision criteria. This is not a good decision because most of the time, cheap bids

have higher probability of rework and reassigned activities could even imply higher

costs in the future. We call this the simple case. In the other hand, more complex

strategies could be developed, considering many other factors to compose a deci-

sion. In this case, a more advanced technique is required. Since we are dealing with

agents, we decided to improve the criteria used by the PM and give it some learn-

ing mechanism in order to observe past results and try to predict the best opportu-

nity to follow. We have opted to use the Q-Learning [20], a reinforcement learning

algorithm that tries to find and select an optimal policy function for choosing spe-

cific actions given the current state. This function represents the rules that the agent
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will follow when giving some state-action pair. After constructing the function, the

optimal path is given by selecting the action with the highest value in each state. We

take advantage from Q-learning strength since it does not need a previous model of

the environment.

Qt+1(st , at ) = Qt (st , at )
⏟⏞⏞⏟⏞⏞⏟
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The algorithm works following Eq. (1), where the function calculates the Quality

(Q) of a state-action combination. Our Q-learning states are defined as the current

states of the project, regarding all the process of selecting developers and the result

of their work impacting project cost and rework. The reward of choosing a developer

is given by the difference between the budget and project’s total cost at that given

time, weighted by the probability of rework, seen in Eq. (2).

R(t) = (Budget(t) − FinalCost(t)) × (1 − rework) (2)

The learning rate 𝛼 determines to what extent the newly acquired information will

override the old information. A factor of 0 would make the agent not learn anything,

while a factor of 1 would make it consider only the most recent information. On

the other hand, the discount factor 𝛾 determines the importance of future rewards.

A factor of 0 will make the agent or short-sighted, only considering current results,

while a factor near 1 will make it strive for a long-term high reward.

We have conducted a set of experiments to compare the simple case without opti-

misation and others trying to find the optimal values of these parameters. Varying

𝛼 and 𝛾 from 0.1 to 1.0 we analysed the influence on the number of members and

volunteers chosen and on costs. Due to space limitations we only reference here

the achieved optimal values of 𝛼 = 0.3 and 𝛾 = 0.7. Our conclusions were that

with these values, the number of auctions was closer to the number of activities and

mean numbers of selected members and volunteers were approximately equal. On

the other hand, this configuration leaded us to minimal rework and final project costs.

In all our experiments reported in Sect. 5 we use this optimal parameter values for 𝛼

and 𝛾 .

4.1 Rework Visualisation

MAESTROS we have the opportunity to inspect all living agents in the environment

and see their properties, together with the complete control of the communication

flow between agents, given by JADE platform. In contrast, JADE is not a simulation

tool and facing the lack of graphical visualisation is a limitation. We have developed

then a graphical interface for analysing projects characteristics during simulations
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Fig. 3 MAESTROS Status chart (left) and Costs chart (right)

using JFreeCharts. This module allows us to visualise project’s states during devel-

opment. In Fig. 3 we see two important charts presented on MAESTROS visualisa-

tion module: Activity Status Chart and the Costs Chart. The Activity Status Chart

shows how activities states change over the time and how rework manifestations,

shown when the number of to-do activities increases, indicating that some activities

re-entered on the stack for development, indicating clear rework cases. Meanwhile,

the Costs Chart shows how costs evolve in terms of budget, estimated cost of the

project, rework and final cost. The estimated cost is an important metric since it can

be defined as the sum of all activities estimated costs and interpreted as a measure

of the optimal minimum cost of the project.

5 Simulation Experiments

We wanted to test MAESTROS capabilities on simulating the OSS environment and

verify our model. For that, we have designed two experimental scenarios: (1) Task

assignment performance; (2) Impact of project characteristics (activities, budget and

developers).

First Scenario—Analysing task assignment
We have designed a default workload that consists on simulating the development

of a simple set of activities many times. In a project consisting on 5 activities and 10

available developers (5 members and 5 volunteers) on the environment, the project

manager should lead the development trying to keep the final cost closer to the esti-

mated cost and trying not to overpass the budget. The budget is set as 200 % of the

estimated cost and to be more realistic, activities have a variable estimated cost (sim-

ulating different degrees of difficulty on the tasks) which is randomly set between

predetermined values of 5 and 15. Members are allowed to bid between 8 and 15

with 0.1 rework probability (lower) and volunteers bid between 1 and 15 with a 0.3

rework probability (higher), according to literature.

The experiment consists on running the simulation 100 consecutive times and

check if the learning mechanism really helps to reduce project’s final cost while

trying to get lower rework cost. Once each run is independent, the estimated cost,
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Fig. 4 Performance over

100 runs

final cost and number of auctions may be different. In each run, MAESTROS assigns

tasks to developers and records all costs.

The results of the simulation are condensed in Fig. 4. We have overlapped the

graphical information of choosing members or volunteers with the project cost

results. The shadowed area correspond to the percentage of developers that won the

auctions through project development. It seems that at first Project Managers actions

were more erratic, leading to a higher final cost that extrapolated both budget and

estimated cost. We could see clearly that through the runs the final cost seemed to

decrease under the budget and get closer to the optimal cost.

We have no doubt that MAESTROS was able to reduce the rework on this experi-

ment. Comparing the first and the last runs on Table 1 we see the reduction on costs:

final cost was reduced in 31 % and rework cost in 47 %. The winner bid also decreased

a 29 %. Comparatively, the number of winner members was reduced in 57 % facing

an increasing of 75 % on the number of volunteer winners. The number of auctions

seemed to be more stable, suffering a small increase of 9 %.

Second Scenario—Different project characteristics
In the second scenario our experiments were focused on verifying how the system

performed with different projects characteristics. We have setup and experimented

different workloads. In each experiment, focusing in just one property we have varied

Table 1 Performance Improvements

1st run 100th run Improv. (%)

Final Cost 107.00 74.00 −31
Rework Cost 57.00 30.00 −47
Mean Bid 14.00 10.00 −29
Members 7.00 3.00 −57
Volunteers 4.00 7.00 75
#Auctions 11.00 12.00 9
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its values to check the outcomes after 100 runs. The analysed properties were: (1)
Number of Activities: Varying from projects with 1 simple activity and ending with

100 activities; (2) Budget: Fixing lower project budgets starting from 200 % and end-

ing with only the estimated cost; We have followed the same characteristics described

on the first scenario for the costs range of activities and bids, as also used the same

probabilities of rework.

The results from running the system 100 times with different number of activities

show that this is an important factor that influences projects costs. As seen in Fig. 5,

MAESTROS managed to get the final cost under the budget and rework rate very

stable, despite the increasing project final cost. When analysing the budget we wanted

to see if the learning mechanism in MAESTROS could give us better final costs,

trying not to exceed it and looking for the optimal value (estimated cost). In Fig. 6

we see that a broader margin to rework has lead to higher costs, almost 250 % over

the estimated, but reducing the budget leaded to decreasing rework and the final cost.

Results indicate that at best, MAESTROS achieved a rework cost of approximately

11 % of the final cost.

Fig. 5 Varying activities

number

Fig. 6 Varying the budget
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6 Conclusions and Future Work

MAESTROS is the first multi-agent approach that study how rework affects Open

Source Software projects. This mechanism for activity assignment proved to reduce

rework and final projects costs and could be used as an auxiliary tool in real on-line

OSS platforms. Our experiments show that multi-agent systems are a good tool to

model and simulate a software engineering environment, namely the Open Source

Software. MAESTROS has its importance related to the lack of tools and simulations

about rework on software development and could help to improve management deci-

sions in this kind of management.

One of MAESTROS most important contributions is that it could help to reduce

rework in real projects if the system parameters are fine-tuned with real projects

characteristics. MAESTROS could reduce the final cost to a near optimal value (esti-

mated cost of the project) and in comparison to the literature, where the value of 20 %

is accepted as a usual rework cost, in MAESTROS we have managed to achieve a

rework cost on the order or 11 % of the final cost in average.

We envisage to expand MAESTROS capabilities by providing access to real

world projects data from known OSS development environments. We aim to create

a good database about open source projects and development teams characteristics

and costs. Other future works may include the expansion to model developers work,

namely code generation and documentation of activities.
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A CBR Approach to Allocate
Computational Resources Within a Cloud
Platform

Fernando De la Prieta, Javier Bajo and Juan M. Corchado

Abstract Cloud Computing paradigm continues growing very quickly. The
underlying computational infrastructure has to cope with this increase on the
demand and the high number of end-users. To do so, platforms usually use
mathematical models to allocate the computational resource among the offered
services to the end-user. Although these mathematical models are valid and they are
widely extended, they can be improved by means of use intelligent techniques.
Thus, this study proposes an innovative approach based on an agent-based system
that integrated a case-based reasoning system. This system is able to dynamically
allocate resources over a Cloud Computing platform.

1 Introduction

The technology industry and the scientific community have taken great strides in
recent years toward implementing the Cloud Computing (CC) technological para-
digm. This has resulted in a rapid growth of both private and public platforms [12,
17, 25, 28] aimed to provide innovative solutions that can resolve the current needs
of the CC paradigm.

The marketing model used in the CC paradigm is innovative, as it is based on a
pay-as-you-go concept [2], in which users must negotiate and previously establish a
Service Level Agreement (SLA) in order to access services [1]. Once this contract
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for computing goods has been established, both the users (through regular payments)
and the CC system (by maintaining the service) are obligated to follow through with
their agreement. In this regard, novelty is determined by the innovative spectrum of
underlying technology (virtualization, service farms, web services, etc.), which have
recently reached the point of allowing the services to be offered with the same level
of quality, regardless of existing user demand [16, 26, 31]. These new possibilities at
a technological level lead to the birth of a new concept, elasticity [9], which is based
on the just-in-time production method [13].

Existing research in the state of the art is based on methods that use centralized
algorithms based on mathematical and heuristic models [15, 19, 30], neither of
which can ensure the efficiency of the system, or even its availability, in the event of
a system failure.

Given these shortcomings, it is necessary to study new techniques that allow for
the evolution of existing models with regard to elasticity of services. This study
proposes the use of models derived from Artificial Intelligence (AI), since fron an
internal point of view, a CC is characterized by its massive distribution, hetero-
geneity, and high level of uncertainty, which is precisely where the application AI
holds great potential. The inclusion of proactive, self-adaptation and learning
capabilities, among others, is key for the evolution of these elastic management
algorithms for computational resources. As a result, agents and multiagent systems
[29] (MAS) were selected among all the available AI techniques because of their
distributed nature and ability to work in environments such as CC systems, whose
characteristics would clearly identify them as open systems.

Using this MAS-based approach, the framework of this study proposes a
dynamic and self-adapting model for the distribution of computational resources in
a CC environment. This model is based on the learning capabilities provided by a
case-based reasoning (CBR) [10] system, an approach which has not previously
been used in this type of distributed environment. These reasoning systems develop
a reasoning model similar to that of humans, using past experiences to solve a
specific problem.

This work is organized as follows: the following section provides a description
of the context of and related approaches, Sect. 3 proposes a solution based on
multiagent systems, while the evaluation and validation of these systems are pre-
sented in Sect. 4. Finally, the last section presents the conclusions of the research.

2 Resource Allocation in Cloud Computing Platforms

In a CC environment, the hardware infrastructure is virtualized [7, 8], which means
that there is an abstraction layer between the real hardware infrastructure and the
computing nodes. Each of the services is actually deployed in the computing nodes
of this abstraction layer (referred to as virtual machines). In turn, the services are
generally distributed among various computational nodes, which is why their needs
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to be a work balance system that can distribute the requests among the various
computational nodes attending the services.

The use of virtualization greatly simplifies the management of computational
resources at the infrastructure level, making is possible to dynamically create or
eliminate virtual machines on demand or even migrate a virtual machine from one
physical server to another in execution time, without needing to stop or pause the
machine. Therefore, and given the capabilities offered by virtualization technology,
the problem, while complex, is actually simple in itself, since it is only based on the
efficient redistribution of physical (real) resources among the different computa-
tional (virtual) nodes.

In current literature, the distribution of resources is viewed from two points of
view [5]:

• QoS-aware based, or market oriented [5]. This first group is associated with a
client-oriented distribution of resources model which attempts to minimize
computational risks in order to distribute the computational resources according
to the SLA reached, and following the pay-per-use economic model. According
to this model, the management techniques for the computational resources aim
to adhere to these agreements at all time, thus providing the quality of service
that was requested and consequently expected by the end user. The state of the
art includes studies in line with this approach by means of mathematical models
[18, 23, 27].

• Energy-aware based [5]. In this second approach, the distribution of resources
takes place by taking into account both the pre-established SLA and the energy
consumption, which assumes compliance with both. There are fewer studies in
the state of the art with this approach as compared to the first, although they are
more novel. This includes a variety of techniques are also based on mathe-
matical models [3, 15, 19].

In light of these studies in the current state of the art, it is necessary to propose a
model for the distribution of computational resources which would take energy
consumption into account. The aim is to reduce the energy consumption required to
satisfy the SLA that have been established with the platform users. The present
study follows a completely different approach based on optimization techniques and
AI, which allows for the distribution of resources by following a distributed and
scalable model, thus allowing the system to learn over an extended period of time.

As noted above, the CC computational paradigm has grown strongly in recent
years; its development has led to the advancement of a large number of platforms,
both public and private. A MAS framework based on VO has been selected to deal
with these obstacles. Although one may initially consider these two distributed
systems (MAS and CC) to be incompatible, a detailed analysis demonstrates that
they are in fact not only complementary, but share considerable synergy between
them. First of all, CC environments can cover the computational needs for per-
sistence of information and the computing potential that MAS require for different
applications such as data mining, management of complex services, etc. Addi-
tionally, MAS can be used to create a much more efficient, scalable and adaptable
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design for the CC environment than what is currently available. Finally, the use of
MAS in the framework of the design for CC systems provides this paradigm with
new characteristics such as learning or intelligence, which makes it possible to
develop much more advanced computational environments in all aspects (intelligent
services, interoperability among platforms, efficient distribution of resources, etc.).
The number of studies that can be found on the state of the art relating CC with
agent technology is actually quite low. However, this tendency is changing and it is
becoming increasingly common to find studies and applications focused on this
field. Despite the limited number of studies on the matter, Agent-based Cloud
computing, or the Agent-based Cloud platform, is becoming a common concept,
mentioned by various authors in recent years [4, 6, 14, 20–22, 24].

3 Proposed Architecture

Taking into account the needs and shortcomings detected in the review of the state
of the art, this study proposes a new model of allocating resources based on a CBR
approach and guided by a multiagent architecture especially designed for the
management of CC environments. This section will describe the key components
that allow extending the operation of the elastic algorithms for the distribution of
resources proposed within this work.

To begin, we would like to note that since the proposed MAS is a distributed
system by nature, each of the agents that work in the distribution of resources can
be located throughout the entire CC environment. That is, the CC system is
monitored and controlled in a distributed manner. This distributed monitoring
model makes it possible to instantly adapt existing resources to the CC environment
according to demand for each service, which in turn meets the dual objective of
complying with the established SLA agreements and reducing energy consumption.

Figure 1 presents an overview of the agent-based architecture The following
agents are directly related to the monitoring and control of the hardware:

• Local Monitor. In charge of gathering data related to the state of the local
resources for each physical server, including the physical machine as well as the
different virtual machine it hosts.

• Local Manager. In charge of controlling the computational resources of the
physical machine. In other words, responsible for initiating or turning off virtual
machines according to the previously configured service templates.

• Global Manager. The primary agent in charge of decision making with regard
to the distribution of computational resources. In order to perform this task, the
agent uses a CBR-BDI model, which will be explained in detail in the following
section. As a means of support for making decisions regarding the distribution
of resources, this agent uses a partial knowledge base (provided by the Local
Monitor) and the ability to modify local resources in each machine (provided by
the Local Manager).
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The redistribution of resources at a macro level is performed by the Global
Manager agents, which have greater authority than the Local Manager agent and
can inform them of the need to start up a new machine with a specific service and
specific characteristics. At the end of this process, a new virtual machine (VM), with
specific characteristics of Memory and virtual cpus will be instantiated in order to
meet the current demand.

The Global Manager is a highly specialized agent that implements a CBR-BDI
[10, 11] deliberative architecture. As a result, the reasoning process in each physical
node is based on past experience gained from storing similar cases. The case
memory is central to the entire CC system; the system’s global knowledge can be
shared by each of its members, in this case the Global Manager agent. Given that
this memory can grow exponentially as a maintenance strategy, a high-speed
schema-less database is used to provide fast access to the stored data, based on
MongoDB.1

The Global Manager initiates the process by defining the concept of case
C = {P, S(P), E} where:

• P corresponds to the problem description, which has a matrix-matched repre-
sentation associated to the instantiation of the use of resources.

• S(P) is associated with the solution to the problem: S(P) = {M, vcpu} in terms of
memory and vcpu.

• The efficiency (E) is measured from two perspectives:

• the degree of efficiency of the proposed solution within the physical server
where the virtual machine has been instantiated. This degree of efficiency is
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Fig. 1 Agent-based architecture for a Cloud Computing Platform
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proposed by the Local Monitor agent according to the usage rates of the
processor and the allocated memory.

• The degree of efficiency from the point of view of the service. The degree of
efficiency measures the number of additional nodes required by the service.

The CBR (Case-Based Reasoning) process is initiated and retrieves similar cases
from the case memory. The most similar cases are selected according to the fol-
lowing steps: (i) Select the cases from the physical machines with similar charac-
teristics; (ii) a vector is configured for each case that contains the same number of
virtual machines that are in the case; and (iii) the cases selected from this subset are
those that previously used the same service that is now requesting resources, and
during a period of time similar to the current case.

A solution to the problem, which is based on the retrieved cases, will be prepared
during the reuse phase:

• If the case base does not contain a previous similar case, the solution to the
problem will be associated to the minimum resources determined at the level
where the service is instantiated.

• If, on the other hand, similar cases are retrieved, the solution to the problem will
be the closest case multiplied by the case efficiency:

• If the values assigned to the previous solution are greater than the values
assumed by the machine, due to the fact that there are not many resources
available, the result of the case will be the maximum amount of resources
available in the machine.

Once the solution to the case has been calculated, the new node will be
instantiated and its use evaluated from a micro and macro perspective, thus pro-
viding the value of efficiency for the solution. Finally, during the final state of the
proposed CBR cycle, the case and its corresponding efficiency will be stored for
future use.

4 Evaluation

The evaluation and validation of the model for this study will be done through a CC
platform developed within the scope of the research carried out by the BISITE
research group,2 and will include different computational services at the hardware
and software level. This CC platform was deployed in the HPC environment of the
BISITE research group and composed of 15 latest generation machines that support
virtualization in the hardware with the use of Intel-VT technology and the KVM
virtualization system.

During the experiment, 10 threads that query to specific methods of the service
(GetSize and GetFolderContent) are launched every three seconds, to a maximum

2http://bisite.usal.es.
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of 40 threads. The process starts once the agent-based architecture detects a
decrease in performance, at which time it directly executes the adaptation process.
The Global Manager agent for each of the physical machines that host the service
nodes. We should recall that the Global Manager agent is a specialized agent that
uses a CBR-BDI reasoning process [10] in charge of the distribution of resources at
a macro level. Once they receive the initial alert, these agents resend the alert
message to the remaining Global Manager agents in the CC system.

Each individual Global Manager hosted by each physical machine carry out in
parallel the process described in the previous section. Thus n solutions are pro-
posed. The agent-based architecture reactively selects the node that offers the most
resources at the virtual machine level.

The results in terms of QoS can be seen in Fig. 2, which also show an increase in
the quality level after the adaptation has been completed.

The case study was repeated numerous times, which made it possible to store a
good number of past experiences in the case memory. However, as presented in
Fig. 3 when there are many cases in the memory and a number of past experiences
similar to the current problem, the adaptation results are actually better because the
QoS level is lower.
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Fig. 2 Experiment 1: readjustment of the infrastructure resources for method (left no adaptation;
right adaptation)
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Fig. 3 Experiment 1: readjustment of the infrastructure resources for method (left experiment 1;
right informed adaptation)
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5 Conclusions

This study initially set forth to be one of the first MAS approaches to fall within the
framework of control and monitoring systems in a CC environment. The study
proposed a new architectural model based on a MAS with a clearly integrative
character. A series of algorithms for the distribution of computational resources in a
CC environment were developed, evaluated and validated. Its biggest innovation
centers on the system’s dynamic ability to automatically adapt according to demand
and learn from previous experiences.

This new model has demonstrated that a control and monitoring system in a CC
environment can be designed with MAS. The inherently distributed nature of MAS
makes it possible to implement elastic algorithms for services by following a dis-
tributed strategy. The distribution of responsibilities within the scope of this type of
algorithm makes it possible not only to make decisions where the problems actually
arise, but to distribute the computing capability required to reach a solution among
different instances of the CC environment.

This approach also ensures independence of the decision-making process in
software layers where the various actions are executed. There is no doubt that a
change in the capabilities offered by the underlying technology will also require
changes to be made in the proposed reasoning models, as with any approach with a
traditional design. Given the definitions of roles at a high level, if the technology
proposes new capabilities, the adaptation in the proposed architecture will consist of
modifying the individual or individuals that perform specific tasks or have a role
within the MAS.

Finally, This approach can maximize the degree of efficiency of the proposed
solutions with regard to previous solutions, which in turn progressively improves
the response and the system’s capability since it is capable of learning. Moreover,
this learning ability is important in an uncertain environment such as the CC
system. If the context or environment of the CC platform changes at any given time,
the adaptation model will evolve in turn, adapting the proposed solutions in order to
maximize the efficiency of the given solution.
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A Multi-agent Strategic Planning System
Based on Blackboard

J. Luis Dalmau-Espert, Faraón Llorens-Largo
and Rafael Molina-Carmona

Abstract In the last years, the organizations have faced deep changes in their
environments that have led them to a new complex and uncertain world. More
participatory, flexible and distributed structures are needed to address and reduce
this uncertainty and complexity. This new form of governance involves changes in
the Strategic Planning process to meet the new situation. A new agile, collaborative,
integrated, and automated architecture of a Multi-Agent Strategic Planning System
is presented. It is based on a blackboard and an ontology, and it lets the partici-
pating experts (human or not) cooperate and interact to ensure better decisions.

1 Introduction

The global economy, the technological dynamism and the growing need of
knowledge, have led the organizations to a new complex and uncertain environment
[17]. Technologies can support the smart organizations to change the traditional
paradigm (centralized, reactive, inefficient) for Strategic Planning (SP) [12].

SP is defined as the process by which stakeholders of the firm analyze the
internal and external environments for the purpose of formulating strategies and
allocating resources to develop a competitive advantage in an industry that allows
for the successful achievement of organizational goals [3]. Nowadays, the organi-
zations approach the SP process using, in the best-case scenario, several tools and
software technologies for some of the process steps, to achieve a certain degree of
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automation and formalization. This is the case of tools for competitive intelligence
[13], business intelligence [9] or knowledge management [7]. However, they are
not integrated with the SP process and, often, they just provide reports and docu-
ments designed with different criteria, unable to accelerate the subsequent revisions.
There are three key issues that should be addressed within the SP process:

• Formally define a conceptual framework and a common vocabulary that serve to
represent the information/knowledge (from the internal and external environ-
ment and from each participant) and to have a unified vision of the facts and a
fluent communication and cooperation of the stakeholders.

• Formalize the SP process itself to determine the steps that make up this process
[8], the information/knowledge type that is used and who is involved.

• Adapt the process to a shared, participatory and collaborative vision. The
complexity and uncertainty are reduced and the agility and flexibility are
increased.

Agents are strongly related to dynamic, uncertain and distributed problems due to
its features of autonomy, collaboration, learning, induction and reasoning [11, 20].
A Multi-Agent System (MAS) is a set of interacting agents within an environment
that, beyond their individual objectives, pursue a common goal [18]. MASs are
widely used in decision support [20], planning and management [1], knowledge and
search problems [6]. MASs support heterogeneous and distributed information
sources and cooperation among agents with distributed logic. This is a key char-
acteristic in dynamic systems where agile changes are needed.

Blackboard system is a problem-solving model suitable for tackling difficult,
ill-structured problems [2]. It consists of three main components: the knowledge
sources (KS) (independent computational modules equivalent to a domain expert),
the blackboard (a global data repository containing data and partial solutions, where
all interaction is made) and the control component (making decisions about the
problem solving and the resources). A blackboard is a kind of MAS [16].

In this paper, a multi-agent strategic planning system based is proposed. It
redefines the SP process in a formal, semi-automatic, integrated, agile, collaborative,
concurrent and distributed manner. A blackboard is used because:

• The blackboard offers a workspace where agents can indirectly communicate
and there is no need to establish any relation among them. This feature increases
the system flexibility and agility to add new SP needs or requirements.

• In a blackboard system only a KS can be active at the same time. In the SP
process it is necessary more than one agent can be active in a concurrent manner
to carry out tasks that have no conflict. So, we use a hybrid approach [2].

• The role of the facilitator [12] within the SP process, whose principal function is
to control the needs, steps, time and conflicts during the process, has an
equivalent in the control component agent associated to the blackboard system.

In this system, the agents are the experts or stakeholders of the SP process; the
blackboard offers a public workspace to participate, share, and collaborate; and the
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control component is an agent who controls changes on the blackboard. As a
common language for information exchange, an application ontology is proposed.

In Sect. 2 the SP process and its ontology are presented. The Multi-Agent for SP
is defined in Sect. 3. Finally conclusions and future works are presented.

2 Ontology for SP Process

The traditional SP process is performed in five main steps [8]: selection of the
corporate mission and major corporate goals; analysis of the external competitive
environment to identify opportunities and threats; analysis of the internal operating
environment to identify strengths and weaknesses; selection of the strategies that,
built on strengths and correcting weaknesses, take advantage of opportunities and
oppose threats; and implementation of the strategy [12, 17].

An application ontology Om (Fig. 1) is proposed to describe the concepts of the
SP [4]. The design of Om is based on the SP model of Llorens [10] and includes:

• The formalization of all concepts of this model and involved in the process and
the properties and relationships between them.

• The formalization of existing tasks/steps and the order to perform them in the SP
process, obtained from the dependencies among the concepts.

• The formalization of the Stakeholders as agents that carry out a particular task
and the relation between each agent and the concept, which it references to.

The concepts are organized into levels based on a hierarchical structure (hier-
archical taxonomy), which determines the inheritance of properties between a
parent concept and its child concept. All concepts inherit Object properties.

The relations among concepts establish the dependences among them and the
dependences among SP process tasks that generate them [14]. For practical

Fig. 1 Ontology for SP process
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purposes, when performing the SP process, the definition of this ontology will
allow that agents have a common language to formalize facts and knowledge that
can be exchanged. Each instance of a concept is a particular fact. The concepts are
classified as Passive (domain facts that agents perceive or conclude) and Active
(entities which carry out tasks and can conclude and exchange passive concepts).

3 The Multi-agent Strategic Planning System

In general, a MAS is n-tuple MAS = (E, O, A, R, Op, LoU) [5, 15, 19] where:

• E is the internal and external environment of the organization and it is defined as
a set of infinite measurable variables [5]. E is considered inaccessible, no
deterministic, dynamic and continuous [15]. The continuous evolution of the
environment E is defined as a set of discrete states E = {e, e′, …} where e is the
environment state in a specific instant (when the SP process begins) [19].

• O is a finite set of Om passive concept instances that represents the information
and knowledge about the domain (SP) and the solution in the instant e. O con-
tains the evolution of the solution while the SP process is being carried out.

• A is a finite set of Om active concept instances that represents the participating
agents. Each agent manages (create/modify/delete) a passive concept instance.

• R is a finite set of Om relation instances existing, on one hand, among Om

passive concept instances (representing dependencies among passive concepts)
and, on the other hand, among Om passive and Om active concept instances
(representing which agent manages these passive concept instances).

• Op is the finite set of operations typified as tasks that have to be made by the
agents (stakeholders) in a SP process. LoU is the set of, so-called, laws of the
universe, which are common for the environment E.

SP process is defined by a set of passive concept instances (SP information) and
a set of active concept instances (agent’s knowledge for generating this informa-
tion). All passive concept instances created by an agent for representing its results
must satisfy the syntax, relations, rules and axioms defined by ontology Om.

As the ontology Om, the proposed MAS architecture (Fig. 2) has a hierarchical
organization where each level has an agent cluster that carries out a specific step of
the SP process. An agent cluster is a group of agents which have identical or similar
tasks and knowledge level. One of the reasons for such approach is to emphasize the
communication among agents in the cluster. Information agents cluster is at the
lowest level and it contains the agents who analyze the environment and extract
information about it. This information is represented with instances of external/
internal environment concepts. The next level is assigned to the success factor agent
cluster who analyzes the information obtained at the lower level and establishes what
external/internal environment concept instances may be considered success factors.
It classifies these success factors in Strengths, Weaknesses, Opportunities and
Threats (SWOT) creating instances of the related concept in Om. At the next level,
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the analysis agent cluster creates an instance of the SWOT concept (a matrix with the
strengths, weaknesses, opportunities and threats) and other agents (human or not)
complete this matrix as a part of the SWOT analysis. At the highest level, an
objective agent cluster determines the strategic objectives and checks out the nec-
essary measurement criteria to reach them. Each agent is implemented with the most
suitable and reliable architecture for its assigned task.

The communication mechanism among agents (regardless of its level) is based on
the blackboard paradigm. So there is no direct communication between agents. The
blackboard is divided into as many levels as agent clusters, in order to delimit the
space in which each agent can manage instances (create, modify and delete). Each
agent, as result of its work, creates instances of passive concepts in its corresponding
blackboard level that contains formal and machine-readable information. Any other
agent waiting for this information will receive a confirmation when it is ready and
will query the blackboard for the instances that are necessary to complete its task.
The agents can coordinate and cooperate through the blackboard.

The communication and coordination among agents are completed through the
corresponding collaboration agreement, strategy, coordination and evaluation
mechanisms that are associated to the Blackboard Control Agent (BCA). It is the
brain system who has the facilitator role in the SP process. BCA directly controls
the blackboard and indirectly the other agents. Each agent has an Agent Interface
within its architecture, which is used to communicate to the BCA what information
is needed to complete its work. The BCA registers the Concept Name of the needed
information and the Agent Identifier in the Preconditions Workspace. There is a
Tracing Module inside de BCA, constantly controlling content changes in the
blackboard. When a change is produced in the blackboard and the Decision Module
concludes that it matches one of the needs registered in the preconditions work-
space, the decision module informs the Communication Module. Then, the Output
Agent Interface communicates the agents that the information is available.

The decision module implements the heuristic function to coordinate the agents,
eliminate conflicts and guarantee that the blackboard has the adequate solution
space. This way, new agents can be added with no system changes.

Fig. 2 MAS architecture for
SP process
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4 Conclusions and Future Work

A Multi-Agent Strategic Planning System has been presented as a formal, semi-
automated, agile and flexible approach to carry out the SP process. An ontology is
used to formalize concepts, dependencies among them, process steps and stake-
holders (agents) who participate within SP. This ontology provides a common
vocabulary, which the Stakeholders can use to communicate and interact. They
share information and knowledge through a blackboard in a cooperative and a
collaborative manner controlled by the BCA who ensures the problem solution. As
future work we are developing a visual tool, which lets the user define, formalize
and execute the SP process, including active and passive concepts of Om.
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Reliable Interaction in Multiagent Systems

Dejan Mitrović, Mirjana Ivanović, Milan Vidaković and Zoran Budimac

Abstract The social ability is one of the defining characteristic of software agents.

This paper presents an infrastructure for reliable agent interaction in dynamic envi-

ronments. The term “reliable” is used to indicate that messages are always delivered

to agents, regardless of hardware or software failures. Two concrete models of agent

interaction are discussed: direct peer-to-peer messaging, and an action synchroniza-

tion framework based on a general-purpose model for parallel computations.

1 Introduction

One of the key aspects of the agent technology is the social ability of agents [2]. That

is, an agent rarely exists on its own, and is instead a member of a society of agents.

More formally, a multiagent system represents a software system in which agents

interact with each other and the environment in order to solve the problem [2].

Extensible Java EE-based Agent Framework (XJAF) is our multiagent middle-

ware based on the modern enterprise technologies [5, 11]. One of the main char-

acteristics of XJAF is that it operates on top of computer clusters. In this way, it

provides the two main features: automatic load-balancing of deployed agents, and

fault-tolerance of its internal components (including agents).
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The purpose of this paper is to present how XJAF achieves reliable agent com-

munication and action coordination. Here, the term “reliable” is used to indicate that

messages are always delivered to agents, regardless of hardware or software failures.

Besides the reliable peer-to-peer message exchange, in this paper we also pro-

pose a new action coordination framework for multiagent systems. The framework

is based on the Bulk-Synchronous-Parallel (BSP) computational model [9]. BSP is a

general-purpose model for parallel execution, which has generally not been used by

the agent technology researchers or practitioners. However, as shown in this paper,

it can be efficiently used as an action coordination framework.

The rest of this paper is organized as follows. Section 2 presents the related work.

Section 3 discusses how the two interaction models are realized in XJAF, with the

focus on various cluster-specific features and issues. Concrete demonstrations of the

interaction architecture’s reliability are given in Sect. 4, while the overall conclusions

and future work are presented in Sect. 5.

2 Related Work

Over the years, the fault-tolerance in multiagent systems has been the focus of many

researchers. However, the fault-tolerance of agents themselves has received signif-

icantly more interest than the reliability of the communication infrastructure [4].

Papers that deal with the communication reliability often do so in the context of

mobile agents, i.e. how to efficiently deliver a message to an agent that moves across

the network [1, 6, 12]. Instead of mobility, here we are concerned with the resilience

to hardware and software failures.

The existing research that most closely matches the work presented in this paper is

the architecture named External Fault-Tolerant Layer (EFTL) [7, 8]. ETFL relies on

the Java Message Service (JMS) and its publish-subscribe model [3] for inter-agent

communication.

XJAF also relies on the JMS for inter-agent communication, and has done so since

its first version, published several years before ETFL [10]. Nonetheless, there are

some important differences between the two approaches. Unlike ETFL, XJAF does

not perform any manual inspection of the communication state. That is, the JMS

realization used in XJAF is advanced enough so that our system does not include

any separate components that need to check for faults.

The main difference, however, is in the communication model. XJAF uses the

JMS point-to-point model, with message-driven beans acting as intermediaries (see

Sect. 3). This is because in computer clusters the publish-subscribe model (used in

ETFL) delivers the message once per cluster node. This means that an agent would

simultaneously process the message on each cluster node.
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3 Reliable Interaction in XJAF

As noted earlier, the purpose of this paper is to extend XJAF with two reliable com-

munication models: the peer-to-peer message exchange, and the BSP-based action

coordination. In this section, we present how the reliability is achieved, with the

focus on technical and cluster-specific difficulties and their solutions.

3.1 Peer-to-peer Interaction

In XJAF, agents are represented by Enterprise JavaBean (EJB) components [3]. As

discussed in [5, 11], this design approach simplifies the agent development process

and brings numerous advantages. One of the advantages relevant here is the readily-

available agent state replication and failover, which makes XJAF agents resilient to

hardware and software failures. Now, we extend the fault-tolerance to the message

exchange sub-system.

The exchange of messages in XJAF is achieved via the Java Message Service
(JMS), one of one of the standard Java EE APIs for asynchronous communication

of loosely-coupled components [3]. The general flow of messages in the JMS-based

communication in XJAF is shown in Fig. 1. Messages are published to a queue and

consumed by message-driven beans (MDBs) [3]. MDBs are organized in a pool,

which can automatically grow (and shrink) according to the demand.

An MDB delivers the message to the target agent by invoking its method

onMessage. Once the method is executed, the message is automatically acknowl-

edged and removed from the queue. If, however, there is an error, the message is

re-queued and the delivery is retried at a later time. After a number of unsuccess-

ful deliveries, the message is stored in the so-called dead-letter queue and can be

inspected and processed manually. All possible issues, such as message ordering,

concurrent access, cluster-wide coordination, etc., are handled by JMS.

Fig. 1 Flow of messages in the JMS-based communication infrastructure realized in XJAF



96 D. Mitrović et al.

3.2 The BSP Model

The standard BSP model incorporates a number of components, each with its own

memory and processing abilities, and the capability of communicating with other

components [9]. The overall computation is performed in so-called supersteps.
Within a superstep, a component can receive messages sent to it during the previous

superstep, in can perform a number of local calculations, and also send messages to

other components. A superstep ends once all components reach a certain barrier.
Unlike the peer-to-peer model, the purpose of BSP within XJAF is for the agents

to synchronize their action execution steps, rather than to exchange information. The

BSP-based action synchronization process in XJAF revolves around the central com-

ponent named Barrier. The Barrier keeps tracks of the supersteps and of the regis-

tered and active agents, it issues the appropriate executon signals, etc.

The overall execution flow is fairly simple and can be summarized as follows.

Once started, the agent registers itself with the Barrier. At the beginning of a new

superstep, the Barrier dispatches signals to all registered agents. It waits a certain

amount of time for the agents to report back. If the time expires, the Barrier will try

to determine if some of the pending agents have in the meantime become unavailable,

and whether it should continue to wait.

In terms of reliability, the Barrier obviously represents the single point of failure.

Therefore, it needs to be designed as a highly-available component. Given its func-

tioning and operational requirements, the Barrier in XJAF is modeled as a regular

agent, i.e. as an EJB component. This means that it achieves the state replication and

failover “natively,” and that all the communication between the Barrier and agents

is done through the reliable peer-to-peer messaging system.

4 Examples

In order to show the reliability of agent interaction in practice, a pair of case studies

was developed. The first case study demonstrates the fault-tolerance of the peer-to-

peer messaging system in a dynamic environment. The second one shows how the

Barrier’s internal state is replicated as cluster nodes break down.

4.1 Reliability of the Peer-to-peer Messaging

To demonstrate the reliability of the peer-to-peer messaging, we developed an agent

that follows a simple algorithm. Upon receiving a message, the agent prints the

appropriate log information. It then simulates the message processing by sleeping for

a number of seconds. Finally, the agent prints the total number of messages processed
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Table 1 One execution flow of the first case study

Cluster node 1 Cluster node 2

Processing a message... Total 1 msg

Processing a message... Total 2 msg

node abruptly terminated
connection failure detected
Processing a message... Total 3 msg

...

Each column shows the log messages of the agent printed at the corresponding cluster node

so far. During the execution, however, cluster nodes are abruptly terminated, and the

system observes if the agent eventually processes all messages.

One execution of the case study on a two-node cluster is shown in Table 1. Each

column represents a cluster node and contains the agent’s log messages printed at that

node. The agent is automatically executed across the cluster in a round-robin fashion

and its internal state is successfully replicated. While the agent was processing the

third message, however, its host was abruptly terminated. As a result, its message was

not acknowledged by the MDB and the delivery was repeated on the remaining node.

Here, it is worth noting that the agent’s internal state is replicated on the successful

execution of its message processing method, as expected.

4.2 Reliability of the BSP Implementation

In order to test if the Barrier’s internal state is replicated as expected, we developed

a pair of BSP agents which simply log the superstep number once they receive a

signal from the Barrier. The entire application (i.e. the Barrier and the agents) is first

deployed and executed in a virtual cluster. Then, the cluster nodes are terminated at

random. One possible execution in a two-node cluster is shown in Table 2.

The results show how the Barrier is executed on every cluster node in the round-

robin fashion. Once in the middle of the superstep #3, the corresponding node is

abruptly terminated. This change is detected by the enterprise server, which moves

the agents and the Barrier itself to the remaining node. Since the agents continue to

report the correct superstep numbers, it can be concluded that the Barrier’s internal

state is correctly replicated.

5 Conclusions and Future Work

In this paper, we have presented recent developments of the interaction infrastructure

in our Extensible Java EE-based Agent Framework (XJAF). To focus is on reliabil-

ity: the infrastructure’s ability to deliver messages to target agents regardless of the

underlying hardware or software failures.
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Table 2 One execution flow of the second case study, involving a Barrier and a pair of BSP agents

Cluster node 1 Cluster node 2

Agent1 executing superstep #1

Agent2 executing superstep #1

Agent1 executing superstep #2

Agent2 executing superstep #2

Agent1 executing superstep #3

node abruptly terminated
connection failure detected
Agent2 executing superstep #3

...

Two reliable interaction systems are introduced. The first one is the peer-to-peer

messaging, which represents the standardized way for agents to exchange informa-

tion. The second one represent a novel approach to distributed action coordination,

and it’s based on the Bulk-Synchronous-Parallel computational model.

The planned future work in this area will be focused on providing reliable com-

munication at a higher level of abstraction. For example, we plan to realize many

standardized interaction protocols. Although their realizations will be rooted in the

present peer-to-peer messaging system, a special attention will be required in order

to deal with unexpected failures of interaction participants.
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Fault Tolerant Automated Task Execution
in a Multi-robot System

Stanislaw Ambroszkiewicz, Waldemar Bartyna, Kamil Skarzynski
and Marcin Stepniak

Abstract In multi-robot systems unexpected situations occur frequently, and cause

failures of robots performing tasks. Mechanisms for automation of failure handling

and recovery (if possible) are proposed. They are based on general protocols simi-

lar to the well known standard WS-TX for business transactions. The protocols and

mechanisms are implemented in the prototype Autero system as a software platform

for accomplishing complex tasks in open and heterogeneous multi-robot systems.

1 Introduction

Robots provide services that can be used to accomplish complex tasks in everyday

life, see for example [1].

The Autero system presented in this paper is a software platform for delegating

tasks (by human users) to be accomplished in a multi-robot system. The platform

is responsible for planning, distributing subtasks to the available robots, monitoring

and controlling the subtasks performance as well as handling recovery from failures.

All this is done in an automatic way on the basis of generic communication proto-

cols, so that the architecture of Autero is appropriate for open distributed systems

consisting of heterogeneous robots providing services.

Since some ideas and methods are adopted form electronic business transactions,

realization of a task is called transaction. The transaction is successfully completed,

if the delegated task is accomplished. Special transaction mechanism to handling

failures is designed that has the following properties.
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1. Failed services may be replaced with other services during task realization.

2. General plan may be changed.

3. The transaction ends after successful completion of the task, or inability to com-

plete the task, or cancellation of the task.

The classic meaning of the term transaction in Information Technology goes back

to the ACID properties of modifying a database. Transactions are understood as a

mechanism for guaranteeing a group of operations (as a whole) performed on data-

base to be atomic (either all or nothing), to produce consistent results, to be isolated

from other operations, and their result to be durably recorded.

Long-running transactions avoid locks on non-local resources, use compensation

to handle failures, potentially aggregate smaller ACID transactions (also referred

to as atomic transactions), and typically use a coordinator to complete or abort the

transaction. In contrast to rollback in ACID transactions, compensation restores the

original state, or an equivalent, and is domain-specific. For example, the compensat-

ing action for a failure when transporting a cargo by one robot, is arranging a second

robot that can continue the transport to the destination, and charging (as a penalty)

the owner of the first robot for the delay.

OASIS Web Services Transaction (WS-TX) [2] is the standard specification that

describes coordination types that are used with the extensible coordination frame-

work described in the WS-Coordination specification. It defines two coordination

types: Atomic Transaction and Business Activity. These coordination type can be

used for building applications that require consistent agreement (transaction) on the

outcome of distributed activities (services).

Based on the WS-TX standard the transaction protocols have been designed for

multi-robot systems, and implemented in the Autero. The system has been tested in

a universal simulated environment implemented in Unity 3D. Tests performed in a

real environment are always limited by the devices (robots) and their limited range

and capabilities. From the point of view of the proposed information technology (the

protocols) the fact that the environment is simulated is irrelevant.

Since services are provided by heterogeneous robots, there must be common

and generic representation (ontology) of the environment where the robots operate.

The ontology consists of concepts and relations between them, i.e. objects, object

attributes, and the relations between objects. Each object is of a certain, pre-defined

type. The object type is defined by its attributes, and by the internal (hierarchi-

cal) structure, i.e. object may consist of sub-objects and relations between these

sub-objects. An elementary type has no internal structure, so it is defined only by

attributes. A complex type has a hierarchical structure of subtypes. The ontology is

defined as a hierarchical collection of types of objects (see [3]). Primitive attributes

and relations are the key elements for constructing the types. The object itself, as an

instance of its type, is defined by assigning specific values to its attributes and by

specifying relations. Primitive attributes and primitive relations must be measurable
and recognizable by the robots.
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The ontology is common for all components of the system, so that the robots are

context-aware (see [4]). The ontology is also used to specify tasks, and define types

of services called service interfaces consisting of the following elements.

∙ Type of service, i.e. type of action that the service performs.

∙ Specification of the inputs and outputs of the service.

∙ The conditions required for input of the service (preconditions), and the effects of

its execution (postconditions) specifying the output. These conditions are expre-

ssed as relations between objects in the environment (ontology).

∙ Service attributes.

Service attributes contain information about the static features of a service and are

used during planning, for example, operation range for a transport service, and aver-

age realization time.

The procedure of reserving the services for a task realization (according to a fixed

plan) is called arrangement and has a form of contract between client and service

provider. A similar solution was applied in the ASyMTRe-D approach [5].

There are several multi-robot systems architectures, see for example [6], [7], and

[8]. However there, the tasks are executed in a tightly coupled manner and dedi-

cated to a restricted class of tasks. There are also architectures that coordinate task

execution, e.g. ALLIANCE [9] and M+ [10] with mechanisms for handling the fail-

ures. However, they are based on direct low level control that requires dedicated

algorithms dependent on the robot hardware. Viewing a robot function as a service

(having common interface) allows to apply Service Oriented Architecture (SOA)

paradigm to multi-robot systems.

2 The Architecture of Autero

Autero was designed according to the SOA paradigm [11]. The system components

communicate to each other using generic protocols. Repository stores ontology and

provides access to it by the other system components. It also has a graphical user

interface (GUI) for developing the ontology, and its management.

Task Manager (TM for short) represents a client, and provides a GUI for the client

to define tasks and monitor their realization. The Planner provides abstract plans for

TM, that are used to construct a concrete plan on the basis of information of avail-

able services (provided by Service Registry) and by arranging these services (by the

Arrangement Module (AM) in a business process. TM controls the plan realization

by communicating with the services arranged in the plan.

Arrangement is performed by sending to services requests (in the form of inten-

tions) and collecting answers as quotes (commitments). Service Registry stores infor-

mation about services currently available in the system. Each service, in order to be

available, must be registered in Service Registry via Service Manager (SM). It is a

robot interface for providing its services for an external client, in this case, TM is



104 S. Ambroszkiewicz et al.

the client. SM controls the execution of the subtask delegated by TM and reports

success or failure to TM.

Task is defined as logical formula that describes the required final situation in

the environment by using types, objects and relations from the ontology stored in

Repository.

For a given task, Planner returns abstract plans, that when arranged and executed,

may realize the final situation specified by the task in question. An abstract plan is

represented as a directed graph where nodes are service types and edges correspond

to causal relationship between the output of one service and the input of the second

service. The relationships determine the order of arrangement and then the execution

of a concrete plan that has also a form of a directed graph (called business process)

however, its nodes are concrete arranged services. Sometimes it is not possible to

arrange the whole business process before the start of execution phase. In this case,

the business process includes the unassigned nodes for which the arrangement is to

be done later on.

In a concrete plan its node may represent a composed service (as a subprocess)

consisting of already arranged services. Plan may also include handlers responsible

for a compensations and failure handling.

Task Manager initializes the service execution by sending the required input data

to the Service Manager. The service is executed in accordance with the agreement

made in the arrangement phase. After execution phase, Service Manager sends a

response with the output data, being a confirmation of successful subtask comple-

tion, e.g. changing situation in the environment to the required one. Task Manager

can also stop the service execution before its completion. This may be caused by the

task cancellation by the client, a failure during concurrent execution of other services

in the plan (that can not be replaced), or by changes in the environment making the

plan infeasible.

Robot may not be able to successfully complete the task. In this case, its Service

Manager notifies Task Manager by sending a detailed description of the problem. On

this basis, TM can take appropriate actions. If Service Manager is not able to send

such information, TM must invoke appropriate cognitive service (special patrolling

robot, if available) to recognize the situation resulting from the failure.

3 Failure Handling

Failures during task accomplishing by robots may cause problems that must be han-

dled. Mobile robotics is still a subject of extensive research, and at its current stage

of development, failures occur frequently.

Task Manager is equipped with a failure handling mechanism based on the simple

algorithm.
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Fig. 1 Transaction protocol state transition diagram

All services are performed within a transaction that contains a dynamic set of

participants. The transaction does not require all participants to successfully com-

plete their tasks. The failure of a single service does not require the termination of

the transaction. Termination is only necessary when it is not possible to continue the

task.

Compensation is performed after a cancellation of a subtask execution by a ser-

vice or the occurrence of a failure that interrupts the execution. It is designed to

restore the original state of the environment before the execution. Since restoring

that situation is sometimes impossible, the compensation may change the situation

resulting from the failure to a situation from which the task realization can be contin-

ued. Note that even for such simple tasks (that seem to be trivial) a universal failure

recovery mechanism and corresponding compensations are not easy to design and

implement. A concrete plan should contain predefined procedures for failure han-

dling and compensations.

Communication between Task Manager and Service Manager is done according

to the transaction protocol which defines the states of the services and messages used

to change them (see Fig. 1). It allows Task Manager to initialize particular phases

of service invocation, monitor their progress, and perform additional actions, e.g.

compensation. A service sends messages (according to the protocol) to notify Task

Manager about the status of the delegated task performance.
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All necessary data required for a task execution is a part of the transaction protocol

message. This method allows to ensure the greater consistency of the system state.

During the task execution messages are sent according to the specific sequences.

They can create different combinations, but a set of possible messages in a given

state of the service is strictly defined in the transaction protocol.

4 Conclusions

The presented work should be viewed as a preliminary study of the important and

hard problem of designing mechanisms for handling failures and recoveries in open

and heterogeneous multi-robot systems. The mechanisms must be based on generic

protocols, so that problem is reduced to design such protocols.

The prototype system Autero verified that the proposed mechanisms of transac-

tions are useful in the systems of heterogeneous robots in a simulated environment,

and may improve their reliability. Task Manager can be configured to fully automate

task accomplishment. Tasks can be delegated not only by human users but also by

other system components or any software applications that can communicate accord-

ing to the specified protocols.
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Analysis of Mental Fatigue and Mood States
in Workplaces

André Pimenta, Davide Carneiro, José Neves and Paulo Novais

Abstract Mental fatigue is a concern for a range of reasons, including its negative

impact on productivity and quality of life in general. The maximal working capac-

ity and performance of an individual, whether physical or mental, generally also

decreases as the day progresses. The loss of these capabilities is associated with

the emergence of fatigue, which is particularly visible in long and demanding tasks

or repetitive jobs. However, good management of working time and of the effort

invested in each task, as well as the effect of breaks at work can result in better per-

formance and better mental health, delaying the effects of fatigue. In this paper a

model and prototype are proposed to detect and monitor fatigue, based on behav-

ioral biometrics (Keystroke Dynamics and Mouse Dynamics). Using this approach,

the aim is to develop leisure and work context-aware environments that may improve

quality of life and individual performance, as well as productivity in organizations.

1 Introduction

It is increasingly common for people to stretch their limits in order to have more

time for work, for family and for leisure activities [7]. This extra time is usually

obtained at the expense of rest and relaxation time. This, together with inadequate

sleep patterns, is one of the leading causes of fatigue.

Fatigue and its effects may not be immediate or may not even be visible, but there

are many consequences on health and safety at work, as well as on labor productivity.
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This can be seen often in students preparing for exams, office workers, industrial

workers, health care professionals, drivers, pilots or military personnel. Fatigue may

even put people working in safety-sensitive jobs at risk, and any mistake on their part

can lead to loss of lives [6, 18].

Mental fatigue can be seen as a state that involves a number of effects on a set of

cognitive, emotional and motivational skills and usually results in overall discomfort,

as well as the emergence of performance limitations. Some of these limitations imply

that a tired person is often less willing to engage in tasks of effort, or perform the

task of a conditioned form, well below their normal capacity [8]. Thus, mental fatigue

may be characterized by a perception of a lack of mental energy. Persons who are

affected by mental fatigue may feel like they have less energy than usual and are

unusually tired and lethargic. Excessive activity and stimulation of the brain can

cause a person to feel mentally exhausted, and the feeling is similar to what the body

feels when a person is physically fatigued [19].

The effects of fatigue may occur at any moment and they may persist from only

a few hours to several consecutive days. Depending on its duration and intensity,

fatigue may make the carrying out of daily tasks increasingly difficult or even impos-

sible. In severe or prolonged cases, it can cause illnesses such as depression or

chronic fatigue syndrome [11, 18]. Thus, the detection and monitoring of fatigue

are nowadays very important towards not only organizational performance but also

worker well-being and health.

This paper describes an non-intrusive approach for fatigue monitoring and detec-

tion in real-time. It is especially suited for workplaces in which computers are used

as it relies on the analysis of the workers interaction patterns with the computer. We

conduct a case study to analyze how mental fatigue, mood and interaction perfor-

mance interact. The main aim is to develop working and leisure environments that

are aware of the user state and can react accordingly so as to improve the user’s

performance and well-being.

1.1 Related Work

There are many factors, both internal and external, that modulate the onset and pres-

ence of fatigue. These include sleep deprivation, naps, noise, heat, mood, motivation,

time of day, and workload, and of course the individual profile [3].

The user’s profile provides valuable information with respect to the potential level

of fatigue. It can be seen as a predicted base level of fatigue in the sense that it

establishes a baseline, according to the lifestyle of the individual [2]. These aspects

have been thoroughly studied, mostly by psychologists, and encompass:

∙ Age—Defines the mental age of the individual. It is important to understand

the expected cognitive abilities of the individual, which may have a tendency to

degrade with old age.

∙ Gender—The mental states are different between men and women.
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∙ Professional occupation—Many occupations are intrinsically more tiresome or

exhausting than others.

∙ Consumption of alcohol and drugs—The use of certain substances for short or

prolonged periods may cause dependencies and other effects that lead to a state of

mental fatigue.

Mental fatigue is also affected by a number of other external factors. They may

or may not be directly related to the individual’s behavior. They include:

∙ The mood of the individual may influence decisively his or her mental state, with

a particular effect on his or her motivation to work. Although tired, the individual

may overcome (even if only temporarily) the effects of fatigue with a positive

mood and motivation.

∙ Stress may be defined as the demands placed upon the individual’s mind or body

by external stimuli, requiring the individual to acclimatize to the dynamic require-

ments of the environment. However, these processes of acclimatization require an

additional effort from the brain which, when prolonged over long or intense peri-

ods, will result in mental fatigue.

∙ Mental Workload as a result of the relationship between the amount of mental

processing capacity and the amount required by the task.

∙ Sleepiness is often mistaken for mental fatigue or generalized as such. A differ-

ence exists and must be pointed out. However, the mistake is understandable since

sleepiness is a symptom that is strongly connected to mental fatigue: it is one of

the methods our brain uses to tell us that it is running out of resources. Sleepiness

often results in a general loss of the individual vitality.

These factors can be assessed using validated tools such as the USAFSAM fatigue

scale [15] for mental fatigue states, or as the NASA TLX [5] in the case of mental

workload.

However, these instruments, based on the individual’s subjective interpretation

of the symptoms, do not fully take into account inter-individual differences. There

are instruments that help to account for individual differences, such as the Profile of

Mood States (POMS) [4] and the State-Trait Anxiety Inventory (STAI)[17]. How-

ever, their use in complex systems can prove to be complicated and confusing, due to

the same problems that can be observed in subjective measures of fatigue detection

[4, 10].

The POMS can also be used to estimate fatigue with the Vigor-Activity and

Fatigue-Inertia factors. The POMS measures five aspects of affect or mood [9]. It

consists of 65 adjectives describing feeling and mood to which the subject responds

according to a five-point scale ranging from “Not at all” to “Extremely”. Results are

reported as six mood factors, namely:

∙ Tension-Anxiety: Heightened musculoskeletal tension including reports of

somatic tension and observable psychomotor manifestation;

∙ Depression-Defection: Depression accompanied by a sense of personal inade-

quacy;
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∙ Anger-Hostility: Anger and antipathy toward others;

∙ Vigor-Activity: Vigorousness, ebullience, and high energy;

∙ Fatigue-Inertia: Weariness, inertia and low energy level; and

∙ Confusion-Bewilderment: Bewilderment, muddleheadedness; appears to be an

organized-disorganized dimension of emotion.

Because of its length, the POMS only results practical for occasional uses such

as establishing a baseline and estimating the effects of excessive sleep deprivation

or restriction.

Existing approaches on fatigue and mood analysis rely mostly on the described

self-report mechanisms, which result unpractical for use in realistic scenarios. In fact,

aspects such as fatigue, stress or mood change during the day as daily events occur.

Following workers in real-time would imply to use these instruments multiple times

during the day, with a significant impact on the workforce’s routines. On the other

hand, in the last years there have been emerging electronic performance monitor-

ing tools. However, these rely on traditional productivity indicators that essentially

quantify the work produced. This kind of approaches is often dreaded by the work-

force, who feel spied. Moreover, the pressure that emerges from the need to produce

in order to perform often has the opposite effect, i.e., decreased productivity [1, 16].

To address these issues we propose a non-invasive framework that can perform an

analysis of performance that is not dependent on productivity indicators and should

thus be more acceptable by the workforce. Moreover, it can be used continuously

throughout the day without any impact on working routines. This framework is

described in the following section.

2 Framework

In this paper we propose a non-invasive, non-intrusive, real-time approach to assess

mental fatigue through the analysis of keyboard and mouse interaction patterns. The

analysis can happen directly from the usage of an individual’s computer as within

the context of so-called desk-jobs. We build on the fact that computers are nowa-

days used as major work tools in many workplaces, to devise a non-invasive method

for mental fatigue monitoring based on the observation of the worker’s interaction

with the computer, specifically the aspects related to the use of the mouse and the

keyboard.

This system allows the detection of behaviors associated to fatigue in a non-

invasive and non-intrusive way with the aim to develop leisure and work context-

aware environments that may improve quality of life, mental health and individual

performance, as well as productivity in organizations. To achieve this purpose we

follow the guiding lines of Ambient Intelligence (AmI) [14], in which the techno-

logical aspects are hidden in the environment and the user is placed in the middle of

the paradigm. There is also a focus on non-intrusiveness, with acquisition of infor-

mation taking place without the need for explicit or conscious user interactions.
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Fig. 1 Interface of the performance monitoring web service

Another major objective of the system is to support the decision-making processes

of team managers or group coordinators. In this perspective, each element of a

group/organization is seen as part of a whole which contributes to the general level

of fatigue and the distraction of the group. Thus, the estimated fatigue level of the

group is the average result of the fatigue level of its elements.

The developed system is also composed of a graphical web interface, which is

available online and can be accessed remotely. It has different features according

to the type of user. Specifically, a worker can analyze his data in real-time so as to

know his current performance. He can also analyze personal historic data so as to

know his evolution in the recent past (e.g. last day, last week). A higher-level login

is also available in which similar features are provided but including data from all

the users. The aim is that the group manager can, at a glance, have an estimation

of the state of the workforce. This allows him to act both at a group level as well

as at an individual level (e.g. advise someone to make a break when his individual

performance drops significantly). The use of one or both types of login depends thus

on the organization’s policy, i.e., they may allow each worker to decide on working

schedules and pauses at will (in which case both the worker and the manager have

logins to the web interface) or they may decide that only the manager can take such

decisions (in which case only the manager has access to the web interface) (Fig. 1).

3 Case Study

In order to test and validate the proposed system and approach, a case study was

prepared using detection system models which were previously trained [12, 13]. To

reach that goal we used two groups of volunteers who used the tool while they were

providing feedback of their state of fatigue through USAFSAM Fatigue scale, as well

as their mood through the POMS questionnaire.
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Feedback values recorded during the monitoring period were used to validate the

system and used to analyze the variation of moods.

The participants in the case study, fourteen in total (10 men, 4 women) were stu-

dents from the University of Minho in the field of physics. Their age ranged between

18 and 25.

3.1 Methodology

The methodology followed to implement the study was devised to be as minimally

intrusive as the approach it aims to support. Participants were provided with an appli-

cation for logging the previously mentioned events of the mouse and keyboard. This

application, which maintained the confidentiality of the keys used, needed only to

be installed in the participant’s computer and would run in the background, starting

automatically with the Operating System. The only explicit interaction needed from

the part of the user was the input of very basic information on the first run, including

some personal identifying and profiling information.

As mentioned, two different groups of users were selected (7 participants in each

group) who underwent the experience in different periods of the week. The first

group was monitored on a Monday morning (starting at 9 am), while the second did

so on a Thursday in the afternoon (starting at 14 pm). Each session had a duration

of 3 h. During the session, in addition to the collection of interaction features, user

feedback regarding their state was collected hourly.

3.2 Results

During the two sessions the mental fatigue monitoring system was used in real time.

It not only allows recording the interaction patterns with the mouse and keyboard,

but also to calculate the estimated individual level of mental fatigue for each user,

and the estimated average level of each group. These values were compared with the

feedback given by users.

Table 1 summarizes the results, showing that the first group evidences a less

fatigued state than the second one. This can be confirmed through data collected

during the session. It is also possible to check a RMSE (Root-mean-square Error)

of 0.2 for group 1 and 0.4 for group 2. Taking into account the scale used, this is an

acceptable error.

In addition to the subjective level of fatigue through the USAFSAM fatigue scale

it was used the POMS factors in order to observe the influence of fatigue on the

moods of the different groups, and therefore the emergence of fatigue and loss of

vigor.

Through Table 2 and Fig. 2 it is visible that the average values are different

between the two groups. In addition, the T-test was used to validate the differences
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Table 1 Average level of fatigue of the different groups in USAFSAM fatigue scale of the esti-

mated values and feedback values

Group Estimated fatigue level (SD) Fatigue from feedback (SD) RMSE

Group 1 1.6 (0.7) 1.4 (0.8) 0.2

Group 2 3.3 (0.8) 3.2 (1.2) 0.4

Table 2 Average vales of Profile of mood states for group 1 and group 2, as well as the resulting

p-value from the T-test

POMS factor Group 1 Group 2 p-value

Tension-Anxiety 4.6 11.8 0.03

Depression-Dejection 4.4 9.1 0.02

Anger-Hostility 6.5 7.9 0.06

Vigor-Activity 19.4 7.6 0.04

Fatigue-Inertia 5.1 13.8 0.02

Confusion-Bewilderment 4.0 7.3 0.03

between the two groups, in order to determine if the two sets of data are significantly

different from each other, a fact that was confirmed.

We can also observe that fatigue is higher in the second group and, on the contrary,

vigor is lower in the second group. This is in accordance to the fatigue levels of each

group.

Fig. 2 Profile of mood states from groups 1 and 2: group 2 has more negative mood states
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4 Conclusion

This paper described a prototype for monitoring mental fatigue in real-time of an

individual or a group of individuals. The aim is to detect behaviors associated with

mental fatigue within a group, so as to estimate the average level of mental fatigue in

the group. Such information may be extremely useful in scenarios of critical tasks,

which require that the individual performing the task is fully rested, as well as to

assess the mental state of working groups as one.

The results of the experiment demonstrate that it is possible to evaluate the aver-

age degree of mental fatigue in a group using the prototype presented. The prototype

used in the experiment uses a fatigue detection model trained in a previous study,

with data of a different group of users but with a similar profile. This also shows that

the changes induced by fatigue on different users can be generalized, i.e., we all react

similarly.

Within the context of the CAMCoF project, which supports this work, the long-

term goal is to develop environments that are autonomous and take measures con-

cerning their self-management to minimize fatigue and increase the performance and

well-being of a group of individuals.
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Agent-Based Simulation of Crowds
in Indoor Scenarios

Rafael Pax and Juan Pavón

Abstract Crowd simulation models usually focus on performance issues related

with the management of very large numbers of agents. This work presents an agent-

based architecture where both performance and flexibility in the behaviour of the

entities are sought. Some algorithms are applied for the management of the crowd

of agents in order to cope with the performance in the processing of their movements

and their representation, but at the same time some alternative reasoning mechanisms

are provided in order to allow rich behaviours. This facilitates the specification of

different types of agents, which represent the people, sensors and actuators. This is

illustrated with a case study of the evacuation of the building of the Faculty of Com-

puter Science, where different types of human behaviours are modelled for these

situations. The result is the simulation of more realistic scenarios.

1 Introduction

There are several models for crowd simulation but in general these focus on scala-

bility issues derived from the management of a large number of agents in real time,

specially when considering their visualization or the way the agents find their way

while avoiding obstacles and other agents [1]. Different techniques have been pro-

posed to cope with these issues, by relying on specific assumptions of the problem

under study. This has, however, an effect on limiting of the flexibility of agents’

behaviour, which is quite homogeneous in most of the cases.

In this work the scope of the problem is the simulation in indoor scenarios, where

the number of agents may be large (thousands) but not very large as in a city (mil-
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lions). This gives more room on performance constraints, which opens the possibility

to modelling of individual agents with heterogeneous behaviours.

Several tools for simulation and design of how people behave in indoor scenarios

exist [8, 13–15, 17], but they are still considering the agents more like a crowd that

can be characterized by simple behaviours with a fixed number of parameters, instead

of considering them as individuals. Other works, like [7, 9–12] have addressed the

specification of richer agent behaviours, but the methodological aspects for a design

process when developing them are not sufficiently exposed.

Taking this into account, this work proposes an agent-based model for indoor

scenarios where both performance and flexibility in the behaviour of the entities are

sought. Agents are specified and managed individually, but the effects of the crowd

are taken into account by several methods that take advantage of characteristics of

the indoor domain in order to cope with the efficiency and scalability issues in the

processing of their movements and their visualization. At the same time, some alter-

native reasoning mechanisms are provided for each agent in order to allow modelling

of rich and heterogeneous behaviours.

Section 2 introduces the MASSIS (Multi-agent System Simulation of InDoor Sce-

narios) architecture and components. They allow for the specification of the elements

for indoor scenarios simulation. Special attention is given to the definition of the

behaviour of humans under different situations, which includes the process for deci-

sion making of the agents. Other relevant aspects to model are interactions among

agents and with their environment, the events on the environment, and the precise

representation of the building.

The strategies that facilitate an efficient management of crowd simulation aspects

are presented in Sect. 3. This is illustrated with a case study on the evacuation of

the building of the Faculty of Computer Science in Sect. 4. The model facilitates

the specification of different types of agents, which representing the people, and

the sensors and actuators of the environment. Different views can be generated and

manipulated during the simulation. Finally, Sect. 5 presents the conclusions.

2 Overview of MASSIS Architecture

MASSIS has a component-based architecture, where some part of the infrastructure

is well-proven open source software. An agent-based framework above of the core

infrastructure allows the specification of flexible agent behaviour types, as well as

interactions among agents and the elements of the environment.

The environment initially is defined using SweetHome3D, a well known pack-

age that is used to model all components involved in an indoor environment, such as

walls, doors, stairs, people, etc. In order to facilitate more flexibility of the character-

ization of the physical elements, it is possible to define a set of plugins, to specify the

characteristics of the elements of the building, which will be represented by agents.

For instance, in the case of sensors and actuators, they will be reactive agents, with

simple behaviour and attributes. In the case of people, some physical characteristics
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can be defined such as weight, speed, but also some inherent attributes of the person

(fear, courage, etc.) and a link to their behaviour. The types of behaviours are defined

as components.

The simulation engine of MASSIS is MASON [5], a lightweight multi-purpose

agent-based simulation library. Agents’ behaviour is controlled with the Pogamut’s

POSH engine [4]. Some tests have been performed in order to check the performance

of their integration in MASSIS. In the order of 10 thousand agents the experimen-

tation has shown that execution times grow linearly with respect to the number of

agents, so the results are satisfactory.

All the changes made in the environment are reflected in real time by 3D (Fig. 5)

and 2D (Figs. 2, 3 and 8) displays, and can be logged in JSON format, as a single

zipped file or in a SQLite database for further analysis. Although 3D display is more

realistic and nicer for demonstration purposes, the 2D view is useful for analysis and

debugging. Also, the 2D visualization API allows the creation of user-defined layers

in order to filter the different elements involved in the simulation.

Once a simulation is performed, the exported data can be used to playback all

events that have occurred during the execution of the simulation, i.e., the agents will

behave in the same way they did during the simulation. This is interesting to allow

the users to review the simulation when analysing what has happened.

Modelling human behaviour with agents have to consider two main aspects: those

related with their perception and the interaction with the environment, and those

dealing with the reasoning on the context and the decision making. They are imple-

mented as low-level and high-level behaviour components, respectively. When the

high level component decides what to do next, the action is executed by the low-level

component, which performs all the necessary operations. The relationship between

these components is illustrated in Fig. 1.

The low-level components deal with the perception of the environment and a set of

basic behaviours for interacting with it. These behaviours are mostly a combination

of steering behaviours [2], which are explained in Sect. 3.

The high-level behaviour components deal with decision making, learning and

communications with other agents. Decisions are taken on the knowledge of the

environment, which is provided by the low-level components.

Fig. 1 MASSIS ’s human behaviour agent model
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Behaviour Oriented Design (BOD) [3] is applied to facilitate the design of agents.

Developing a system of agents under BOD involves dividing their implementation

into two different parts: A library of Behaviour modules and POSH Dynamic action

selection scripts. Behaviour modules are a set of classes representing a set of modules

for perception, action and learning (i.e. primitives). They can be called from the

mechanism of action selection in order to determine how to do something. These

senses and actions are created in the native language for the problem space (in the

case of MASSIS, Java).

A POSH action selection script is a prioritized set of conditions and the related

actions to be performed when certain conditions are satisfied. Figure 6 shows an

example with the main elements: drive collections, competences, and action pat-
terns. On the action selection step, the POSH engine executes the corresponding

action pattern or competence from the drive collection with highest priority. Com-

petences are similar to drive collections, but rules they do not interrupt each other.

Finally, action patterns are simple, reusable sequences of actions.

The next sections present some of the components of the MASSIS framework

that facilitate the efficient management of crowds of agents in a simulation.

3 Crowd Modelling and Simulation Issues

There are several aspects to take into account when modelling crowds of agents, with

a trade-off between efficiency and flexibility of the specification of behaviours.

The building model, designed with SweetHome3D, is loaded and transformed

into MASSIS internal representation to support the efficiency of algorithms imple-

mentation. This has an impact in the way agents interact with the environment, which

is described below for different aspects: path finding, localization of elements and

steering behaviours.

3.1 Path Finding

Pathfinding is one of the issues that has more impact when simulating crowd behav-

iours. Some models treat the crowd as a single entity or a group in order to simplify

the number of calculations, such as in [6]. However, MASSIS, as it has been stated in

the introduction, has as objective to support flexibility in agent behaviour, therefore

the path finding model is implemented individually for each agent, but taking advan-

tages of some assumptions from the problem domain in order to gain in efficiency.

When the action selection component (see Fig. 1) decides that the agent must

go to a particular location, a path must be computed from the agent’s location to

the target. Its computation is done in MASSIS by an A* search over the polygons’

visibility graph. The computational cost has been considerably improved by taking

advantage of several characteristics of the environment:
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1. The perimeter of rooms consists of walls or doors.

2. The path from a point A to a point B, being B in a different room than A, must

pass necessarily through a door.

3. In an indoor scenario walls intersect each other very often.

With these assumptions, several aspects have been improved to gain in computa-

tional efficiency:

∙ Faster visible edges computation. In order to generate more realistic paths, the

obstacle polygons are inflated, so the points of the path are slightly detached from

the polygon edges. The advantage of this separation in the case of pathfinding, is

that the edges of the obstacle polygons are now inside the rooms boundaries, and

the number of possible reachable nodes from the agent’s location decreases (only

the nodes inside the room’s boundaries are considered).

∙ Obstacle polygons reduction. The obstacles polygons that intersect can be

merged, forming a bigger polygon. If most of the walls can be merged (as stated

in assumption 3), the number of obstacles is drastically reduced (in the case of

the Faculty of Computer Science, the number of wall obstacles are reduced from

2351 to 171, less than 8 % of the original) and consequently also the number of

intersection tests.

∙ The complete path is not needed at once. The assumption 2 implies that it is

not necessary to compute always the whole path between two points A and B. It

is frequent, due to events in the environment, that the agent decides to change its

current targets before it has reached the end of the path. To avoid unnecessary

calculations, at the beginning of the simulation, a navigation graph based on door-

room connections is created, and the doors are converted into waypoints. When

the agent requests a path, the A* algorithm runs only in the current room.

3.2 Elements Localization

An intuitive way for storing the locations of the elements present during the sim-

ulation is using uniform grids. However, uniform grids are useful when the spatial

data is distributed in an homogeneous way, which is rarely seen during simulation.

The use of such grids can easily degenerate into situations where there are many

redundant sparse cells. Furthermore, depending on the required accuracy, they can

consume too many resources.

People, sensors and actuators need real time information about the elements that

surround them. This implies that, during simulation, lots of query ranges must be

performed. In order to minimize the impact of this calculation, MASSIS uses a

QuadTree [18], a variable resolution data structure for retrieving agents’ neighbours

within a radius in an efficient manner (see Fig. 3). Although some CPU time is

required in order to update the structure with the change of each agent, the gain

obtained is worth it.
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Fig. 2 Visibility graph and

merged walls layer

Fig. 3 Agents’ Quad Tree

layer, showing the space

partitioning

3.3 Steering Behaviours

When the goals of the agent have been determined and the path to the target is known,

the agent can start moving in the environment, avoiding collisions with obstacles

(e.g., other agents, walls, etc.). These basic skills of the agent can be described with

steering behaviours [2], which need as parameters the agent’s mass m, the agent’s

location L, a maximum force fmax and a maximum speed smax.

Every step n, the computed steering forces are applied to the agent’s location (lim-

ited by fmax), producing an acceleration whose magnitude is inversely proportional

to the vehicle’s mass.

An =
(

trunc(Fn, fmax)
m

)

(1)

The velocity of the agent in every step n is approximated by the Euler integra-

tion. Adding the velocity at the previous step (Vn−1) to the current acceleration(An),

produces a new velocity:

Vn = trunc(Vn−1 + An, smax) (2)
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Fig. 4 Some of the steering behaviours implemented in MASSIS framework: seek and flee,

obstacle avoidance and path following

Finally, the velocity is added to the agent’s location.

Ln = (Ln−1 + Vn) (3)

MASSIS provides a flexible implementation of several behaviours of this type

(e.g., seek, arrival, separation, collision avoidance, wall containment, and path fol-

lowing, see Fig. 4), that can be grouped into more complex behaviours, like flocking

or queuing.

4 Simulation of the Evacuation of a Building

It is common practice in public buildings to define some emergency protocols, which

may involve, for instance, evacuation of the building. Planning and testing these

protocols might be costly, but making simulations about these situations can help to

this task (at least, as a first approach). This case study addresses this kind of situation

for the building of the Faculty of Computer Science at UCM, which is represented

in Fig. 5.

Three kinds of roles have been modelled based on the behaviours described by

Proulx [16]:

∙ Students have some knowledge about the building. Their priority is the evac-

uation, but if they see someone needing help, they will try to assist. They also

pay attention to the evacuation signals and indications displayed in the Faculty’s

CCTV. Their behaviour can be modelled as a POSH plan (see Fig. 6).

∙ Well-trained staff members are persons who work in the faculty (like a profes-

sor or administrative staff). They give instructions to the non-trained people, and

try to assure that the evacuation is being done properly, following the established

protocol.

∙ Visitors represents persons who have never been in the faculty, so the building is

unknown to them. They interpret the fire alarm as something that is happening,

so they will start searching for any person, expecting someone to tell them what
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Fig. 5 MASSIS 3D representation versus a real photo

Fig. 6 Partial view of a student’s POSH plan, having a drive element (blue), a competence(cyan),

competence elements (purple), actions (yellow) and an action pattern (pink), which models the

way in which the agent communicates with other people during the evacuation, reacting differently

depending on the characteristics of the other agent. Note some elements were omitted for clarity

to do, if something serious is really happening. TV messages can help them to

understand that they must evacuate the building, and also other people (an Student
or a Well-trained staff member).

Elements of the environment (sensors and actuators) can be also modelled as

agents, with their respective plans, which are usually simpler than those of agents

representing people. For instance, Fig. 7 shows a fire detector’s plan: the existence

of a fire triggers its only action, which is the activation of the fire alarm.

These behaviour definitions suggest that the agents in this context must be capable

of using their visual perception of the environment, what they hear and the ability of

interacting with other agents, in order to accomplish higher-level goals. These abil-

ities are modeled using low-level behaviours, managed by POSH primitives, which

are the leaves of any reactive plan tree. Figure 6 illustrates parts of the reactive plans

used in this case study for the people.
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Fig. 7 Simpliest reactive plan: a fire detector

Fig. 8 Simulation 2D view, representing the different state of the agents by color

The simulation offers the option to work with 3D and 2D views. Usually 2D views

are more practical for analysing what is happening in the simulation. For instance,

Fig. 8 represents the state of the agents as colors. Other possibilities are 2D represen-

tations of crowd density, perception area, agent’s IDs, paths, states, steering forces,

etc. Other customized views can be easily integrated.

5 Conclusions

As it has been shown, MASSIS allows for the efficient simulation of indoor scenarios

without losing the ability to specify rich and heterogeneous agent behaviours. This

is achieved by simulating each agent individually, but with the support of several

methods that take advantage of particularities of the indoor domain.

The extensibility of the MASSIS platform is well supported through its

component-based architecture. For instance, different visualizations can be managed

during the simulation, new algorithms and agent attributes can be supported and
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monitored. Also, simulation is logged in order to be able to replicate it and facilitate

further data processing to analyse models in more detail.
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Abstract The use of network technology to provide online courses is the latest trend

in the training and development industry and has been defined as the “e-Learning

revolution”. On the other hand, Online Social Networks (OSNs) represent today

an effective possibility to have common and easy-to-use platforms for supporting

e-Learning activities. However, as underlined by previous studies, many of the pro-

posed e-Learning systems can result in confusion and decrease the learner’s interest.

In this paper, we introduce the possibility to form e-Learning classes in the context

of OSNs. At the best of our knowledge, any of the approaches proposed in the past

considers the evolution of on-line classes as a problem of matching the individual

users’ profiles with the profiles of the classes. In this paper, we propose an algorithm

that exploits a multi-agent system to suitably distribute such a matching computation

on all the user devices. The good effectiveness and the promising efficiency of our

approach is shown by the experimental results obtained on simulated On-line Social

Networks data.
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1 Introduction

In last years, e-Learning has emerged as a rising solution to lifelong learning and

on-the-job work force training. E-learning can be defined as technology-based learn-

ing in which learning materials are delivered electronically to remote learners via a

computer network. In contrast to the traditional classroom learning that centers on

instructors who have control over contents and learning process, e-Learning provides

a learner-centered, self-paced learning environment. Moreover, it allows time and

location flexibility, low cost for learners, unlimited access to knowledge and archival

capability for information reuse and sharing [7, 16, 22]. However, as underlined by

previous studies [23, 24], the proposed e-Learning systems can result in confusion

and decrease the learner’s interest. To solve this problem, in this paper we introduce,

in the context of On-line Social Networks (OSNs), the possibility to form e-Learning

classes, that are groups of persons [13] with a particular interest who want to deepen

their understanding of what it means to teach and learn. In this particular context,

the e-Learning class is sub-network of users having similar interests or topics and

sharing opinions and media contents [12].

In the past, some studies concerning the relationships existing between users and

groups of persons in OSNs [4–6] have been proposed. For instance, in [8], a detailed

analysis is presented about the influence of neighbours on the probability of a par-

ticular node to join with a group, on four popular OSNs. Also the studies presented

in [10, 11] deal with the problem of giving recommendations to a group, instead

of a single user. This is a key problem from the viewpoint of creating OSN groups

that provide their users with a sufficient satisfaction. The problem is not simply to

suggest to a user the best groups to join with, but also to suggest to a group the best

candidates to be accepted as new members. If the existing research in OSN well

covers the issue of computing individual recommendations, and the aforementioned

issue begins to give attention to the issue of computing group satisfaction, however

at the best of our knowledge any study has been proposed to consider the issue of

managing the evolution of a OSN group of persons (i.e., a class) as a problem of

matching the individual users’ profiles with the profiles of the classes.

The notion itself of class profile is already unusual in OSN analysis, although

the concept of social profile is not new in the research area of virtual communities.

For example, in [9], following some theories originated in sociological research on

communities, the authors present an approach to describe and manage the social

environments of transactions that are provided in virtual communities. In particular,

they present a model of a virtual community as a set of characteristics that the persons

must have in common.

In this paper, we introduce the notion of class profile in the context of OSNs, giv-

ing to this notion a particular meaning coherent with the concept of OSN group.

In our perspective, an OSN group is not simply a set of categories of interests,

but also a set of common rules to respect, a preferred behaviour of its members,

a communication style and a set of facilities for sharing media contents. Our defi-

nition of class profile is coherent with the definition of a user profile, that contains
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information comparable with those of a class profile. We exploit the above notion of

class profile to provide each group of an OSN with a class agent, capable of creating,

managing and continuously updating the class profile. Similarly, we associate a user
agent with each user of the OSN. In keeping with the literature, we proposed in the

past to build recommender systems for virtual communities [17, 19–21], introduc-

ing efficiency via the use of a distribute agent system, here we propose to exploit

the agents above to automatically and dynamically computing a matching between

user profiles and class profiles in a distributed fashion. The idea of associating an

agent as a representative of a class is not completely new in a social network sce-

nario, having been introduced also in [1–3]. However, in these past works this idea

has been exploited to allow interoperability between different groups, without fac-

ing the problem of matching users and classes. We propose to provide the user agent

with a matching algorithm able to determine the class profiles that best match with

the user profile. This matching algorithm, named User-to-Classes (U2C), is based

on the computation of a dissimilarity measure between user and class profiles. As a

result of the U2C computation, the user agent will submit on behalf of its user some

requests for joining with the best suitable classes. In particular, the agent of each

class will execute the U2C algorithm to accept, among the users that requested to

join with the class, only those users having profiles that sufficiently match with the

class profile. This way, the dynamic evolution of the classes should reasonably lead

to a more homogeneous intra-group cohesion.

The paper is organized as follows. In Sect. 2, we introduce the e-Learning social

network scenario and describe how it is generated. In Sect. 3, we present the proposed

U2C matching algorithm. Section 4 describes the experiments we have performed to

evaluate our approach. The experiments are executed on a set of simulated users and

classes confirm the above intuition, and also show the promising efficiency and the

scalability of the proposed algorithm. Finally, in Sect. 5, we draw our conclusions.

2 The e-Learning Social Network Scenario

In our scenario, we deal with an e-Learning Social Network EN, represented by a

pair EN = ⟨U,C⟩, where U is a set of users, C is a set of classes, where each class

c ∈ C is a subset of U (i.e., c ⊆ U ∀c ∈ C).

We assume that a single user u (resp., a single class c) is characterized by a profile

⟨Tu,Eu,Au,Fu⟩ (resp., ⟨Tc,Ec,Ac,Fc⟩):

∙ Tu(s) ∶ S → [0, 1] ⊂ ℝ (resp., Tc(s) ∶ S → [0, 1] ⊂ ℝ) is a mapping

representing the the level of interest of the user u (resp., of the users of the class

c) with respect to the categories of topics of interest (e.g., mathematics, computer
science, foreign languages, etc.), which is denoted by S (s ∈ S). The values of this

mapping are computed on the basis of the actual behavior of u (resp., of the users

of c).
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∙ Eu (resp. Ec) is a preference with respect to the level of expertise of the user (resp.,

the level of expertise of the classes). We assume that the level of expertise will take

values in a finite set, e.g., {base, medium, high}.

∙ Au (resp. Ac) represents the set of actions performed by u (resp. c) is actually

performed or tolerated within the social network by u (resp. c). For example, the

possible actions that a user could perform are: (i) “publishing more than 2 posts

per hour”, or (ii) “publishing posts longer than 500 characters”. We suppose each

possible action is represented by a boolean variable, that is equal to true if this

action is adopted, false otherwise. We denote as A the set of possible actions,

representing how u (resp., c) may behaves. For instance, if A = {b1, b2}, where

b1 represents the action “(i)” and b2 represents the action of “(ii)” then a property

Au = {true, false} characterizes a certain user.

∙ Fu (resp., Fc) is the set of friends of u (resp., the set of all the users that are friends

of at least a member belonging to the class c).

We assume that a software agent au (resp., ac) is associated with each user u (resp.,

class c), and automatically performs the following tasks:

∙ Periodically updates Tu(s) (resp. Tc(s)). Each time the user u publishes a post, or

comments another post, dealing with a category of topic s, the new value Tu(s) is

updated as follows:

Tu(s) = 𝛼 ⋅ Tu(s) + (1 − 𝛼) ⋅ 𝛿

that is a weighted mean between the previous interest value and the new value,

where 𝛼, 𝛿 ∈ [0, 1] ⊂ ℝ, are arbitrarily assigned by the user itself. In detail, 𝛿

represents the increment to give to the u’s interest in s consequently of the u’s

action, while 𝛼 is the importance we want to assign to the past interest value with

respect to the new contribution. Similarly, Tc(s) is updated by the agent ac each

time Tu(s) has changed for any u ∈ c as:

Tc(s) =
∑

u∈EN
Tu(s)

∙ Updates Au each way the user u performs an action in the social network (e.g., pub-

lishing a post, a comment, etc.). Agent au analyzes the action and consequently

sets the appropriate boolean values for all the variables contained in Au (e.g., if Au
contains a variable representing the fact of publishing more than 2 posts per hour,

then au checks if the action currently performed by u makes true or false this fact

and, consequently, sets the variable). Furthermore, each agent ac associated with

a class c, updates the variables contained in Ac each time the administrator of c
decides to change the correspondent rules (e.g., if Ac contains a variable repre-

senting the fact of publishing more than 2 posts per hour, and the administrator of

c decides that this fact is not tolerated in the class, then ac sets the correspondent

variable to the value false).
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∙ Updates Eu (resp. Ec). Whenever the user u (resp., the administrator of the class c)

decides to change his/her preference with respect to the level of expertise, the agent

au (resp., ac) consequently updates Eu (resp., Ec).
∙ Updates Fu (resp. Fc) Whenever the user u (resp., a user of the class c) adds a new

friend in his/her friends list, or deletes an assisting friend from his/her friends list,

the agent au (resp., ac) consequently updates Fu (resp., Fc). Note that the agent ac
computes the property Fc as the union of the sets Fu of all the users u ∈ c.

The core part of the presented model is represented by the User-to-Class (U2C)

Matching algorithm, which is distributed among the network. of user agents and

class agents. It is described in Sect. 3.

3 The U2C Matching Algorithm

The U2C matching is a global activity distributed on the user and class agents belong-

ing to the agent network. At this regard, we assume that each agent can interact with

each other, sending and receiving messages by means of any software agent commu-

nication facility. In particular, we assume that the Directory Facilitator agent (DF)

is available in the network, in order to provide a service similar to Yellow Pages.

As the U2C matching algorithm is distributed over user agent and class agents, in

the following we describe two different set of tasks which are sequentially executed

bu user agents and class agents: the User-side U2C algorithm and the Class-side
U2C algorithm.

In the following, we will call epoch the timestamp related to a complete execu-

tion of the U2C algorithm, and we denote as P the (constant) period between two

consecutive epochs.

3.1 User-Side U2C Algorithm

Let X be the set of the classes the user u is joined with, with ||X|| = n ≤ NMAX,

where NMAX is the maximum number of classes which a user can join with. Let’s

suppose that au records into an internal cache the profiles of the classes c ∈ X
obtained in the past by the associated class agents and relative retrieval date, datec.
Let also m be the number of the class agents that at each epoch must be contacted

by au and T the current epoch of execution. In such a situation, au performs the

following actions:

∙ It randomly select, from the DF repository, m classes that are not present in the set

X. Let Y be the set of these selected classes, and let Z = X
⋃

Y .

∙ For each class c ∈ Y , and for each class c ∈ X, such that |T − datec| ≥ 𝜓 , it sends

a message to the correspondent ac, to request the profile pc of the correspondent

class.
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∙ For each pc, it computes a dissimilarity measure between the profile of the user u
and the profile of the class c, defined as a weighted mean of four contributions cT ,

cE, cA and cF , associated with the components T , E, A and F of the profile (see

Sect. 2). In particular:

– cT is computed as the average of the differences of the interests values of u and

c for all the categories of topics present in the social network, that is:

cT =
∑

s∈S |Tu(s) − Tc(s)|
|S|

– cE is set equal to 0 (resp.,1) if Eu is equal (resp., not equal) to Ec.
– cA is computed as the average of all the differences between the boolean vari-

ables contained in Au and Ac, respectively, where this difference is equal to 0

(resp., 1) if the two corresponding variables are equal (resp., different).

– cF is computed as the percentage of common friends of u and c, with respect to

the total number of friends of u or c. That is:

cF =
|Fu

⋂
Fc|

|Fu
⋃

Fc|

Note that each contribution has been normalized in the interval [0, 1] ⊂ ℝ, in

order to compare all the contributions. The dissimilarity duc of a class c with

respect to the user u is then computed as:

duc =
wTcT + wEcE + wAcA + wFcF

wT + wE + wA + wF

∙ Let 𝜏 ∈ [0, 1] ⊂ ℝ a given threshold for the dissimilarity, then

– each class c ∈ Z is considered as a good candidate to join if (i) duc < 𝜏 and

(ii) it is inserted by au in the set GOOD;

– if there exist more than NMAX classes satisfying this condition, the NMAX
classes having the smallest values of global difference are selected;

– for each selected class c ∈ GOOD, when c ∉ X, the agent au sends a join

request to the agent ac, that holds the profile pu associated with u, otherwise, au
leaves the class c.

3.2 Class-Side U2C Algorithm

Let K be the set of the users currently into the class c, where |K| = k ≤ nKMAX ,

being KMAX the maximum number of members allowed by the class administrator.

We also suppose that ac stores into an internal cache the profiles of the users u ∈ K
obtained in the past by the associated user agents, and the retrieval date dateu, and T
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the current epoch of execution. Each time ac receives a join request by a user agent r,
that also contains the profile pr associated with r, it behaves as follows:

∙ For each user u ∈ K such that |T − dateu| ≥ 𝜂, it sends a message to the user

agent au, whose name has obtained by the DF, requesting it the profile pu associ-

ated with the user.

∙ After the reception of the responses, it computes the dissimilarity measure duc
between the profile of each user u ∈ K

⋃
{r} and the profile of the class c.

∙ Now, let 𝜋 ∈ [0, 1] ⊂ ℝ a threshold for the dissimilarity, such that a user u is

considered as acceptable to join if duc < 𝜋, then

– agent ac stores in a set GOOD those users u ∈ K
⋃
{r} such that duc < 𝜋;

– if there exist more than KMAX users satisfying this condition, the KMAX users

having the smallest values of global difference are selected;

– if r ∈ GOOD, ac accepts its request to join with the class;

– for any user u ∈ K, with u ∉ GOOD, ac deletes u from the class.

4 Experiments

We performed a set of experiments to evaluate the effectiveness of the U2C matching

activity in making more homogeneous the classes of an OSN. To this purpose, we

performed several simulations by means of ComplexSim [14, 15]. We simulated an

OSN with 200.000 users and 100 classes along with user and class profiles, provided

with the structure described in Sect. 2. Profiles pu are generated as follows:

∙ Tu(s) is randomly generated in its domain.

∙ Eu is assigned from its three possible values, i.e. base, medium and high basing

on three different probability: P(base)=0.7, P(medium)=0.2, P(high)=0.1. This

distribution values appear reasonable in a realistic OSN scenario.

∙ Au contains six boolean variables {b1 … b6} whose value was uniformly distrib-

uted into the set {true, false}, representing the user’s attitude to:

– publish more than 1 post per day;

– publish posts longer than 200 characters in most of the cases;

– publish at least two comments per day to posts of other users;

– respond to comments associated with its posts in most the cases;

– leave at least 2 rates “I like it” per day;

– respond to a message of another user in most the cases.

∙ Fu is randomly generated among different values with identical probability:

1. users that have a dissimilarity with u smaller than 0.5 (the dissimilarity is com-

puted in the same way of duc in Sect. 2);

2. users randomly chosen from the set of the OSN users;

3. 50 % of the users generated as in (1), the others as in (2).
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We selected these distributions as they would represent three real typology of OSN

users: (1) those that select their friends based on similar preferences and behavior,

(2) those that randomly accept any friendship and (3) those that behaves in an

intermediate fashion with respect to the first two attitudes.

Users are then randomly assigned to the available classes, in such a way that a user

is joined at least with 2 classes and at most with 10 classes. The profile pc of each

class c is assigned by generating random values for properties Ec and Ac, while Tc
and Fc are computed on the base of the corresponding members’ values, following

the formulas described in Sect. 2. The values of the parameters introduced in Sect. 3

are as follows: 𝛼 = 0.5, 𝛿 = 0.1, 𝜓 = 10, 𝜏 = 0.7, 𝜂 = 10, 𝜋 = 0.7.

As a measure of the internal cohesion of a class, we use the concept of average
dissimilarity, commonly exploited in Clustering Analysis [18], defined as the average

of the dissimilarities between each pair of objects in a cluster, as in our scenario a

class c is the equivalent of a cluster of users. Then we defined average dissimilarity

(ADc) and its global mean (MAD):

ADc =
∑

x,y∈c,x≠y dxy
|c|

MAD =
∑

c∈C ADc

|C|

Simulations started with MAD = 0.479, which indicates a population with a very

low homogeneity, due to the completely random generation of the classes. Start-

ing from this initial configuration, we have applied the U2C algorithm described

in Sect. 3, simulating a number of 200 epochs of execution per each user, where

each epoch simulated a time period of a day. The results of the simulation, in terms

of MAD with respect to the epochs, are shown in Fig. 1. The results clearly show

that the U2C algorithm introduces a significant increment of the cohesion in social

network classes, that after a period of about 122 epochs achieves a stable configura-

tion represented by MAD = 0.176. Moreover, we repeated the experiments above,

Fig. 1 The variation of

MAD versus epochs
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Fig. 2 a The stable MAD for different values of the users’ number and b different values of the

classes’ number

changing the number of simulated users and classes. In particular, in Fig. 2a we have

plotted the stable MAD for different values of the users’ number, having fixed to 100

the number of the classes, while in Fig. 2b the stable MAD values are reported for

different values of the classes’ number, having fixed to 200.000 the number of the

users. The results show that the number of the necessary epochs for achieving a sta-

ble configuration increases almost linearly with respect to the number of the classes,

confirming a good scalability of the approach.

5 Conclusions

Differently from to the traditional classroom learning, e-Learning allows time and

location flexibility, low cost for e-learners, unlimited access to knowledge and

archival capability for information reuse and sharing. However, as underlined in

the literature, the e-Learning systems can result in confusion and decrease the

learner’s interest. To solve this problem, the authors introduce the possibility to form

e-Learning classes in OSNs.

The problem of making possible a suitable evolution in OSN groups of persons

(i.e. classes), dynamically increasing the intra-group cohesion, is emerging as a key

issue in the OSN research field. In this paper, we present a User-to-Class match-

ing algorithm, that allows a set of software agents associated with the OSN users

to autonomously manage the evolution of the classes. In particular, basing on a dis-

similarity measure, it detects for each user the most proper classes to join with him.

Moreover, the agents operate on behalf of the class administrators, such that a class

agent accepts only those join requests that come from users profile compatible with

the profile of the class. The experiments clearly show that the execution of the match-

ing algorithm increases in time the internal cohesion of the classes.
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Social-Based Arcs Weight Assignment
in Trust Networks

Marco Buzzanca, Vincenza Carchiolo, Alessandro Longheu, Michele Malgeri
and Giuseppe Mangioni

Abstract Virtual interaction with strangers often makes use of underlying trust net-

works. Usually, existing proposals address the evaluation of global (unique) trust

for a given node within the network. In this paper we discuss about how to assess

the local (direct) trust a node receives from each of his neighbors. Our proposal is

social-based and takes into account both positive and negative experiences as well

as the history of past feedbacks, ensuring good stability also when a node receives

hundreds of positive feedbacks briefly followed by few negative feedbacks. In order

to highlight the stability of this approach we performed several simulations with

different networks.

1 Introduction

Trust networks have grown in popularity as a fundamental precautionary compo-

nent that helps users in managing virtual interactions with (possibly total) strangers,

either real people or virtual entities, in several contexts such as e-commerce, social

networks, distributed on-line services and many others [5, 10, 12].
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Generally, in trust models and frameworks developed in the past years [2, 8, 9,

11], the trust network is represented as a graph where nodes are agents and trusting

relationships (arcs) are weighted against a measure of the direct trust value according

to a given metric.

Existing literature mainly focus on the assessment of global trust, i.e. the unique

value for a node that aims at mediating all local (direct) values that express different

judgements the node received from others; in this work however, we consider in more

detail how direct trust should be evaluated for each node i.
In particular, we take into account positive feedbacks that i receives after success-

ful interactions, similarly to the well known proposals EigentTrust [6] and Gossip-

Trust [13]. Moreover, in order to provide a weight assignment model based on real

world social criteria, we define two additional factors, the mistrust as a measure of

a lack of trust, and the popularity of the node as the total number of received feed-

backs. We use mistrust to balance positive and negative feedbacks when selecting

a node, and popularity to measure to what extent a certain trust or mistrust rating

is relevant. This way, a node which has more positive feedbacks than negative feed-

backs it is considered overall trustworthy, and a node with more feedback scores is

considered more trustworthy than a node with less feedback scores, if the overall

trust rating is the same.

We show through a set of simulations that this models exhibits greater stability

compared to EigentTrust and GossipTrust, i.e. if a node changes its behavior, trust

and mistrust ratings are not significantly affected, unless this behavior repeatedly

occurs, as the proposed model also takes into account the node’s history (if a node has

received hundreds of positive feedbacks, it takes more than a few incoming negative

feedbacks for it to be considered untrustworthy).

In Sect. 2 we first provide a few definitions together with existing approaches, then

we introduce our social-based proposal and how we model direct trust accordingly,

by using contributions coming from both a trust and a mistrust network. In Sect. 3

we elaborate on simulation results and on the properties our trust definition actually

exhibits in different networks, discussing final remarks and further works in Sect. 4.

2 Weight Assignment

2.1 Notation and Existing Approaches

There are several possible intuitive approaches to assign weights to the arcs of a trust

network. We will now analyze some of them and find possible shortcomings. Before

this, we introduce a few definitions of the quantities involved for ease of notation:

Alongside these definitions, we introduce three new quantities:

pi =
ri
R
, ti =

r+i
ri
, mi =

r−i
ri

= 1 − ti (1)
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Symbol Description

R Total number of interactions among all neighbors

ri Interactions with neighbor i
r+i Positive interactions experienced with neighbor i
r−i Negative interactions experienced with neighbor i

We name pi the popularity of node i seen from the perspective of node n, ti the

trust that node n places in node i and mi the mistrust that node n places in node i.
Note that we use the term mistrust loosely and not as a synonym of distrust. Distrust

is usually intended as a direct feedback about the unreliability of a certain node.

Even though mistrust is still a measure of the unreliability of the node, it does not

come from a direct feedback of distrust, but from a lack of trust. There are several

works about the coexistence of trust and distrust in literature: in [4] propagation

of trust and distrust is analyzed, whereas in [7] the authors manage to predict with

acceptable accuracy whether a node is going to trust or distrust another node which

is not connected to; finally, in [3], an extension of Pagerank which works on signed

graphs named PageTrust is introduced.

Our approach attempts to take into account both trust and mistrust, incorporating

them in a single weight assignment criterion. One of the most intuitive way to model

the node’s attitude in a trust network is to give a Positive Feedback. That is can be

obtained by normalizing the positive interactions:

w+
i =

r+i
∑N

k=1 r
+
k

However, this solution does not make use of negative interactions. A node which

experiences a negative interaction with a neighbor, should alter its attitude towards

that neighbor accordingly. Intuitively, we want to avoid more those nodes we had

negative interactions with, and this formula does not take this aspect into account.

Another intuitive way to model the node aptitude is to giveNet Feedback, that tries

to incorporate negative interactions into the weight formula, as done by EigenTrust.

If we define f+i = max(0, r+i − r−i ) we have:

w+
i =

f+i
∑N

k=1 f
+
k

While this approach does include negative interactions in the arc weight, it has one

important shortcoming: it reacts very poorly to feedback changes. Let us suppose we

have a neighbour with 100 positive feedback ratings and 99 negative feedback rat-

ings. With this formula, its f+i would be 1. If our node completes another interaction

with this neighbour positively, its f+i will change to 2. This feedback gain essentially

doubles the previous value, and this doesn’t model well the mixed behavior of the

node.
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2.2 Social-Based Weight Assignment

Taking note of issues described so far, our idea is to provide a weight formula that

models the attitude according to these features:

∙ Neighbors with more interactions should be preferred. If two neighbors have the

same ratio
r+i
ri

, the one with the largest ri should be more likely to be contacted.

∙ The higher negative/total interactions ratio a neighbor has, the more it should be

avoided.

∙ The higher positive/total interactions ratio a neighbor has, the more it should be

contacted.

∙ It should take into account previous interactions.

The idea is that a node should weight both popularity and trust when making a

decision about the trustworthiness of a certain node. A popular, trustworthy node

is more likely to yield a successful interaction than a less popular node with the

same level of trustworthiness. At the same time, we want to take into account the

mistrust of other nodes. This is because the more untrustworthy a node is, the more

we want to avoid having interactions with it. Our novel criterion to assign weights in

a trust-based network, that we named social weight assignment, sports two different

components: the trust towards node i and the average mistrust of all neighbors except

i. Both components are linear dependent on the neighbor popularity. It is important

to highlight that the novel weight assignment criterion defined in Sect. 2.3 can be

effortlessly applied in conjunction with metrics that require that the sum of the node

outlink weights is 1, as it guarantees this property by definition.

2.3 Definition

The social weight assignment criteria assigns the following weight to node

neighbors:

w+
i = tipi +

N∑

k=1,k≠i

mkpk
N − 1

(2)

where N is the number of neighbour nodes of node n. It is easy to prove that
∑N

i=1 w+
i = 1:

N∑

i=1
w+
i = w+

1 + w+
2 +⋯ + w+

N = t1p1 +
N∑

i=1,i≠1

mipi
N − 1

+ t2p2 +
N∑

i=1,i≠2

mipi
N − 1

+

+⋯ + tNpN +
N∑

i=1,i≠N

mipi
N − 1

=
N∑

i=1
tipi +

N∑

j=1

N∑

i=1,i≠j

mipi
N − 1
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Note that in the double sum each mipi is repeated N − 1 times so we may reduce the

notation as:

N∑

i=1
tipi +

N∑

i=1
mipi =

N∑

i=1
(ti + mi)pi =

N∑

i=1

(
r+i
ri

+
r−i
ri

)
ri
R

=
N∑

i=1

ri
R

= 1

It is also possible to define a dual criterion with the same entities defined in (1),

where ti and mi are swapped:

w−
i = timi +

N∑

k=1,k≠i

tkpk
N − 1

(3)

2.4 Meaning of Social Weight Assignment

The two criteria generate two different networks, a trust network for the social weight

assignment, and a mistrust network for its dual. These two networks are not comple-

mentary, in-fact, while they share the same topology, the arc weights are different:

weights of the trust network cannot be derived directly from the weights of the mis-

trust network, and vice-versa.

This implies that the node with highest weight in the trust network (the “best

node”) is not necessarily the node with the least weight in the mistrust network.

Another consequence of the way the weights are assigned is the fact that the most

reliable node isn’t necessarily the best node, as its trust weight is multiplied by pi:
the popularity of the node (which essentially means the portion of the node interac-

tions shared with neighbour i) impacts greatly the final weight. This is by design, as

the more interactions the node has with a neighbour, the more reliable the trust (or

mistrust) weight is: a node with 0.9 trust and 0.1 popularity has a lower weight than

a node with 0.8 trust and 0.6 popularity in the trust network. This is in line with the

behavior of human beings in a social context.

An aspect that is interesting to expand upon a bit is how a neighbor is judged in

trust and mistrust networks. There are three possible situations:

∙ Trustworthy node: node has higher trust weight than mistrust weight. These nodes

are obviously the most reliable, especially if they have high popularity.

∙ Mixed node: node has similar trust and mistrust weight. This can happen when

the trust weight is near to the mistrust weight.

∙ Non-trustworthy node: node has higher mistrust weight than trust weight. These

nodes should be avoided, regardless of popularity.

It is clear that a node should not react in a symmetric fashion to trust and mistrust:

trust is easily shaken, but hard to build up. However, it is currently beyond the scope

of this document to define a behavioral pattern for nodes using this weight assign-

ment criteria. In conclusion, the two criteria provide the end-user with different infor-
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Table 1 Network parameters

Random network parameters

Number of vertices 2000

Min number of arcs for vertex 5

Max number of arcs for vertex 15

Scale free network parameters

Number of vertices 2000

Number of line No constraint

Average degree of vertices 10

Number of vertices in initial ER network 10

Initial probability of lines 0.2

𝛼 0.25

𝛽 0

mation, which can be used together to make informed decisions about which nodes

to trust, and which nodes to avoid.

3 Simulation

In this section, we present a set of simulations showing that the social weight assign-

ment is resilient to changes, and that it is sensible to nodes which behave in a different

way from the others.

We defined a set of 5 simulation scenarios related to the weight assignment

described by formula (2), which have a common set of rules. The networks in which

weight assignment techniques are tested are either scale free or random. They are

generated using the software Pajek [1] using the parameters in Table 1. After the

networks are generated, the evolution of the network is simulated. for each simula-

tion cycle, each node simulates a transfer with each of its neighbors. The outcome of

a transfer is determined by a simple behavioral model: each node has a certain prob-

ability to reply to a transfer request unsuccessfully. The outcome for each neighbor

is hence registered, and the weights for each neighbor are updated.

The behavioral pattern of a node is determined at the beginning of the simulation,

and follows these rules:

∙ 95 % of the nodes have at most a 20 % chance of unsuccessfully replying to a

transfer request.

∙ 5 % of the nodes have at least 80 % chance of unsuccessfully replying to a transfer

request. These are the “bad nodes”.

∙ The bad nodes are picked at random following a uniform distribution.
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∙ Each node has a different chance based on a uniform random distribution, whether

they are good or bad nodes.

Normally, a node never changes its behavior, and it always fair to all incoming trans-

fer requests. An exception to this is the monitored node described below.

In each simulation, we exploit the pagerank compatibility of the social weight

assignment to compute the pagerank for a specific node, and monitor its changes

cycle after cycle. The node to be monitored is always the node which has the highest

“topological pagerank”, that is the pagerank calculated when all neighbors for each

node have equal weight. The simulation graphs always show this pagerank for each

cycle. As already mentioned, the monitored node does not follow the behavioral rules

described above. Normally, these rules change from simulation to simulation.

The objective of Simulation 1 (Fig. 1) is to determine if the social weight assign-

ment works as intended with a multitude of different networks. In order to do so, we

made the monitored node always behave correctly for 500 cycles, and always misbe-

have for 500 cycles, with 10 different networks, 5 of them scale free and 5 random.

No significant deviation from network to network is to be reported (except of course

between scale free networks and random networks):

The objective of Simulation 2 (Fig. 2) is to compare the behavior of the Social

Weight Assignment against the sample assignments described in Sect. 2, i.e. the Pos-

itive Feedback approach, and the Net Feedback approach.

In pictures, we can see that the net feedback approach behaves quite poorly in

Simulation 2 (Fig. 2b), and drops much faster in Simulation 2 (Fig. 2a). The behavior

of Social and Positive Feedback approaches is quite similar, but the Social approach

is usually more stable (it reacts more slowly to changes). It is interesting to note that

in Simulation 2 (Fig. 2)a the Social and Net Feedback lines cross. This is expected,

Fig. 1 Simulation 1
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Fig. 2 Simulation 2. a Good to bad. b Bad to good

Fig. 3 Simulation 3. a Good to bad. b Bad to good

as the slope of the social graph is more gentle than the slope of the graph of Net

Feedback.

Simulation 3 (Fig. 3), like Simulation 2, but with a random network, aims at com-

paring Social Weight Assignment against the Positive Feedback approach, and the

Net Feedback.

The numbers are different, but the results pretty much follow what happened with

Simulation 2.

Simulation 4 (Fig. 4) has same setup of Simulation 2 but the error rates that has

been set to 0 (that means that all nodes always behave properly). The overall behavior

is similar to Simulation 2, but this time the slope of the social approach is more steep.

This is because the Social weight assignment tends to highlight neighbors which

behavior differs from the average.

Simulation 5 (Fig. 5), has same setup of Simulation 4 but with a random network

topology.

Again, the numbers are different, but the results pretty much follow what hap-

pened with Simulation 2.
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Fig. 4 Simulation 4. a Good to bad. b Bad to good

Fig. 5 Simulation 5. a Good to bad. b Bad to good

4 Conclusion

This work introduces a new, social-based proposal for weight assignment (local trust)

in trust networks. Through simulations we show that such an approach provides

greater stability compared to EigentTrust and GossipTrust; weights are not signif-

icantly affected if a node exhibits little changes to its behavior, since we’re taking

into account the node’s past experiences.

Future works include:

∙ The introduction of the concept of aging for older interactions, because past expe-

riences are usually less important than current ones,

∙ The definition of a behavioral pattern for the node using this weight assignment

criteria,

∙ The definition of a global trust assessment mechanism expanding upon the ideas

presented in this proposal.
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Reconfiguration of Access Schemes
in Virtual Networks of the Internet
of Things by Genetic Algorithms

Igor Saenko and Igor Kotenko

Abstract Virtual local area networks (VLAN) is a well-known technology of
computer security in heterogeneous network infrastructures. It does not require
significant computing resources. For this reason, it should find success in Internet of
things. The VLAN access control scheme formation is divided into the tasks of
initial configuration and reconfiguration. The paper presents an approach to the
reconfiguration of VLAN access control schemes based on the improved class of
genetic algorithms. Unlike the initial configuration, the reconfiguration additionally
uses the previous access control scheme as input. Its search criterion is focused on
minimizing the possible changes in the previous scheme. The paper shows that this
problem is a special form of the Boolean matrix factorization. Main enhancements
relate to generation of the initial population based on trivial solutions, using the
columns of the connectivity matrix as the genes of chromosomes and applying in
the fitness function the criterion of minimal cost to modify the access scheme.
Experimental results demonstrate the proposed genetic algorithm has a high enough
effectiveness.

1 Introduction

Virtual local area networks (VLAN) is a well-known technology of computer
security in heterogeneous network infrastructures. Various means can be used to
implement VLAN [1]. The main purpose of VLAN is counteraction to security
threats that can occur from internal users (insiders). The essence of VLAN is to split
the entire set of computers connected to a local network into logical chunks, known
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as virtual computer networks, or, for simplicity, virtual subnets. VLAN tools ensure
that if two computers do not belong to the same virtual subnet, then the exchange of
information between them does not occur. VLAN technology is widely used in
critical information infrastructures, where damage from loss of information due to
possible malicious activity from insiders is great. In our view, VLAN technology
should be also widely used in the networks of the Internet of things, which are
characterized, on the one hand, by known limitations on the computing resources
used for network security, and, on the other hand, by high heterogeneity of elec-
tronic devices, which are joined together by means of computer networks [2].
Moreover, the presence of electronic consumer devices (‘things’) is the cause of
new types of attacks, such as the use of force to capture, disrupt and/or manipulate
computing and information resources [3]. In such circumstances, a firm delineation
of information flows between the computers, which is created by VLAN, is one of
the most effective ways to ensure network security, which is cost-effective and
opposed to new attacks.

The problem of VLAN design should be considered in two options: initial con-
figuration and reconfiguration. At an initial configuration the access control scheme
(or access scheme) for VLAN is formed on the basis of the given computer con-
nectivity matrix. The VLAN access scheme shows the distribution of computers
over virtual subnets. In [4], an approach to solve the initial configuration problem for
VLAN access scheme on the basis of genetic optimization was offered. Criterion of
optimization was the minimal quantity of virtual subnets. New contribution in
comparison with the work [4] is a transition from an initial configuration problem for
VLAN access scheme to a reconfiguration problem for it. The problem of recon-
figuration also consists in formation of VLAN access scheme. However the existing
access scheme and the given change of the connectivity matrix are additionally used
as initial data. The solution of this problem is related to finding the change of the
existing access scheme, which satisfies to a new connectivity matrix and is minimal.

The paper proposes to use genetic algorithms to solve the problem of recon-
figuration of VLAN access schemes. This task, as well as the problem of the initial
configuration, is a kind of Boolean Matrix Factorization (BMF) which we defined
as Boolean Matrix Self-Factorization (BMSF) [4]. As BMF and BMSF methods are
applied to solve NP-complete problems, it is necessary to consider that the problem
of reconfiguration has the same computing complexity. The main theoretical con-
tribution of this work consists in the following. First, the problem of reconfiguration
of VLAN access schemes was not formulated earlier. Secondly, the paper shows
that this problem is one of the BMF forms. At last, for solving the problem an
advanced genetic algorithm is offered. The main improvements of the algorithm are
formation of initial population on the basis of trivial decisions, use of columns of
the connectivity matrix as genes of chromosomes, and application of the criterion of
minimal costs to change the access scheme in the fitness function. The rest of the
paper is structured as follows. Section 2 provides an overview of related work.
Section 3 deals with mathematical foundations. The description of the genetic
algorithm is provided in Sect. 4. Section 5 discusses the experimental results.
Conclusions and directions of future research are presented in Sect. 6.
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2 Related Work

Miettinen et al. [5–7] prove that BMF problems, which include initial configuration
and reconfiguration of VLAN access schemes, are NP-complete, and some mathe-
matical methods were proposed to find solutions of these problems. High complexity
of BMF problems stipulates the search of heuristic methods of their decision.

Janecek and Tan [8] analyze the possibility to solve the BMF problems by
algorithms based on populations, such as genetic algorithms, Particle Swarm
Optimization, Differential Evolution, Fish School Search and Fireworks Algo-
rithms. Snasel et al. [9, 10] consider a genetic algorithm for solving the BMF
problem. Fitness-function is created on the basis of Euclidean distance between
initial and resultant matrices. However this algorithm does not provide equality
between matrices on which the initial matrix is decomposed. Therefore it cannot be
applied to the BMSF problem.

Lu et al. [11, 12] show that some problems in information security, for example, a
Role Mining Problem (RMP), can be reduced to BMF problems. In [13, 14] genetic
algorithms are offered to solve RMP. These papers firstly offer to use columns of
required matrices as genes of chromosomes. It provides the use of chromosomes of
identical length in the algorithm and, respectively, the absence of invalid decisions
after crossing and mutation operations. However, these innovations cannot be used
for VLAN design, because the BMSF problem demands to search two the same
matrixes instead of two different matrixes. Besides, as it will be shown below, the
considered problem does not require chromosomes with different length.

There are a few works, devoted to application of data mining methods to design
virtual subnets. Tai et al. [15] suggest to apply cluster analysis to form VLAN
access schemes. This approach is focused on realization in mobile ad hoc networks.
In [16] the genetic algorithm for optimization of virtual network schemes is con-
sidered. However this algorithm can find the computers connectivity matrix, but not
distribution of computers on virtual subnets.

Thus, the analysis of relevant works shows that genetic algorithms should be
considered as rather effective method to solve the considered problem. At the same
time existing genetic algorithms cannot be directly used for this purpose.

3 Mathematical Foundations

Suppose that there are n computers in a network, and the scheme of the allowed
information streams between these computers is determined by a Boolean matrix A
[n, n]. If aij = 1 (i, j = 1, …, n), the exchange between computers i and j is allowed.
Otherwise this exchange is not possible.

Further suppose that we created k virtual subnets in the computer network. Each
of these subnets unites two and more computers. We will set distribution of com-
puters on subnets by means of a matrix X[n, k]. If xij = 1 (j = 1,…, k), the computer
i belongs to subnet j. Otherwise the subnet j does not cover the computer i.
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The matrix X is connected with the matrix A by the following expression:

A=X⊕XT, ð1Þ

where XT is a transposed matrix X, symbol ⊕ stands for Boolean matrix multi-
plication, which is a form of matrix multiplication based on the rules of Boolean
algebra. Boolean matrix multiplication allows getting the elements of the matrix
A by the following expression: aij = ∨ n

j=1 xij ∧ xji
� �

.
To prove the expression (1) we consider Fig. 1 in which an example of mappings

between computers C = {Cn} and virtual subnets V = {Vk} is presented. The strict
proof of this expression for the general case is the direction of further research.
From Fig. 1 it is visible that the subnet V1 consists of computers C1, C2 and C5, the
subnet V2—computers C3 and C4, and the subnet V3—computers C1, C3 and C5.
Between computers and subnets there is a mapping X:C→V, between subnets and
computers—the mapping XT:V→C. As a result, the mapping A from C to C is
defined by multiplication of mappings X and XT. It proves (1).

From the example given in Fig. 1, we have the following values A and X:

A=

1 1 0 1 1
1 1 1 1 1
0 1 1 0 1
1 1 0 1 1
1 1 1 1 1

0
BBBB@

1
CCCCA,X=

1 0 1
1 0 0
0 1 1
0 1 0
1 0 1

0
BBBB@

1
CCCCA.

It is easy to see that the matrix A is always symmetric. In [4] we show that this
task is a kind of the BMF problems. The BMF problem is reduced to finding Boolean
matrixes W and H that are related with the given Boolean matrix A by the equation
A =W⊕H, where A = A [n, m],W =W [n, k] andH =H [k, m]. Thus we consider
that the problem (1) is more difficult than the BMF problem, as in expression (1) both
matrices, which are a result of the matrix A decomposition, are related with each

C1

C2

C3

C4

C5

V1

C2

C3

C4

C5

V2

V3

C1

Computers(a) (b)Computers Computers ComputersVLANs

X XT
C1

C2

C3

C4

C5

C2

C3

C4

C5

C1

A

Fig. 1 An example of mappings between sets of computers and subnets. a the mappings between
C и V. b the mapping between C и C
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other, and in the BMF problem they are not related. For this reason we suggest to call
the problem (1) as Boolean Matrix Self-Factorization (BMSF). The problem (1) is a
problem of initial configuration of the VLAN access scheme, because the matrixA is
an initial data, and it is required to find the matrix X.

Now consider a problem statement for reconfiguration of the access scheme. Initial
data are: initial matrix A0[n, n]; required matrix A1[n, n]; initial matrix X0[n, k] that
corresponds to the Eq. (1). It is required to find ΔX[n, k] such that X1 ⊕ X1

T = A1,
where X1 = X0 + ΔX; and Norm (ΔX) → min. Operation ‘+’ is considered as
‘exclusive OR’.

The problem statement has the following sense. Let there is an access scheme
X0, which satisfies to a connectivity matrix A0. Suppose that due to change of a
security policy there is a need to change the matrix A0 with the value ΔA, thus a
new connectivity matrix A1 = A0 + ΔA can be defined. Therefore, it is necessary to
create a new access scheme X1. The scheme X1 can be received, solving the initial
configuration problem. However, as a result we can get the matrix, which is dif-
ferent from the initial matrix X0. This decision can demand from the administrator
to perform a large number of actions to change the access scheme. Therefore as a
criterion of decision search we choose a minimum of actions spent by the
administrator for reconfiguration. This condition can be written as follows:

NormðΔXÞ= ∑
n
∑
k
Δxij →min. ð2Þ

Using the matrix ΔA of connectivity changes, the problem of VLAN access
scheme reconfiguration can be written as a problem of searching (at the given
matrices X0, A0 and ΔA) the matrix ΔX from the following equation:

ðX0 +ΔXÞ⊕ðX0 +ΔXÞT = ðA0 +ΔAÞ. ð3Þ

Comparing (1) and (3), it is visible that the problem of reconfiguration, as well as
the problem of initial configuration, is a BMSF problem and, therefore, is
NP-complete. However direct application of the genetic algorithm developed in [4]
to solve the expression (1) is impossible. One of the reasons of it is that in (3) there
are additional initial data which should be considered in the genetic algorithm.
Besides, the criterion (2) differs from the criterion to minimize the quantity of
columns in the matrix X used to solve the problem (1).

Let us consider an example. Let in the network presented in Fig. 1 it is necessary
to pass to the logical connectivity matrix

A1 =

1 1 0 1 1
1 1 1 0 1
0 1 1 0 0
1 0 0 1 1
1 1 0 1 1

0
BBBB@

1
CCCCA.
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If to solve this problem in the form (1), we get the decision X2 in which quantity
of subnets k = 3. In the first subnet there are computers C1, C4 and C5, in the second
—C1 and C2, and in the third—C2, C4 and C5. In this case the function Norm (ΔX),
defined as quantity of ‘1’-elements in ΔX is equal 7 that is confirmed as follows:

ΔX=X2 +X0 =

1 1 0
0 1 1
0 0 1
1 0 0
1 0 1

0
BBBB@

1
CCCCA+

1 0 1
1 0 0
0 1 1
0 1 0
1 0 1

0
BBBB@

1
CCCCA=

0 1 1
0 1 1
0 0 1
1 0 1
0 0 0

0
BBBB@

1
CCCCA.

When solving the problem (3), one of possible decisions is the matrix X1,
corresponding to quantity of subnets plus 1, i.e. k = 4. In the first subnet there are
computers C1, C2 and C5, in the second—C4 и C5, in the third—C1, C2 and C5, and
in the fourth—C2 и C3. In this case the matrix ΔX is as follows

ΔX=X1 +X0 =

1 0 1 0
1 0 1 1
0 0 0 1
0 1 0 0
1 1 1 0

0
BBBB@

1
CCCCA+

1 0 1 0
1 0 0 0
0 1 1 0
0 1 0 0
1 0 1 0

0
BBBB@

1
CCCCA=

0 0 0 0
0 0 1 1
0 1 1 1
0 0 0 0
0 1 0 0

0
BBBB@

1
CCCCA.

It is visible that in this case the function Norm (ΔX) is less, than in the previous
case, and is equal 6. Therefore, the decision X1, in spite of the fact that there are
more subnets than in previous case, is considered as better than X2 from the point of
view of the expenses, which are carried out by the administrator.

4 Genetic Algorithm

Realization of the genetic algorithm is connected with the following key factors:
formation of chromosomes and the initial population of decisions; definition of the
fitness function; determination of crossing and mutation operations [17–19].

4.1 Formation of Chromosomes and the Initial Population

We use as a possible decision not a matrix ΔX, which is a variable in (3), but the
matrix X1, which is defined as the sum (exclusive OR) of ΔX and the matrix X0.
Such choice allows to use for finding X1 the genetic algorithm proposed to solve the
problem of initial configuration. In this case the vector x1i = (x1i1, x1i2, …, x1jn) is
considered as a gene of chromosomes. The vector x1i is a column of the matrix X1.
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The quantity of genes in chromosomes is denoted byM, whereM is a quantity of
‘1’-elements in the matrix A1, lying above the main diagonal. In [4] it is shown that
M defines the quantity of columns in the trivial decision, in which in each subnet
there are exactly two computers. It does not make sense to consider bigger number
of columns of the matrix X1 as each additional column is a linear combination of
columns of the trivial decision. For increasing a convergence of the genetic algo-
rithm we make the assumption that concerns the formation of the initial population.
We use a set of possible trivial decisions for its formation. We designate the
population size through N and P = 2M. If the condition N ≤P is true, then the initial
population consists completely of trivial decisions. Otherwise P individuals are
trivial decisions and the others (N − P) individuals are created randomly.

4.2 Fitness Function

For initial configuration of the VLAN access scheme the fitness function is as
follows

F = αF1 + βF2ð Þ− 1, ð4Þ

where F1—a function that needs to be minimized; F2—a function which reflects
full coincidence of the initial and resulting connectivity matrixes; α and β—the
weight coefficients defining the direction of search of the decision. The ratio α≪ β
between coefficients guarantees that firstly the decisions with F2 = 0 are deter-
mined, and then—the decisions with smaller values F1.

For reconfiguration of the VLAN access scheme the fitness function is based on
(4) and is as follows

F = α∑
i
∑
j

x1ij − x0ij
� �2 + β

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
i
∑
j

a1ij − x1ijx1ji
� �2r !− 1

. ð5Þ

Comparing (2), (4) and (5), we see that F1 = Norm (ΔX), and the function F2

defines an extent of coincidence of the matrix A1 with the result of X1 ⊕ X1
T.

4.3 Crossing and Mutation

Operation of crossing allows receiving two new descendant-individuals from a pair
of parent-individuals by an exchange of parts of parental chromosomes. In tradi-
tional algorithm the exchange of genes of chromosomes is carried out. However
such approach in our case is unacceptable as the individuals with zero columns can
be never obtained and, respectively, we cannot minimize the value k. Therefore the
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crossing operation should fulfill an exchange of parts of genes in addition. To
provide such mode, we offer a two-dimensional mode of crossing, at which
matrices of parental chromosomes before crossing are divided on two parts on a
diagonal [20]. The essence of the two-dimensional crossing is visually illustrated in
Fig. 2 for two parents, which are trivial decisions.

According to Fig. 2, the division of parental chromosomes is randomly carried
out on the diagonal which middle passes through cross-point. The crossing oper-
ation can get as result two descendants, with some chromosomes represented by
columns with a single ‘1’-element. It means that the corresponding virtual subnet
contains only one computer. We cannot consider such subnets. Therefore we nullify
these elements. In results, the descendant chromosome reflects the VLAN project
with smaller number of subnets than the parental chromosomes. In particular, the
first descendant chromosome reflects the project with three subnets, and the second
—with five subnets.

We suggest carrying out an operation of mutation in two stages. At the first
stage, according to traditional approach, with the given probability Wgen the genes
of chromosome—columns of matrix X1—are selected. At the second stage with
probability Wel the inversion of elements of the chosen columns is made.

5 Experimental Results

The experimental assessment of the proposed genetic algorithm for VLAN access
scheme reconfiguration was carried out for a case study that imitates the Internet of
things of ‘the smart house’. The network includes 4 servers (supervisor, application
server, database server and web-server), from 4 to 10 workstations, and from 4 to 36
user electronic devises (‘things’). For imitation of things the Arduino Yún set is

Fig. 2 Example of two-dimensional crossing
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used. It consists of the ATmega 32u4 microcontroller and the Atheros AR9331
processor working under control of Linux [21]. In general, the dimension of the
network was changed from 10 to 50 elements.

Experiments were made according to the following scheme. In the beginning the
network size (n = 10; 25; 50) was chosen. Then the matrix X0 was randomly
formed, and the matrix A0 was calculated by (1). Further the coefficient γ, deter-
mining the reconfiguration power, was selected. It is defined as Norm (ΔA)/B,
where B is a quantity of elements in a matrix A0, lying above the main diagonal.
Coefficient γ had a value 0.1, 0.25 and 0.5. At bigger γ reconfiguration loses
meaning, and the initial configuration is necessary. Then, proceeding from the value
γ, the matrix ΔA was generated. At last, further by means of the proposed genetic
algorithm the decision X1 and the matrix ΔX were found, and the function Norm
(ΔX) was calculated. The number T of iterations that are spent for search X1 was
considered as the algorithm speed indicator.

The problem of initial configuration for A0 was also solved. For its decision X2 it
was defined ΔX2 = X2 + X0, which was compared to ΔX.

Results of experiments are given in Table 1. Values of indicators Norm (ΔX),
Norm (ΔX2) and T are received as averages on the random selection making 10
tests.

Analyzing the data in Table 1 it is possible to draw the following conclusions. At
small dimension of the task (n = 10) and at different γ the values of functions Norm
(ΔX) and Norm (ΔX2) are approximately equal. It means that results of the solution
of initial configuration and reconfiguration are almost identical. The same effect is
observed at n = 25 or n = 50, but at small value γ = 0.10. At big γ (0.25 or 0.50) the
result of the reconfiguration has advantage in comparison with the initial config-
uration, and the gain is larger, the larger n and γ.

The analysis of the proposed algorithm speed shows that with growth of n and γ
the number of demanded iterations has the dependence that is close to linear. That is
acceptable for a NP-complete task. Therefore, it is possible to draw a conclusion
that the proposed genetic algorithm for access scheme reconfiguration is efficient.

The received experimental results allow making a number of recommendations
for the administrator of the Internet of Things network. First of all, it should be

Table 1 Experimental results

n B γ Norm (ΔA) Norm (ΔX) Norm (ΔX2) T

10 45 0.10 5 8.4 8.2 28.5
0.25 11 18.2 17.9 37.3
0.50 23 38.5 39.1 47.4

25 300 0.10 30 51.5 53.5 125
0.25 75 119 137 210
0.50 150 225 241 265

50 1225 0.10 123 175 186 565
0.25 306 413 530 735
0.50 613 512 633 850
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noted that if the network is created for the first time then the administrator has to
implement an initial configuration of VLAN which minimizes quantity of virtual
subnets. Further actions for VLAN reconfiguration depend on dimension of the
network. If the network has low dimension (it is possible to assume that VLAN is
created on one router which has 8 or 16 ports), then at change of the given con-
nectivity matrix A the initial configuration or reconfiguration has identical impor-
tance. We recommend using the first algorithm in interests of additional
optimization of VLAN structure. If the Internet of things network has high
dimension (such case takes place when VLAN is created on one router which has
24, 32 and more ports or on a set of routers connected in a cascade way) then at a
change of the matrix A the administrator is obliged to use the reconfiguration which
causes considerably smaller number of changes in the available VLAN scheme,
than the initial configuration. It is necessary to notice that even if the matrix
A changes for 10 percent, the number of necessary changes in the VLAN scheme is
so big that the reconfiguration in the manual mode is almost impossible.

6 Conclusion

The paper proposes the approach to solve the problem of reconfiguration of VLAN
access schemes based on the developed genetic algorithm. The analysis of the
mathematical problem statement showed that the problem is the special kind of
BMF, in which both matrices, on which the connectivity matrix is decomposed, are
coincide. For this reason the use of known BMF methods is impossible. To solve
the problem it is offered to use genetic algorithms. It is shown that known genetic
algorithms cannot be directly used and demand improvement. The main
improvements that are offered are formation of initial population on the basis of
trivial decisions; using columns of the connectivity matrix as genes of chromo-
somes and implementing the criterion of the minimum costs of access scheme
change. The experimental assessment of the proposed genetic algorithm showed its
sufficiently high efficiency. Future research is related with usage of this approach to
other areas of access scheme reconfiguration.
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GAMPP: Genetic Algorithm for UAV
Mission Planning Problems

Gema Bello-Orgaz, Cristian Ramirez-Atencia, Jaime Fradera-Gil
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Abstract Due to the rapid development of the UAVs capabilities, these are being

incorporated into many fields to perform increasingly complex tasks. Some of these

tasks are becoming very important because they involve a high risk to the vehicle

driver, such as detecting forest fires or rescue tasks, while using UAVs avoids risking

human lives. Recent researches on artificial intelligence techniques applied to these

systems provide a new degree of high-level autonomy of them. Mission planning

for teams of UAVs can be defined as the planning process of locations to visit (way-

points) and the vehicle actions to do (loading/dropping a load, taking videos/pictures,

acquiring information), typically over a time period. Currently, UAVs are controlled

remotely by human operators from ground control stations, or use rudimentary sys-

tems. This paper presents a new Genetic Algorithm for solving Mission Planning

Problems (GAMPP) using a cooperative team of UAVs. The fitness function has

been designed combining several measures to look for optimal solutions minimizing

the fuel consumption and the mission time (or makespan). The algorithm has been

experimentally tested through several missions where its complexity is incremen-

tally modified to measure the scalability of the problem. Experimental results show

that the new algorithm is able to obtain good solutions improving the runtime of a

previous approach based on CSPs.
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1 Introduction

The potential applications of Unmanned Aerial Vehicles (UAVs) are varied, includ-

ing surveillance [8], disaster and crisis management [11], and agriculture or forestry

[7], among others. Therefore, over the past 20 years, a large number of research works

related to this field have been carried out [5]. Due to the rapid development of the

UAVs capabilities, these are being incorporated into many areas to perform increas-

ingly complex tasks. Some of these tasks are becoming very important because they

involve a high risk to the vehicle driver, such as detecting forest fire or rescue tasks,

while using UAVs avoids risking human lives.

A mission can be described as a set of goals that are achieved by performing some

tasks with a group of resources over a period of time. Specifically, mission planning

for UAVs can be defined as the planning process of locations to visit (waypoints) and

the vehicle actions to do (loading/dropping a load, taking videos/pictures, acquiring

information), typically over a time period. There are some attempts to implement

mission planning systems for UAVs in the literature. Doherty et al. [3] presented

an architectural framework for mission planning and execution monitoring and its

integration into a fully deployed unmanned helicopter. Then planning and moni-

toring modules use Temporal Action Logic (TAL) for reasoning about actions and

changes, and the knowledge gathered from the sensors during plan execution is used

in the process. Other novel approach formulates the mission planning problem as a

Constraint Satisfaction Problem or CSP, where the tactic mission is modelled and

solved using constraint satisfaction techniques [9].

These methods can be improved using stochastic search algorithms based on an

objective function to be optimized, also known as Genetic Algorithms (GAs). There

are many applications where GAs have been successful, from optimization [2] to

Data Mining [1, 6]. GAs have demonstrated to be robust, able to find satisfactory

solutions in highly multidimensional problems with complex relations between the

variables. The Soliday et al. [10] approach developed a GA able to effectively solve

UAV missions under complex constraints. The GA was constructed using a novel

representation based on the nearest neighbour search, being each allele the N Nearest

Neighbours. It uses a qualitative fitness function based on the number of mission

objectives and the time allowed. Finally, other novel work has designed a graph based

representation for mission planning of UAVs to carry out tasks in a flying space

constrained with the presence of flight prohibited zones and radar sites [4].

This work aims to design and implement a new mission planning algorithm in

order to improve the existing approaches using GAs. For this purpose a fitness func-

tion has been designed combining several measures to look for optimal solutions

minimizing the fuel cost and the mission time (or makespan). These measures used

in the fitness function and their weights can be changed in the algorithm settings.

Then the algorithm is applied to real-world cases and a detailed analysis of the exper-

imental results is carried out.

The rest of the paper is structured as follows. Section 2 describes the model

designed for generating UAV missions. Section 3 presents the genetic algorithm,
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the encoding used and the fitness function implemented to solve UAV missions.

Section 4 provides a description of the dataset used, the experimental setup of the

algorithm and a complete experimental evaluation of it. Finally, in Sect. 5, the con-

clusions and some future research lines of the work are presented.

2 UAV Mission Plan Description

This section details the proposed structure to generate missions that the genetic algo-

rithm receives as input, and also the output obtained. A UAV mission can be defined

as a number n of tasks to accomplish for a set of UAVs. A task could be exploring

a specific area or search for an object in a zone. One or more sensors or payloads
belonging to a particular UAV may be required to perform a task. Each task must be

performed in a specific geographic zone, at a specific time interval.

As can be seen in Fig. 1, the GA receives as input a list of tasks to be performed

in specific zones ([Ti, zj]), and a set of UAVs that can be used to perform these tasks.

After the execution of the GA for an input mission, the output will be the possibles

assignments of UAVs to tasks ([Ti, zj,UAVk] where Ti is a task, zj is the zone where

the task is performed and UAVk UAV is a vehicle from the set of available UAVs).

To perform a mission, there are m available UAVs, each one with specific char-

acteristics such as fuel consumption rate, list of available payloads, an attribute indi-

cating if the UAV is able to fly within restricted zones, and a position (geographical

coordinates). A UAV can be equipped with one or more payloads that allows to per-

form different types of tasks:

∙ Camera EO (Electro Optical): to take photos of large amplitude and long dis-

tance.

∙ Camera IR (Infra-red): to take photos and videos at night or in conditions of

very low luminosity. This sensor is also capable of performing thermal photos,

especially used to forest areas analysis and fire detection and prevention.

∙ Radar SAR (Synthetic Aperture Radar): to take images of an object allowing

its representation in 2D and 3D. It can be used to track a zone.

Fig. 1 Input/Output

example of the genetic

algorithm for mission

planning
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3 GA for Mission Planning Problems

The Genetic Algorithm for Mission Planning Problems (GAMPP) is a genetic algo-

rithm to solve mission planning problems using a team of UAVs. This section

describes this algorithm, including the encoding, the fitness function, and the genetic

operators applied. The algorithm is implemented according to the structure of a sim-

ple genetic algorithm as can be seen in Algorithm 1.

3.1 Encoding

A possible solution for a mission planning problem consists of the assignment of

each task to a specific UAV. If the mission contains a number N of tasks, the geno-

types (chromosomes) will be represented as a integer vector of size N. Each allele

represents a UAV assigned to a task. Therefore, if M is the number of UAVs to solve

the mission, the value of each allele is between 0 and M − 1 (see Fig. 2). In this

example, two UAVs (UAV0 and UAV1) perform most of the tasks, meanwhile the

rest of tasks have been assigned to other UAVs, therefore they can be performed in

parallel.

3.2 Genetic Algorithm

In the new approach used to solve mission plans, the population evolves using a

standard GA as it is shown in Algorithm 1. The algorithm performs an Elitism selec-

tion method, where the n-best chromosomes of the population are copied to the new

population (line 8 in Algorithm 1). This prevents losing the n-best found solutions.

Finally the genetic operators work as follows:

∙ Crossover: One-point crossover operator is applied. Firstly, two individual are

selected by tournament as parents, and a randomly point from the genome is cho-

sen (see lines 11 and 12 in Algorithm 1). Then the information of both parents is

swapped from this point to create two new offspring.

∙ Mutation: Uniform mutation is applied. A value of the genome is randomly cho-

sen, and this value (with a predefined mutation probability) changes from 1 to M,

where M is the number of available UAVs. See lines 13 and 14 in Algorithm 1.

Fig. 2 Chromosome representing a solution for a mission planning problem. Each allele represents

a particular assignment of a UAV to a task of the mission. This example is the solution for a mission

that contains 9 tasks and 6 UAVs for accomplishing these tasks
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Input: A mission M = (T ,U) where T is a set of tasks to perform denoted by {t1,… , tn} and

U is a set of UAVs denoted by {u1,… , um} representing the available vehicles to

perform the tasks. And positive numbers generations, population, 𝜇, 𝜆 and

mutprobability
Output: The chromosome Si = {a1, a2,… , an} such that Fitness(Si) is maximized

S ← randomly generated set of population of p chromosomes of size n, and the value of each

allele is from 1 to m
i ← 1
convergence ← 0
while i ≤ generations ∧ convergence = 0 do

F ← ∅
for j ← 1 to p do

F ← Fitness(Sj)
end
Sbest ← SelectNBest(𝜆,F)
S ← Sbest
for j ← 1 to 𝜆 do

p1, p2 ← TournamentSelection(Sbest)
i1, i2 ← OnePointCrossover(p1, p2)
i1 ← Mutation(i1,mutprobability)
i2 ← Mutation(i2,mutprobability)
S ← I ∪ {i1, i2}

end
i ← i + 1
convergence ← CheckConvergence(Sbest)

end
return SelectBest(S,F)
Algorithm 1: Genetic Algorithm for Mission Planning Problems (GAMPP)

3.3 Fitness Function

The fitness function implemented consists of two distinct phases to evaluate the

generated individuals. Firstly, the criteria ensuring that the mission can be resolved

successfully are evaluated. Afterwards, the quality of the mission is measured. For

this purpose, the fitness function has been designed combining various measures to

find an assignment of UAVs to the mission tasks minimizing the fuel cost and the

makespan. To look for optimal solutions, a weighted function based on these cri-

teria is used. The weights can be changed in the algorithm settings, and the fitness

function is calculated as follows:

F(i) = (Mak(i) ⋅ wmak + Fuel(i) ⋅ wfuel) ⋅ 𝛼 (1)

where wdur ∈ [0, 1], wfuel ∈ [0, 1], wdur + wfuel = 1 and 𝛼 is defined as:

𝛼 =
n∏

i=0
checkPayloads(i) ⋅ checkDur(i) ⋅ isResZone(i) (2)
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3.3.1 Validation Criteria

These criteria ensure that the mission can be solved successfully, avoiding invalid

solutions. Invalid solutions are discarded giving them the lowest value of the fitness

function, which is 0. To validate the solutions three types of constraints are checked:

∙ Payload Constraint: checks whether each UAV carries the corresponding pay-

load to perform the task assigned to it.

∙ Temporal Constraint: ensures that each UAV does not perform tasks at the same

time.

∙ Restricted Zone: checks whether only UAVs with permissions to fly within

restricted zones perform tasks developed in these restricted zones.

3.3.2 Optimization Criteria

Secondly, the quality of the solution is measured for valid individuals. A mission per-

formed with a lower duration and fuel consumed, is usually better. For this purpose,

the fitness function combines two different criteria:

∙ Makespan: Time required to perform the complete mission. The different UAVs

can perform tasks simultaneously. Therefore, the mission duration is given by the

time interval from the start time of the first task to the end time of the last task.

∙ Fuel cost: Sum of the fuel consumed by each UAV at performing its assigned

tasks. The fuel cost for a UAV k performing a task i is fueli = fuelConsume ∗
distancek→z, being fuelConsume the fuel consumption rate per distance unit of

a UAV, and distancek→z the distance from position k to position z given in geo-

graphic coordinates (latitude, longitude and altitude). This distance is calculated

using the positions of the UAVs and the zones where tasks are performed.

4 Experimental Results

4.1 Dataset Description

In this work, 15 missions have been designed, each one composed by an increasing

number of tasks from 1 to 15. The first mission is composed of one task; the second,

two tasks; and so on up to 15, which is the most complex mission to solve. In order

to solve these missions, there are a set of UAVs with specific equipments. Each task

needs a particular payload to be performed, and each UAV has different available

types of payloads.
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Table 1 Experimental setup

for the genetic algorithm
Mutation probability 0.1

Generations 300

Population size 1000

Selection criteria (𝜇 + 𝜆) 100 + 1000
Fitness function (wfuel) 0.7

Fitness function (wdur) 0.3

4.2 Experimental Setup

The GA parameters and the weights of the fitness function were obtained experi-

mentally by performing several tests with different range of values. Table 1 shows

the parameters used throughout the experimental phase where 𝜇 + 𝜆 is the selection

criteria used, being 𝜆 the number of offspring (population size), and 𝜇 the number

of the best parents that survive from the current generation to the next.

4.3 Results

Firstly, an analysis of the optimal solutions found is carried out. This can be seen in

Table 2. Considering the values obtained to the fitness function, they begin close to

1 (very close to the best possible value). However, these values decrease as the num-

Table 2 Optimal solutions found for missions with 1–15 tasks

Task Number Fval Duration (min) Fuel Consumed (l)

1 0.964 20 10.341

2 0.967 20 16.568

3 0.971 30 18.791

4 0.978 50 25.463

5 0.985 65 36.583

6 0.981 65 49.036

7 0.983 60 55.708

8 0.978 50 76.724

9 0.957 120 127.095

10 0.907 135 181.803

11 0.901 135 211.715

12 0.899 135 227.060

13 0.899 200 249.076

14 0.858 200 253.859

15 0.858 200 255.859
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Fig. 3 Task assignments between the different available UAVs for solving the missions

ber of tasks increase. Analysing the task assignments, as can bee seen in Fig. 3, the

algorithm carries out an equitable distribution of tasks between different available

UAVs. There are several tasks performing in parallel, and therefore the mission dura-

tion is lower. It means that as the complexity of the missions increases, the quality

Fig. 4 Comparative assessment of runtime using other approach for the mission planning problem
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of the optimal solution found decreases. But the algorithm is able to find solutions

performing the complete mission with enough quality.

Finally, to study the computational performance of the algorithm, the runtime

spent is compared with other approach based on a CSP model using Branch & Bound

(B&B) [9]. The same dataset and optimization function (0.7 ⋅ Fuel(i) + 0.3 ⋅Mak(i))
is used in both approaches. The results obtained are represented in Fig. 4. The time

difference observed is very high, being the time needed to assign 10 tasks in the

order of seconds (2, 3 s) to the genetic algorithm, whereas the CSP based approach

is in a order of minutes (4 min). It can be appreciated that the runtime of the GA has

a linear growth directly proportional to the number of tasks, whereas the runtime

spent in the approach based on CSPs grows exponentially.

5 Conclusions and Future Work

In this work, a new mission planning algorithm for UAVs using GAs has been

designed and implemented. For this purpose, a model to generate UAV missions is

designed. Using this model, a mission is defined as a set of tasks to be performed in

specific zones by several UAVs with some capabilities. In order to guide the search of

possible solutions, a fitness function has been designed to look for optimal solutions

minimizing the fuel cost and the makespan. The new algorithm has been tested using

several UAV missions, and the experimental results obtained are analysed. Regard-

ing the quality of the solutions, the algorithm performs a task assignment where the

mission tasks are equitably distributed between the different UAVs available. Addi-

tionally, a comparative assessment of runtime to solve the mission planning problem

is carried out. The experimental results obtained show that the new approach reaches

a better runtime than a previous approach based on CSPs.

Finally, some improvements can be made to the algorithm. It is important to

remark that the results obtained are highly dependant on the mission designed and

on the topology of the zones the missions are developed in. Therefore, further works

should consider different mission scenarios and topologies. In addition, the tactical

scenarios for the missions are on real-time and dynamic. Many changes can affect

the pre-loaded planning during its execution (UAVs failures, weather conditions,

new tasks, etc.). Therefore an on-line distributed variant of the algorithm could be

very useful.

Acknowledgments This work is supported by Comunidad Autónoma de Madrid under project

CIBERDINE S2013/ICE-3095, Spanish Ministry of Science and Education under Project Code

TIN2014-56494-C4-4-P and Savier Project (Airbus Defence & Space, FUAM-076915). The authors

would like to acknowledge the support obtained from Airbus Defence & Space, specially from

Savier Open Innovation project members: José Insenser, César Castro and Gemma Blasco.



176 G. Bello-Orgaz et al.

References

1. Bello-Orgaz, G., Camacho. D.: Evolutionary clustering algorithm for community detection

using graph-based information. In: IEEE Congress on Evolutionary Computation (CEC), 2014,

IEEE, pp. 930–937 (2014)

2. Bin, X., Min, W., Yanming, L., Yu, F.: Improved genetic algorithm research for route optimiza-

tion of logistic distribution. In: Proceedings of the 2010 International Conference on Compu-

tational and Information Sciences, ICCIS ’10, IEEE Computer Society, pp. 1087–1090, Wash-

ington (2010)

3. Doherty, P., Kvarnström, J., Heintz, F.: A temporal logic-based planning and execution moni-

toring framework for unmanned aircraft systems. Auton. Agents Multi-Agent Syst. 19(3), 332–

377 (2009)

4. Geng, L., Zhang, Y.F., Wang, J.J., Fuh, J.Y.H., Teo, S.H.: Cooperative task planning for mul-

tiple autonomous uavs with graph representation and genetic algorithm. In: 10th IEEE Inter-

national Conference on Control and Automation (ICCA), IEEE, pp. 394–399 (2013)

5. Kendoul, F.: Survey of advances in guidance, navigation, and control of unmanned rotorcraft

systems. J. Field Robot. 29(2), 315–378 (2012)

6. Menendez, H.D., Barrero, D.F., Camacho, D.: A co-evolutionary multi-objective approach for

a K-adaptive graph-based clustering algorithm. In: IEEE Congress on Evolutionary Computa-

tion (CEC), IEEE, pp. 2724–2731 (2014)

7. Merino, L., Caballero, F., Martínez-de Dios, J.R., Ferruz, J., Ollero, A.: A cooperative percep-

tion system for multiple uavs: Application to automatic detection of forest fires. J. Field Robot.

23(3–4), 165–184 (2006)

8. Pereira, E., Bencatel, R., Correia, J., Félix, L., Gonçalves, G., Morgado, J., Sousa, J.: Unmanned

air vehicles for coastal and environmental research. J. Coast. Res. pp. 1557–1561 (2009)

9. Ramírez-Atencia, C., Bello-Orgaz, G., R-Moreno, M.D., Camacho, D.: Branching to find fea-

sible solutions in unmanned air vehicle mission planning. Intelligent Data Engineering and

Automated Learning–IDEAL 2014, pp. 286–294. Springer, Switzerland (2014)

10. Soliday, S.W., et al.: A genetic algorithm model for mission planning and dynamic resource

allocation of airborne sensors. In Proceedings of the1999 IRIS National Symposium on Sensor

and Data Fusion. Citeseer (1999)

11. Wu, J., Zhou, G.: High-resolution planimetric mapping from uav video for quick-response to

natural disaster. In IEEE International Conference on Geoscience and Remote Sensing Sym-

posium, IGARSS, IEEE, pp. 3333–3336 (2006)



FSP Modeling of a Generic Distributed
Swarm Computing Framework

Amelia Bădică, Costin Bădică and Marius Brezovan

Abstract Swarm computing emerged as a computing paradigm for solving

complex optimization problems using a nature-inspired approach. A swarm of parti-

cles populates a virtual space that mimics the physical environment. Virtual particles

modeled as computational objects are behaving in the virtual space according to the

laws of nature, seeking to solve a mathematical optimization problem. In this paper

we propose a formal model of a generic distributed framework for swarm computing

based on Finite State Process algebra. The model is simple, clear and technology-

independent, and it can serve as a basis for concurrent or distributed implementation

using available software technologies.

1 Introduction

Swarm computing emerged as a new computing paradigm for solving complex opti-

mization problems using a nature-inspired approach. A swarm of particles populates

a virtual space that mimics the physical environment. Virtual particles modeled as

computational objects are behaving in the virtual space according to the laws of

nature, seeking to solve a mathematical optimization problem.

Swarm computing has been proposed as an approach for solving difficult com-

putational problems using methods of collective intelligence, decentralization and

self-organization. The entities of a swarm can interact by exchanging information

either directly or more often, indirectly, via the environment. They usually emulate

the behavior of various types of natural entities like: insects, molecules, particles,

birds or animals.
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While the general paradigm of swarm computing is still not well-understood, cur-

rently, a large variety of nature-inspired algorithms is included under its umbrella.

Well-known examples are Ant Colony Optimization [5] and Particle Swarm Opti-

mization [7].

The virtual environment acts as a container of entities, as well as an information

repository, where entities can deposit and retrieve information. Several approaches

have proposed the use of parallel and distributed computing for implementing the

entities’ environment [6, 10]. The main idea is to partition the state space of the

entities and to allocate each set of the partition to a unique processor or computational

node.

In this paper we propose a formal model based on Finite State Process algebra

(FSP hereafter), of a generic distributed framework for swarm computing inspired

by the approach introduced in [6] for Ant Colony Optimization. Nevertheless, we

think that this approach is quite general and it can be applied to obtain distributed

variants of other swarm computing models.

We think that the main contribution of this paper is methodological. It presents a

simple, clear and technology-independent model of a distributed swarm computing

framework. The model can serve as a basis for concurrent or distributed implemen-

tation using available software technologies.

The paper is structured as follows. After this introductory section, we follow in

Sect. 2 with a brief discussion of related works. Section 3 introduces FSP, as well

as our proposed framework of distributed swarm computing. In Sect. 4 we describe

in detail the FSP model of our application and its implementation using Java and

Jason. Finally, in Sect. 5 we present our conclusions and point to possible future

developments.

2 Related Work

The paper [10] introduces a method for parallel state-space search that is based

on partitioning the state space and assigning each partition to a separate process.

The mapping of states to partitions is done using a hash function. The method is

applied to model checking algorithms similar to those employed by the SPIN model

checker [1]. This approach has some similarities to our framework, as it employs the

same technique of partitioning the state space. On the other hand, swarm algorithms

can also be described as state space search algorithms based on iterative improve-

ment.

The paper [6] introduces a framework for distributed Ant Colony Optimization.

The framework was developed to run on a cluster of workstations and was applied

to solving path optimization problems in graphs, including the Traveling Salesman

Problem. The set of graph vertices was evenly partitioned and each partition was

assigned to a software agent. Then, the system was deployed using agent middleware

on a cluster of workstations, such that each computer ran a single agent. Basically,
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the formal model that we propose here is an abstraction of the distributed system

introduced in [6].

FSP is presented in detail in textbook [8]. This formal modeling language can be

used to model multi-threaded Java programs in concurrent programming. At least

in principle, the model developed in our paper can use the same methodology for

its implementation using a multi-threaded approach. Nevertheless, other distributed

computing technologies can be used for implementing the model, including multi-

agent middleware, inter-process communication, as well as distributed object sys-

tems [4].

FSP was used for formal modeling in different areas including business processes,

service composition and interaction protocols in multi-agent systems. In paper [2]

the authors introduced a formal model of a service-oriented auction server, while

in paper [3] the authors used FSP for modeling interaction protocols involving

requester, provider and middle agents. The resulting models can be checked for cor-

rectness using a variant of Linear Temporal Logic, adapted for the action-based

approach of FSP, known as Fluent Linear Temporal Logic—FLTL. This logic is

also introduced in [8]. We can apply the same logic language and methodology for

checking liveness and safety properties of our model.

Swarm computing attracted researchers working in high-performance comput-

ing. Consequently, there is a quite rich research literature covering parallel, distrib-

uted and high-computing approaches applied to swarm algorithms. For example, an

overview and classification of parallel computing approaches to ACO was reported

by the authors of [9]. This work introduces an interesting and novel classification

scheme for parallel ACO algorithms. According to this classification, the cellular

model of the ant colony that is structured as a set of small and overlapping neigh-

borhoods is the closest to our approach. Nevertheless, none of the models included

in this classification was analyzed at the level of providing a formal definition, as we

propose here.

3 Background

3.1 Finite State Process Algebra

Finite State Process algebra is an algebraic specification technique of concurrent and

cooperating computational processes as finite state labeled transition systems (LTS

hereafter). FSP allows a more compact and easy to manage description of an LTS,

rather than by directly describing it as a list of states and transitions between states.

FSP is an action-based language, rather than a state-based language, as for exam-

ple SPIN [1]. Basically this means that the main modeling elements are abstract

actions, rather than states and their transformations. The advantage is that an FSP

model has a more compact representation. However, details regarding states are dif-

ficult to model using the FSP approach. Nevertheless, we found this modeling par-
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adigm useful for our purpose, as our modeling is emphasizing the movement (i.e.

actions) of swarm particles, rather than the details of their state transformation.

An FSP model contains a finite set of sequential and/or composite process def-

initions. The definition of a sequential process contains a sequence of one or more

definitions of local processes. A local process definition PN = PT consists of a

process name PN associated to a process term PT .

FSP uses a rich set of operators for constructing process terms (see [8] for details).

There are sequential, as well as composite process terms.

Sequential processes are defined by sequential process terms using the following

constructs:

(i) Action prefix (a → P). It denotes a sequential process that executes action a and

then behaves like sequential process P.

(ii) Nondeterministic choice (P|Q). It denotes a sequential process that nondeter-

ministically chooses to behave either like P or like Q.

Composite processes are defined by composite process terms using the following

constructs:

(i) Parallel composition (P||Q). It denotes a composite process that represents

the parallel composition of composite or sequential processes P and Q using

action interleaving semantics. Additionally, P and Q are constrained to proceed

together on actions from their common alphabet (this constrained behavior is

called synchronization).

(ii) Re-labeling (P∕{new1∕old1,… , newk∕oldk}), where oldi are action labels and

newi are either action or sets of action labels.

FSP has an operational semantics given by the translation of process terms into

an LTS. The mapping of an FSP term to an LTS is described in detail in [8]. The

operational semantics is compositional, following the intuitive meaning of each FSP

operator.

3.2 Framework of Distributed Swarm Computing

Our framework proposes a system composed of a set computational nodes, called

just nodes in what follows. Each node acts as a container of swarm entities (just

entities henceforth). Each node of the system is capable to receive entities from other

nodes, to process (i.e. to change the state of) entities, as well as to send entities to

other nodes. The block diagram of our proposed architecture of a distributed swarm

computing system, instantiated for a set of 3 nodes, is shown in Fig. 1.

The system is using a mapping function that maps each entity e based on the

contents of its state, to a node. So, if E is the set of entities and N is the set of

nodes, the mapping function is defined as 𝜇 ∶ E → N . For each entity e ∈ E , node

𝜇(e) is responsible with processing entity e. The framework is generic, i.e. it allows
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Fig. 1 Architecture of a distributed swarm computing system

the definition of static as well as dynamic mappings, for example inspired by parallel

graph searching methods [10].

Additionally, each node has a local memory where it is able to store locally the

information resulting after processing of each incoming entity. Note that this infor-

mation depends on the particular type of swarm computing algorithm. For example,

it can be pheromone information for an Ant Colony Optimization algorithm. More-

over, updates of state entities can take into account the local information of a node.

Using this simple mechanism entities are able to exchange information using the

“environment” of nodes, in a similar way insects or particles can indirectly exchange

information or energy via the physical environment.

Nodes are able to exchange entities via communication channels. Whenever the

state of an entity is updated, the mapping function determines if the updated entity

should remain on the same node or it should be transferred to another node. Using

this mechanism the computation load taken by the entities’ state update operations is

distributed among the nodes, at the communication cost for transferring the entities

between nodes. Moreover, entities are able to indirectly exchange information via

the local memory of nodes. An entity can deposit information in the local memory

of a node, while the other entities that visit the node can read this information and

update their states accordingly.

A node is composed of:

(i) An interface for receiving entities. This component is responsible with receiv-

ing entities from other nodes.

(ii) A queue of entities. Each received entity is stored into the queue. Then, enti-

ties are extracted from the queue and processed one by one, according to the

state update rules of the swarm algorithm. Each updated entity is re-mapped

to a node. If the resulting node is the same as the current node, then the entity
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Fig. 2 Architecture of a swarm computing node

goes back into the queue. Otherwise, the entity is serialized and sent to the

destination node.

(iii) An interface for sending entities. This component is responsible with sending

entities to other nodes.

The block diagram of the node architecture presenting node components and their

interaction is shown in Fig. 2.

4 Modeling Distributed Swarm Computing Using FSP

4.1 Model Presentation

Using abstraction as a basic principle of modeling, we abstract away from the actual

state of an entity, as well as from the details of processing entity state information.

Let us assume that in our system there are P entities and N nodes. To simplify

the presentation we assume that P is a multiple of N. Each node is initialized to hold

K = P∕N entities. At each moment in time a node I ∈ {1, 2,… ,N} contains in the

corresponding queue XI entities. Obviously we have 0 ≤ XI ≤ P and
∑N

I=1 XI = P.

For each I ∈ {1, 2,… ,N} we use Node(I) to refer to the Ith node, and we refer to

its respective components as Queue(I), SendInterface(I), and ReceiveInterface(I).
We start with the modeling of the queue component of Node(I). As we abstract

away from state entities, we are only interested in the number of entities held by each

queue in the system, rather then their actual values. With this assumption, the model

of Queue(I) is shown in Fig. 3.



FSP Modeling of a Generic Distributed Swarm Computing Framework 183

Fig. 3 FSP model of the queue of entities Queue(I)

Fig. 4 FSP model of the receiving interface ReceiveInterface(I)

The second component is the ReceiveInterface(I). It recognizes the messages of

type exchange[j][I] transporting entities sent by Node(j) to Node(I) with j ≠ I. The

model of ReceiveInterface(I) is shown in Fig. 4.

The third component is the SendInterface(I). It extracts an entity from the queue

and then it processes the entity. As we abstract away from the processing details

(including also the mapping functions that assigns an entity to a node), we model

this situation with the nondeterministic choice of one action from the set of possible

actions process[I][i] where i ∈ {1, 2,… , n}. If i = I then the updated entity is

pushed into Queue(I). Otherwise, if i ≠ I the updated entity is sent out to Node(i).
The model of SendInterface(I) is shown in Fig. 5.

The Node(I) component is described as a parallel composition of Queue(I),
SendInterface(I) and ReceiveInterface(I) components. Then, the system is defined

as the parallel composition of all Node(I) components for I ∈ {1, 2,… ,N}. Systems
and Node(I) processes are described in Fig. 6.

Note that both processes SendInterface(I) and ReceiveInterface(I) are

independently pushing entities onto Queue(I). Each of these push operations rep-

resent different actions of process Node(I). This aspect is captured by renaming the

push operations of SendInterface(I) and ReceiveInterface(I) with push1 and push2
respectively. Consequently, the component Queue(I) of process Node must allow

Fig. 5 FSP model of the receiving interface SendInterface(I)
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Fig. 6 FSP model of the Systems and Node(I) components

both push1 and push2 operations to proceed independently. This aspect is modeled

by renaming the push action of Queue(I) as either push1 or push2, so relabeling with

the set {push1, push2} is used (see Fig. 6).

Summarizing, two FSP processes are accessing the Queue(I) to push entities:

(i) ReceiveInterface(I) receives entities from other nodes and those entities must be

pushed onto the Queue(I). This is achieved using action push2 in Fig. 6.

(ii) SendInterface(I) extracts an entity from Queue(I), processes the entity and if the

updated entity is mapped back to the same node then it must be pushed onto the

Queue(I). This is achieved using action push1 in Fig. 6.

In order to assure the correct synchronization on the right “push” operation we

have used the action renaming in Queue(I)∕{{push1, push2}∕push} before the com-

position of the queue process with the send and receive interfaces, in the definition

of Node(I) from Fig. 6.

4.2 Experiment and Discussions

The FSP model introduced in this paper was developed using the Labeled Transition

System Analyzer tool—LTSA, version 3.0.
1

LTSA allows the preparation, visualization and analysis of an FSP model. The

model can be edited and translated into its LTS representation. The resulting LTS

model can be visualized and navigated through using different graph layouts, with

the help of the Defroge extension of the LTSA tool.
2

We used LTSA to analyze our model for the following values of the parameters:

N = 3 nodes, P = 12 entities and each node is initialized with K = 4 entities. We

recorded the number of states and transitions of each component in Table 1.

Analyzing the values from Table 1, it can be easily observed that the size of the

resulting LTS of a complex system is increasing exponentially with respect with the

number of its components. For example, the number of states of component Node is

the product of the number of states of each component, i.e. 195 = 13 × 3 × 5. This

can make infeasible the analysis of large systems using LTSA.

1
http://www.doc.ic.ac.uk/ltsa/. The model can be downloaded from: http://software.ucv.ro/

~cbadica/fsp/idc2015_models.zip.

2
http://lvl.info.ucl.ac.be/Tools/LTSADelforge.

http://www.doc.ic.ac.uk/ltsa/
http://software.ucv.ro/~cbadica/fsp/idc2015_models.zip
http://software.ucv.ro/~cbadica/fsp/idc2015_models.zip
http://lvl.info.ucl.ac.be/Tools/LTSADelforge
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Table 1 An example of a Table

Component # states # transitions

Queue 13 24

ReceiveInterface 3 4

SendInterface 5 7

Node 195 517

System 141255 728514

Fig. 7 LTS of Node process

As an example Fig. 7 shows the graphical representation of the LTS of a Node
process, generated using LTSA Defroge, using the “Space-filling ISOM” layout. It

can be noticed that, although interesting, even for a simple system with less than 200
of states, this type of visualization is difficult to follow.

As part of our analysis we observed that our System is free of deadlocks. This is a

basic safety correctness property of a system. A safety property is satisfied if and only

if for each execution scenario of the system it is true in each system state. Deadlock

describes a state of a distributed system other than normal termination when none

of its processes can make any further legal action. In our example, deadlock means

that the system reached a state where none of its nodes can receive, process or sent

swarm entities. For the definition and analysis of other more interesting properties

of the system we can use the FLTL framework [8].

Moreover, from the mathematical point of view, the use of this model checking

approach for verifying the deadlock property is of limited value, as it is valid only for

the specific values of the parameters considered in the analysis. A rigorous analysis

still needs a mathematical proof of the property—deadlock in this particular case.

This proof is left as future work.
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5 Conclusion

In this paper we proposed a simple FSP formal model of a generic framework for

distributed swarm computing. The model can serve as a basis for development and

implementation of various swarm computing algorithms using the available distrib-

uted computing technologies. As future work we would like: (i) to expand the initial

formal analysis of this model by defining correctness properties and give the cor-

responding mathematical proofs; (ii) to investigate various computational methods

of implementing systems by refining our proposed formal model, for example using

multi-threading technology.
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Abstract In this paper, we propose a meta-data based approach for a deliberate job

flow distribution in computing environments, such as utility Grids. Under condi-

tions of a heterogeneous job flow composition and a variety of resource domains,

we examine how different job and resource characteristics affect the efficiency of

the scheduling process. Based on the most significant job flow and resource domain

characteristics a heuristic distribution quality indicator is introduced. Additional sim-

ulation study is performed to verify the indicator in different distribution strategies

and to compare them with a random job flow allocation.

V. Toporkov (✉) ⋅ D. Yemelyanov ⋅ P. Potekhin

National Research University “MPEI”, Ul. Krasnokazarmennaya,

14, Moscow 111250, Russia

e-mail: ToporkovVV@mpei.ru

D. Yemelyanov

e-mail: YemelyanovDM@mpei.ru

P. Potekhin

e-mail: PotekhinPA@mpei.ru

A. Toporkova

National Research University Higher School of Economics, Ul. Myasnitskaya,

20, Moscow 101000, Russia

e-mail: AToporkova@hse.ru

A. Tselishchev

European Organization for Nuclear Research (CERN), Geneva 23 1211, Switzerland

e-mail: Alexey.Tselishchev@cern.ch

© Springer International Publishing Switzerland 2016

P. Novais et al. (eds.), Intelligent Distributed Computing IX,

Studies in Computational Intelligence 616,

DOI 10.1007/978-3-319-25017-5_18

189



190 V. Toporkov et al.

1 Introduction

The fact that resources of utility Grids are non-dedicated makes challenges in the

scheduling problem solution. In distributed computing with a lot of different par-

ticipants and contradicting requirements the most efficient approaches are based on

economic principles [3, 7, 11, 16]. A matter of the utmost importance for virtual

organizations (VO) is to efficiently manage available computational resources with

such quality of service indicators as an average job execution time and a number

of required scheduling cycles while fulfilling requirements of all VO stakeholders:

users, resource owners and VO administrators. The complexity of resource manage-

ment and scheduling in distributed computing is determined by geographical distri-

bution, resource dynamism and inhomogeneity of jobs and execution requirements

defined by users of VOs [4, 8].

Diverse approaches to job scheduling can be classified based on job-flows allo-

cation methods. In decentralized job-dispatching process, schedulers usually reside

and work on the client side and fulfill end-user requirements (AppLeS [2], PAUA

[5]). Centralized job-dispatching implies that a meta-scheduler ensures the efficient

usage of all the resources. The meta-scheduler works with meta-jobs accompanied by

resource requests, that contain resource characteristics required for the job execution.

Such a hierarchical model is used in X-Com [18], GrADS [6] and other systems [4].

It is possible to evaluate job resource requirements statistically or by using expert sys-

tems [10]. Generally, the job-flow scheduling problem is solved using standard meth-

ods or algorithms, which include First-Come-First-Served, backfilling, user ranking

mechanisms and resource sharing [1, 9, 17]. Within these approaches it is impor-

tant to maintain the queue order and user priorities when executing these jobs. Even

more“honest” queue forming is based on economic principles [11], which take into

account single job features and their impact on the queue. Cycle job-flow scheduling

[14] allows fulfilling VO requirements to a greater extent. Such scheduling is based

on the set of dynamically updated information about the load of available resources.

Three problems are being solved within each scheduling cycle: (1) job selection from

a global flow; (2) forming jobs framework; (3) jobs scheduling and allocation based

on the selected VO policy. During the job batch execution the VO policy, as a rule,

has higher priority than single batch jobs preferences. This allows optimizing overall

job batch execution parameters. For example, in a similar solution [19], it is described

how a problem of minimizing the total energy consumption is solved during the job

batch execution. However, at the same time queue order can be affected. There are

two main steps in the cycle scheduling scheme (CSS) [14] for a single job batch:

firstly, several execution alternatives are found for each job for a given scheduling

interval and, secondly, the set of alternatives (one alternative for each job) is chosen

following the VO policy [13]. Several execution alternatives allow optimizing the

schedule for a batch of independent jobs. In order to fulfill VO user requirements

the job batch is populated with the jobs with the highest priority (e.g. those in the

beginning of a standard queue). Execution alternatives allocation is also performed

sequentially for each job, which, in its turn, guarantees, that the priorities are fol-
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lowed. When additionally, user optimization criteria are used, one can guarantee

“fair” scheduling of the whole job batch [12, 13]. However, it is worth noting, that

job selection using simple user priorities can negatively impact the scheduling effi-

ciency of the whole job batch. In other words, in order to increase the whole job

batch scheduling efficiency according to the VO requirements one should evaluate

different methods of job framework ranking.

In our previous works we considered job scheduling problems on an application

level [15] and a job flow level in a single resource domain (including researches of

an overall scheduling efficiency [13] and fair share scheduling mechanisms [14]).

In this paper, we study problems of a job flow distribution for the cycle scheduling

in multi-domain environments. However resulting principles may be implemented

in a wide range of scheduling approaches. Based on a job-flow scheduling simu-

lation, a heuristic job and resource domain “compatibility” indicator is proposed.

This indicator can be used to increase the job-flow scheduling efficiency in terms of

resources utilization or user jobs execution characteristics. The rest of this paper is

organized as follows. Sections 2 and 3 present basic job flow and distributed envi-

ronment parameters, and simulation results necessary to determine the most signifi-

cant pre-scheduling factors. A heuristic distribution quality indicator is presented in

Sects. 4 and 5 contains comparative job flow scheduling simulation results. Conclu-

sion and next steps are defined in the summary section.

2 Job Flow Distribution Problem

One of the key problems of a job flow hierarchical distribution structure is a deliber-

ate user jobs allocation between the different job flows or available resource domains.

To formalize the job flow distribution process, which can be considered as a pre-

scheduling step, it is reasonable to rely on a meta information from a user job resource

request. The resource request represents user requirements and expectations for the

job service quality. The CSS model considered in this paper has the following basic

resource request requirements to computational nodes.

1. Number n of computing nodes to be simultaneously allocated for the job execu-

tion.

2. Minimal computing nodes’ relative performance indicator p required for the job

execution.

3. Resource reservation time T required for the job execution on computing nodes

with relative performance p.

4. Maximal job execution (hence a resource reservation) budget S allocated by user.

Thus, a maximal price allowed per a computing node time unit is c = S
T∗n .

To describe an individual computing node the following parameters are consid-

ered.

1. Computing node relative performance indicator p0.
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2. Price c0 per a time unit specified by the resource owner.

3. Computing node local schedule during the scheduling interval.

Using the relative resource performance indicator p0 allows to estimate job execu-

tion time on resources with different performance. For example, job execution time

may decrease according to the performance level of the nodes the job is allocated to.

For the effective job flow distribution between the available resource domains it

is important to determine the factors which contribute most to a job and a resource

domain “compatibility”. In this context a term “ compatibility” means some indicator

of how resource domain average parameters satisfy job resource requirements. Thus,

the higher value of the compatibility indicator means the higher possibility of a job

successful execution during the considered scheduling interval.

3 Significant Job Flow Allocation Parameters

In order to correlate resource request parameters with an individual resource domain

one needs to formalize the domain’s behaviour and to determine the most significant

characteristics in terms of a job allocation. The following resource domain charac-

teristics averaged over a single scheduling interval were considered for this purpose:

1. n0—a total number of computing nodes in a resource domain; n∗0—a total num-

ber of computing nodes satisfying the resource request requirements with perfor-

mance indicator value pi > p;

2. p0—an average resource domain computing nodes performance;

3. Nl—a total number of slots available in the resource domain during the scheduling

interval;

4. l0—an average slot time length in the resource domain;

5. V0 = Nl ∗ l0—a total amount of processor time available in the resource domain

(sum of all available slots);

6. c0—an average computing node utilization price per time unit;

7. Q0—an average value of a price/cost factor in the resource domain; for an indi-

vidual computing node Qi =
ci
pi

is a price of a unit of performance for a unit of

time; the corresponding user job request price/quality indicator can be calculated

as the following: Q = c
p = S

t∗n∗p (the ratio of a maximal price per a time unit to a

required minimal node performance).

The scheduling of each job flow related to a resource domain generally could be

performed with any suitable scheduling approach. However for the current research

we propose to use the cycle scheduling scheme [14] as it provides the following two

important features. First, the job scheduling results are strongly dependent on a job

queue order, hence the higher job’s position in the queue means the higher probability

of successful scheduling on a considered time interval. In that sense CSS has queue

compliance properties similar to a traditional widely used backfilling algorithm. Sec-

ond, CSS feature is that for each job there is an attempt to allocate as much execution
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alternatives as possible. Analyzing numbers of execution alternatives found for each

job can provide an additional insight into which meta parameters affect the schedul-

ing process and how.

A series of job flow scheduling experiments were carried out to determine the

most significant job allocation and resource domain characteristics with a simulator

[15]. Overall more than 5000 scheduling cycles with 40 randomly generated jobs

per cycle were simulated using the CSS. A resource domain composition and a local

schedule were generated once and remained unchanged during the whole series.

At the same time parameters for a resource domain and 20,000 different resource

requests with the final distribution results were stored in a file for a more thorough

analysis.

A module for a visual scheduling results presentation in a given coordinates was

developed to help determine characteristics affecting the scheduling results most.

Every individual job is presented as a filled circle and the more execution alternatives

were allocated for a job the bigger the circle’s radius is. For example, Fig. 1 shows

jobs for which no suitable allocations were found: all circles have the same default

radius.

Figure 1 shows each job in Q− p coordinates taken from the resource requests. A

vertical line represents an average price/quality coefficient Qo for a resource domain.

A horizontal line represents average performance p0 of the resource domain com-

puting nodes. As can be seen from Fig. 1, the successful distribution probability

increases when job’s Q and p values are exceed the corresponding resource domain’s

average values. The number of alternatives found also increases for jobs with a rel-

atively high Q value and undemanding to resources. It can be seen from a relatively

small number of circles right to a vertical line and down from a horizontal line.

The job flow distribution results were also considered in coordinates of other

resource request and resource domain’s parameters. For example, Fig. 2 shows job

Fig. 1 Jobs with no suitable allocation found in Q − p coordinates
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Fig. 2 Job flow allocation results in n − p coordinates: (a)—no suitable allocation found; (b)—

allocation found

flow distribution results in n − p coordinates and the horizontal line represents an

average resource domain nodes performance level p0. Additionally Fig. 2b shows

how a number of the possible execution alternatives depends on job p and n require-

ments.

As a result of the conducted job flow scheduling simulation and the following

analysis the resource domain average characteristics which affect the scheduling

result were determined. These parameters include Q0, p0, l0, V0. When values of

these characteristics are compared to the corresponding resource request’s parame-

ters, one is able predict the job’s probable scheduling outcome. Obviously when

the user is ready to pay for high performance resources (and provides the high Q
value) or does not request much processing power, chances for successful distribu-

tion increase. At the same time when a resource domain has the relatively high aver-

age performance p0, it is possible to execute more user jobs at the same scheduling

period.

In order to allocate resources for jobs with high demands (for example for jobs

requesting a large number of simultaneously available nodes n), it is essential to

provide enough processing time during the each scheduling cycle(related) l0 and V0
resource domain characteristics.

4 Distribution Quality Coefficient

As a compatibility measure of an individual job and a resource domain we propose an

empiricalDq coefficient.Dq describes chances for a job to be scheduled and executed

successfully during the present resource domain scheduling interval. Dq can have

positive (high chance to be executed) or negative (low chance to be executed) values.
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This coefficient consists of several summands, corresponding to the various char-

acteristics of a resource domain and a user job. For each of the summands adjusting

parameters are introduced: Kr—a weight coefficient determining the importance of

the summand; Cr—a threshold value, approximately determining the value at which

at least one alternative for the job is likely to be found. The values of the adjusting

parameters can be formed based on statistics of the previous scheduling cycles or

expert estimates. Thus, each summand can be presented in the following form:

Dqr =
Kr
Cr

∗ (Cr −
r
r0
), (1)

where r is a job characteristic, r0 is a corresponding resource domain parameter.

Additionally, r0 may be modified to account for jobs already pending in the consid-

ered resource domain job queue.

Thus, for example, in accordance to (1) a term:

Dqv =
Kv
Cv

∗ (Cv −
T ∗ p ∗ n

V0
) (2)

characterizes the ratio of slot utilization time required to execute the job and total

processor time available during the considered scheduling cycle. In (2), Kv is a

weight coefficient and Cv is a threshold value.

Using Dq coefficient it is possible to assign jobs to resource domains in different

ways. We assume, that apart from an obvious strategy to assign jobs to the domains

providing the highest Dq indicator value, it is reasonable to consider domains with

the minimal positive Dq value—“threshold” domains. This threshold policy allows

balancing of job flow execution during many cycles and providing the most efficient

resource utilization. Otherwise, high performance resource domains could be over-

loaded with relatively small jobs, while resource demanding jobs will stuck in the

queue.

5 Job Flow Allocation Simulation Study

The goal of the study is to estimate the properties of Dq indicator and it’s particular

qualities for a job flow distribution. It should be noted that one of Dq core benefits

is that it does not require a preliminary job scheduling [7] for selecting a suitable

resource domain which implies a relatively high job flow distribution processing

speed.

The following is the input data for the experiment: the computational environ-

ment consists of 8 resource domains with different randomly generated characteris-

tics (the resource domains’ computational nodes number varies from 10 to 25 units;

the scheduling interval length is defined as 600 time units of Grid simulator [15];

the job queues for each domain already contain 19 randomly generated high prior-



196 V. Toporkov et al.

Table 1 Job distribution results

Strategy Successful, % Alternatives Time Cost

Random 33,1 2,44 40,14 1070,48

Threshold 57,9 2,39 39,13 1101,15

Best 70 2,86 36,89 943,65

ity user jobs); the next single user job is taken (generated) from the global job flow

for the assignment to one of the available domains. The goal of the experiment is to

select the best allocation. Three different distribution strategies are considered in the

experiment:

1. Random—the job is assigned to a random resource domain;

2. Best—the job is assigned to a resource domain providing the maximum Dq value;

3. Threshold—the job is assigned to a resource domain providing the minimum pos-

itive Dq value.

The Random strategy represents a general job queue First-Come-First-Served dis-

tribution policy with no use of job meta-parameters. The Best strategy assigns the

job to a resource domain with the highest chances of successful execution according

to Dq value and better suited for individual jobs execution. The Threshold strategy is

intended to maximize resource domains utilization level, though it requires a fine tun-

ing of the Dq threshold and weight coefficients. The simulation results for different

distribution strategies: percentage of jobs executed successfully, an average number

of execution alternatives, job execution time and cost are presented in Table 1.

The results show that the Best strategy provides the best values for all considered

job distribution and scheduling efficiency parameters: the maximum successful job

execution percentage, the minimum job execution time and cost. According to Dq
value the most suitable, sometimes even too advanced domains were selected for

the job and hence the strategy provides the best assignment for the particular job.

From another hand, the Threshold strategy shows a decent successful job execution

percentage result especially compared to Random. Other considered parameters (the

strategy provides the maximum job execution cost and time) demonstrate that the

Threshold distribution allows to execute jobs in the domains roughly satisfying the

jobs resource requests thereby keeping domains with higher performance capacity

in reserve. The Random strategy shows inferior results both in terms of a single

job distribution optimization (compared to Best) and in terms of resource domains

utilization level maximization (compared to Threshold).

Thus, Dq indicator can be used for job flow distribution process depending on the

certain distribution strategy and optimizing execution of some particular jobs or the

whole computational environment utilization and throughput.
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6 Conclusions and Future Work

In this work, the problem of a deliberate job ow distribution in such heteroge-

neous distributed computing environments as utility Grids is considered. In order

to increase the distribution efficiency it is reasonable to rely on a job and a chosen

resource domain meta information. Based on simulation studies we define significant

factors affecting the job allocation and propose the general job and resource domain

“compatibility” indicator Dq. We consider two different job flow distribution strate-

gies: Best maximizes Dq values and hence the successful scheduling probability;

Threshold is intended to maximize resource domains utilization level by allocat-

ing jobs to domains with minimum positive Dq values. The simulation study shows

advantage of both strategies over the Random First-Come-First-Served job flow dis-

tribution approach. These results confirm advantages of the proposed heuristic Dq
indicator for effective job flow distribution in distributed computing environments.

Further research is aimed at developing methods for job allocation between several

resource domains and forming a job framework while fulfilling requirements of all

VO participants.
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A Data Processing Framework
for Distributed Embedded Systems

Ichiro Satoh

Abstract A MapReduce-based framework for processing data at nodes on the Inter-

net of Things (IoT) is presented in this paper. Although MapReduce processing and

its clones have been designed for high-performance server clusters, the processing

itself is simple and generalized, so it should be used in non-high-performance com-

puting environments, e.g., IoT and sensor networks. The proposed framework is

unique among the other MapReduce-based processing approaches, because it can

locally process the data maintained in nodes on the IoT rather than within high-

performance server clusters and data centers. It deploys programs for data process-

ing at the nodes that contain the target data as a map step and executes the programs

with the local data. Finally, it aggregates the results of the programs to certain nodes

as a reduce step. The architecture of the framework, its basic performance, and its

application are also described here.

1 Introduction

The Internet of Things (IoT) connects devices such as everyday consumer objects

and industrial equipment onto the network, enabling for information gathering and

management of these devices via software to increase efficiency, enable for new ser-

vices, or achieve other health, safety, or environmental benefits. IoT generate large

quantities of data that need to be processed and analyzed in real time. IoT gener-

ally transfers massive amounts of small message sensor data to data centers or cloud

computing environments for processing, because the computational resources of IoT

devices are assumed to be limited. Most existing approaches assume to process a

large amount of data at data centers. MapReduce is one of the most typical and

modern computing models among them for processing large data sets in distributed

systems. It was originally studied by Google [2] and inspired by the map and reduce
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functions commonly used in parallel list processing (LISP) or functional program-

ming paradigms.Hadoop, is one of the most popular implementations of MapReduce

and was developed and named by Yahoo!.

The processing of large quantities of data generated from IoT devices in real time

will increase as a proportion of inbound traffics and workloads in networks from IoT

to data centers. However, bandwidth of networks between IoT and these data centers

tend to be slow and unreliable. IoT threatens to generate massive amounts of input

data from sources that are globally distributed. Transferring the entirety of that data

to a single location for processing is not technically and economically viable.

Modern IoT devices tend to have certain amounts of computational resources.

For example, a Raspberry Pi computer, which has been one of the most popular

embedded computers, has a 32 bit processor (700 MHz), a 512 MB memory, an Eth-

ernet port, and USB ports. Therefore, such IoT devices have potential capabilities

to execute a small amount of data processing. In fact, we have already installed and

evaluated Hadoop on Raspberry Pi computers running Linux, but the performance

is impractical even when the size of the target data is small, e.g., less than 10 MB.

Hadoop has been essentially designed to be executed on high performance servers

and it is complicated so that it is almost impossible to redesign it for IoT devices, e.g.,

embedded computers. Therefore, a MapReduce framework is proposed here that is

available on limited computers and network in IoT, e.g., Raspberry Pi computers,

independently of Hadoop. The framework has three key ideas to save computational

resources at a node. The first is to deploy and execute programs for data processing

at IoT nodes that include the target data. The second is to introduce management

functions into programs for data processing. The third is to provide Key-Value Store

(KVS) for MapReduce processing available with limited memory.

The author previously proposed another data processing framework based on

mobile agent technology [7]. The framework proposed in this paper is constructed

independently of the previous one except for the notion of the deployment of pro-

grams for data processing.

2 Related Work

The tremendous number of opportunities to gain new and exciting value from big

data are compelling for most organizations, but the challenge of managing and trans-

forming it into insights requires new approaches, such as MapReduce processing. It

originally supported map and reduce processes [2]. The first is invoked by dividing

large scale data into smaller sub-problems and assigning them to worker nodes. Each

worker node processed the smaller sub-problems. The second involves collecting the

answers to all the sub-problems and aggregating them as the answer to the original

problem it was trying to solve. There have been many attempts to improve Hadoop,

which is an implementation of MapReduce by Yahoo! in academic or commercial

projects. However, there have been few attempts to implement MapReduce itself

except for Hadoop. For example, the Phoenix [9] and MATE systems [5] supported
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multiple core processors with shared memory. Also, several researchers have focused

on iteratively and efficiently executing MapReduce, e.g., Twister [3], Haloop [1], and

MRAP [8]. These implementations, except for SSS, assume the data in progress is

stored in temporal files rather than key-value stores in data nodes. They assume the

data will be stored on high-performance servers for MapReduce processing, instead

of at the edges.

Google’s MapReduce, Hadoop, and other existing MapReduce implementations

have assumed their own distributed file systems, e.g., the Google file system (GFS)

and Hadoop file system (HDFS), or shared memory between processors. For exam-

ple, Hadoop needs to move target data from the external storage systems to HDFS

via networks before processing them.

Our MapReduce system does not move data between nodes. Instead, it deploys

program codes for defining the processing tasks to the nodes that include data by

using the deployment of the components corresponding to the tasks and it executes

the codes with their current local data. Hadoop and its extensions are unsuitable

for use in sensor networks and embedded computers, because its file system, HDFS,

tends to become a serious bottleneck in the operation of Hadoop and it often requires

wide band networks, which may not be available at sensor nodes or embedded com-

puters. In the literature on sensor networks, IoT, and machine-to-machine (M2M)

communications, several academic or commercial projects have attempted to sup-

port data at the edge, e.g., at sensor nodes and embedded computers. For example,

Cisco’s Flog Computing and EMC’s computing intend to integrate cloud computing

over the Internet and peripheral computers. However, most of them do not support

the aggregation of data generated and processed at the edge.

3 Requirements

Let us discuss requirements, before explaining our system.

∙ Unlike existing data processing frameworks, e.g., Hadoop, our framework should

be available in IoT, because it generates a large amount of data from sensor nodes.

∙ Networks in IoT tend to be wireless or low-band wired, like industry-use net-

works. They have non-neglectable communication latency and are not robust to

congestion. The transmission of such data from nodes at the edge to server nodes

seriously affects performance when analyzing data and this results in congestion

in networks.

∙ Most nodes in IoT, have non-powerful 32-bit processors with small amounts of

memory, like Raspberry Pi computers. We assume that our framework is available

on a distributed system consisting of Raspberry Pi computers.

∙ In IoT, a lot of data are generated from sensors. Nodes at IoT locally save their

data inside their storage, e.g., flash memory.

∙ Every node may be able to support the management and/or data processing tasks,

but may not initially have any codes for its tasks.
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∙ Unlike other existing MapReduce implementations, including Hadoop, our frame-

work should not assume any special underlying systems.
1

There is no centralized

management system in IoT. Our framework should be available without such a

system.

Our approach assumes data can be processed without exchanging data between

nodes. In fact, in IoT data that each node contains is generated from the node’s sen-

sors so that the data in different nodes are independent of one another. Therefore,

this assumption is reasonable. One of the most popular extensions of MapReduce,

including the extensions of Hadoop, is to improve the performance of the iterative

processing of the same data. However, our framework does not aim at such a iterative

processing, just because most of the data at sensor nodes or in embedded computers

in IoT are processed only once or a few times. Consider the analysis of logs in net-

work equipment. Only the updated log data are collected and analyzed every hour or

day instead of the data that were already analyzed.

4 Approach

We propose the following design principles to solve the requirements discussed in

the previous section.

∙ Dynamically deployable component Our framework enables us to define the data

processing tasks as dynamically deployable components. To save network traffic,

the task should be deployable on computers that have the target data. In fact, the

sizes of programs for defining tasks tend to be smaller than the sizes of the data,

so the deployment of tasks rather than data can reduce the network traffic.

∙ Data processing-dependent networking Communication between nodes in Map-

Reduce processing tends to depend on application-specific data processing. Each

node, including master and data nodes in Hadoop, must have general-purpose run-

time systems to support a variety of data processing rather than peculiar purpose

one. However, such runtime systems tend to consume more memory. Our frame-

work enables networking for MapReduce processing to be defined as the deploy-

ment of programs for defining the data processing.

∙ MapReduce’s KVS for limited memory In general, MapReduce processing tends

to consume a lot of memory in its reduce phase, because the phase combines two

data entries via KVS. The KVS that our approach introduces should be designed to

save memory. Reducing data entries in the number of the KVSs, which are located

on different computers, tends to increase the amount of traffic. Our framework

transmits data between the nodes in a desynchronized way to avoid congestion.

The framework introduces the deployment of software components as a Map phase

in MapReduce processing like Hadoop. However, the components are autonomous

1
Hadoop has not been available in Windows because it requires a permission mechanism that is

peculiar to Unix and its families.
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in the sense that each component can control its destinations and itineraries under its

own control. The framework allows developers to define their MapReduce process-

ing from three parts, which are the map, reduce, and data processing, as Java classes,

which can satisfy the specified interfaces. The map and reduce classes have similar

methods as these used in the Mapper and Reducer classes in Hadoop. The data

processing parts are responsible for the data processing at the edges. They consist of

three methods corresponding to the following three functions: reading data locally

from the nodes at the edge, the data processing of the data, and storing their results

in a key-value store format. Figure 1 outlines the basic mechanism for processing.

∙ Map phase A Mapper component makes copies of the Worker component and

dispatches the copies to the nodes that locally include the target data.

∙ Data processing phase Each of the Worker components executes its processing

at its current data node. After executing its processing, it stores its results at the

KVS of its current node.

∙ Reduce phase The KVS of each of the nodes returns only the updated data to the

computer that theReducer component is running on according to their networking.

The Reducer component collects the results from the Worker components via its

KVS.

Each of the Worker components assumes to be executed independently of the others.

The Mapper and Reducer components can be running on the same node.
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5 Design and Implementation

Our framework consists of two layers: runtime systems and components (Fig. 2).

Each runtime system was implemented with the Java language and operated on a

Java virtual machine. The latter is defined with built-in Java classes by users as Jar-

components corresponding to map and reduce processing and data processing tasks,

where they are defined as the Mapper, Reducer, and Worker components. We call a

set of Mapper, Reducer, and Worker components a session.

5.1 Runtime System

Each runtime system runs on a computer and is responsible for executing the Map-
per, Worker, and Reducer components. It also establishes at most one TCP connec-

tion with each of its neighboring systems in a peer-to-peer manner without needing

any centralized management server and exchanges control messages, components,

and KVS-formatted data through the connection. Each runtime system is light so

that it can be executed on embedded computers, including the JVMs for embedded

computers. Each runtime system tries to maintain a minimal information about the

other existing runtime systems, e.g., their network addresses, in a peer-to-peer man-

ner through UDP multicasting.

5.2 Key-Value-Store

MapReduce processing should be executed on each of the data nodes independently

as much as possible to reduce the number and amount of data transmissions through

networks. However, data may not be divided into independent pieces. To solve this

problem, Hadoop enables data nodes to exchange data with one another via HDFS,

because HDFS is a distributed file system shared by all data nodes in a Hadoop
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cluster, like the GFS. Our framework provides a tree structure key value store (KVS)

instead, where each KVS maps an arbitrary string value and arbitrary byte array data

and is maintained inside its component, and the directory servers for the KVSs. Each

session consists of a tree structure KVS, where its root tree is managed by a Reducer
component and its subtrees are located at nodes that the session’s Worker runs at. To

support the reduce processing, the root of the KVS merge its subtrees into itself. To

reduce the amount and congestion of the data transmission when merging subtrees,

each of the keys’ entries in a subtree has two flags.

∙ The update flag specifies whether the value of the key needs to be merged into the

root tree. Only when the flag is positive does the runtime system transmit a pair of

its key and value to the node that the Reducer component runs. The flag is useful

to reduce the amount of data transmission.

∙ The complete flag specifies whether or not the value of the key will be changed.

After the flag becomes positive, the runtime system starts to transmit a pair of

its key and value to the node that the Reducer component runs, but not after the

Worker component completes its process. The flag is useful to avoid congestion

in the network between the Worker’s and Reducer’s nodes.

The runtime systems for executing Worker components transmit only the results on

the KVS whose update and complete flags are positive before the components finish

so that the data transmission from the Worker to Reducer components can be min-

imized and temporally distributed. Therefore, we can relax the limitations on the

networks in IoT.

5.3 Component

Our framework supports the data processing on nodes, e.g., sensor nodes and embed-

ded computers, which may be connected through non-wideband and unstable net-

works, whereas the already existing MapReduce implementations aim at data

processing on high-performance servers connected through wideband networks.

Therefore, we cannot directly inherit a programming model for the already existing

MapReduce processing. In comparison with other MapReduce processing, includ-

ing Hadoop, our framework explicitly divides the map operations into two parts in

addition to the part corresponding to the reduce operation in MapReduce.

∙ Duplication and deployment of tasks at data nodes Developers specify a set of

the addresses of the target data nodes that their data processing are executed on or

the network domains that contain the nodes. If they still want to define a more com-

plicated MapReduce processing, our framework is open to extending the Mapper
and Reducer components.

∙ Application-specific data processing They define the following three functions:

reading data locally from the nodes at the edge, the data processing of the data, and

storing their results in a key-value store format. These functions can be isolated so



206 I. Satoh

that the developers can define only one or two of the functions according to their

data processing requirements.

∙ Reducing data processing results They define how to add up the answers for the

data processing stored in a key-value store.

Although the first is constructed in the Mapper and Worker components, the second

in only the Worker components, and the third in both the Worker and Reducer com-

ponents, the developers focus on the above three parts independently of their runtime

systems. Our framework enables us to easily define the application-specific Mapper,
Reducer, and Worker components as subclasses of the three template classes that

correspond to the Mapper, Reducer, and Worker components, respectively, using

several libraries for the KVS. When Mapper component gives one or more Worker
components no information, we can directly define the component from the tem-

plate class for Mapper. It can create specified application-specific Worker compo-

nents according to the number of one or more specified data and deploy them at

the nodes. When the Reducer components support basic calculations, e.g., adding

up, averaging, and discovering the maximum or minimum values received from one

or more Worker components through the KVSs based on the keys, we can directly

define them as our built-in classes. In the current implementation, the locations of

the Worker components are specified as Unix’s environment variables, because the

external management systems often notice which nodes have the target data. As a

result, the Mapper does not need to know the network addresses of the computers

that will execute the Worker component.

5.4 Fault-Tolerance

The runtime system that executes the Mapper component is responsible for detecting

and handling any failures in data nodes. It periodically sends inquiry messages to all

its data nodes. When it receive no answer from the node within a specified time, it

treats the node as crashed. It leaves out the crashed node from the list of the target data

nodes and informs about the crashed node to the Reducer. Even when the crashed

node can be restarted or continues to work, the Reducer component does not wait for

any results from the data node and then adds the node to the list, because data nodes

periodically informs about their to the Reducer component. To mask failures in the

nodes that runs the Mapper or Reducer components, the current implementations

provide slave nodes that can run both of these components.

5.5 Security

The current implementation is a prototype system for dynamically deploying the

components presented in this paper. Nevertheless, it has several security mecha-

nisms. For example, it can encrypt components before migrating them over the
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network and can then decrypt them after they arrive at their destinations. Moreover,

since each component is simply a programmable entity, it can explicitly encrypt its

individual fields and migrate itself using them and its own cryptographic procedure.

The JVM can explicitly restrict components so that they could only access specified

resources to protect computers from malicious components. Although the current

implementation cannot protect components from malicious computers, the runtime

system supports authentication mechanisms for migrating components so that all

runtime systems can only send components to and only receive them from trusted

runtime systems.

6 Performance Evaluation

Although the current implementation was not constructed for performance, we eval-

uated that of several basic operations in a distributed system consisting of five net-

worked embedded computers used as data nodes connected through Fast (100 Mbps)

Ethernet via an Ethernet switch. Each embedded computer was a Raspberry Pi,

where its processor was a Broadcom BCM2835 (ARMv6-architecture core with

floating point) running at 700 MHz and it had a 512 MB memory, a Fast Ethernet

port, and SD card storage (16 GB SDHC), with Raspbian, which was a Linux opti-

mized to Raspberry Pi, and OpenJDK 6. The Java heap size was limited to 384 MB.

We compared the basic performances of our framework and Hadoop. Among the five

computers, one executed our Mapper and Reducer components or the master node

in Hadoop. The others were data nodes in our framework and Hadoop. The Reducer

component added up the numbers of each of the words received from the fourWorker
components for the word counting obtained from their nodes via the KVS. We com-

pared our system to the Hadoop system. Figure 3 shows the costs of counting words

using our framework and Hadoop. The former was faster than the latter, because the

former was optimized to be executed in IoT.
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The readers may think that the application is unrealistic. However, we evaluated

our approach for an abnormal detection from the data measured using sensors. It

detected anomalous data, which were beyond the range of specified maximum and

minimum values. This evaluation assumed each data node would have 0.01 % of

abnormal data in its stream data generated from its sensor every 0.1 s and each data

entry was 16 bytes. We detected abnormal values from the data volume correspond-

ing to the data stream for one year at each of the eight data nodes. The total amount

of the whole data came to about 5.04 GB and the amount of abnormal data was

504 KB in each node. When we used Hadoop, we need to copy about 40 GB data,

i.e., multiply 5.04 GB by 4, from the data nodes to the HDFS.

7 Conclusion

We presented a distributed processing framework that was based on MapReduce

processing. It was designed for analyzing the data at the edges of networks, IoT. It

could distribute programs for data processing to nodes at the edges as a map opera-

tion, execute the programs with their local data, and then gather the results accord-

ing to the user-defining reduce operation at a node. As previously mentioned, our

framework is useful for thinning out unnecessary or redundant data from the large

amounts of data stored at nodes in IoT, e.g., sensor nodes and embedded computers,

connected through low-bandwidth networks. It enables developers to focus on defin-

ing the application-specific data processing at the edges without any knowledge on

the target distributed systems.
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A Distributed Reputation-Based Framework
to Support Communication Resources
Sharing

Antonello Comi, Lidia Fotia, Fabrizio Messina, G. Pappalardo, Domenico
Rosaci and Giuseppe M. L. Sarné

Abstract Improvements in computational and network capabilities of mobile

devices along with the wide spread of wireless networks for smart cities, allow

users to make accessible temporarily unused communication resources for free or

for a fee. Such interesting scenario introduces, however, some critical issues due to

reliability of users sharing/consuming resources which are a further concern with

respect to those strictly referred to the security. To tackle such problems, in this

paper we propose a distributed multi-agent framework, exploiting reputation infor-

mation, which considers both the price paid by mobile users for resources and some

countermeasures to detect malicious users, as confirmed by experimental results.

1 Introduction

Improvements in wireless and mobile technologies draw new scenarios where mobile

users, in place of the Internet access offered by traditional mobile providers, might

take advantage from the same service made available via wireless by residen-

tial users, as recently proposed by Vodafone Italy [27]. In such a way, residential
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users might exploit their unused communication resources to realise hot-spot access

points, based on their own private Wi-Fi networks [7], and mobile users might have

the opportunity of choosing between the Internet access available via their mobile

providers or via residential providers.

A similar scenario is currently applied to provide users with the access to the

Web over areas uncovered by traditional mobile providers, for instance into rural

districts [8], or to solve specific, often marginal, necessities [29]. This scenario will

apply also into an urban area, i.e. a highly dynamic context where residential users

could offer for free or for pay, via Wi-Fi, communication services.

However, in such a scenario some critical issues need to be solved, as the nature of

relationships occurring among peers could encourage anomalous and/or also fraud-

ulent behavior [25]. Therefore, each involved actor should be supported in order to

have a certain level of confidence on the reliability of his/her counterpart, especially

if the involved relationships include fee payments. Note that issues strictly related to

authentication mechanisms are orthogonal with respect to the focus of this proposal,

therefore, they are not dealt in this paper.

To tackle all the aforementioned questions, a distributed reputation-based agent

framework called Federated Wireless Community (FWC) is conceived. FWC is man-

aged by a Framework agent which provides some services to all the FWC affiliated.

Furthermore, each peer is supported by a pair of associated agents, respectively

called Personal and Hosted agents, running on its own device. A personal agent

acts on behalf of its owner by monitoring user activities and to negotiate resources

with other peers. The Hosted agent is tamper-proof, it manages and disseminates the

reputation of its own host by interacting with its own peers in a safe manner [11].

Therefore, reputation is spread within the framework [9, 20, 21] whenever agents

have to interact for services and each Hosted agent will maintain its own reputation

by itself. To verify the performances of the FWC framework we ran a set of simula-

tions which provided satisfactory and promising results.

The plan of the paper is the following. In Sect. 2 we introduce the Federated Wire-

less Community, i.e. the architecture of the proposed approach, while the reputation

model is provided in Sect. 3. The results of the experiments are reported in Sect. 4,

while Sect. 5 includes a comparison with related work. Finally, in Sect. 6 we draw

our conclusions.

2 The Federated Wireless Community

In this section we describe the Federated Wireless Community (FWC) agent frame-

work, with reference to Fig. 1. For convenience, we refer to a basic scenario including

mobile users, denoted by u, and residential providers, denoted by r. In particular, a

residential provider holds network resources which can be shared for free or for pay

with mobile users by means of a private Wi-Fi access point.

The structure of the framework is based on three type of agents. The Personal
agent, denoted by ap

x , and the Hosted agent, denoted by hp
x , are designed to live on
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Fig. 1 The FWC scenario and the different relationships occurring among the agents

the peers. We denote with p the peer and with x = {u, r} his/her mobile (i.e. u) or

residential (i.e. r) role. A third agent, the Framework agent, denoted by F, manages

some basic services into the FWC framework.

Affiliation. We assume that a generic peer p, in order to join with a FWC, has

to register its own device on the associated Framework agent F, whose identity is

certified by a Certification Authority  (some approaches, as in [12], exploit the

SIM so that identity changes necessarily require another SIM). Once the identity of

F is verified, the peer can register its device (i.e. Personal agent ap
x). Therefore it will

receive an Hosted agents hp
x which will store an initial reputation  (see Sect. 3).

Hosted agent activities. The main activities of device agents depend on the

residential/mobile role of its peer owner (host). Each Hosted agent will perform

the following activities: (i) interacting with the associated Personal agent to mutu-

ally coordinate the activities related to the interactions with other peers; (ii) send-

ing information to its associated Personal agent about identities and reputation of

counterparts; (iii) managing peer’s reputation, as described in the next Section, by

interacting with the other Hosted agents.

Personal agent activities are divided into Meta-data Synchronization and Service
Provisioning. More in detail, Meta-data Synchronization will consist of the following

two stages:

∙ Presentation. Whenever a mobile user looks for a service in a specific area, all the

Hosted agents in the same area mutually exchange their own credentials (storing

identity and reputation) in order to verify the truthfulness of the information about

identity and reputation received by the the mobile peer.

∙ Service offering. A tuple OS = ⟨SD(s),req(s),C(s)⟩, is sent by each Personal

agent ar to the mobile peer agent au which has initiated the lookup for services.

SD(s) is the descriptor of the service, req(s) is the reputation score required by

the agent for accessing to s and C(s) its cost.

The Service Provisioning task is divided into two phases:

∙ Interest for the service. In order to allow a mobile user to exploit the service s
offered by a residential user, it has to be Ru > (s)req

, i.e. the mobile user’s

reputation (i.e. Ru) required for the service has to be over the threshold (i.e. R(s)req
)

specified by the residential user offering that resource. In this particular approach,
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the threshold R(s)req
is said to be a hazard threshold [6, 22, 26], i.e. it represents

the probability of “failure” that the provider (residential user) is willing to accept.

∙ Service provisioning. Once the requirement on the hazard threshold have been

verified, the Hosted agent hu signs the agreed OS and sends it to the Hosted agent

peer hr that, in turn, authorizes the associated Personal agent to make accessible

the service. Once the service has been consumed, Personal agents compute their

feedbacks, then Hosted agents hr and hu work together to exchange such feedbacks

to update their own reputation, as explained in Sect. 3.

3 The FWC Reputation Model

The reputation model associated with the scenario discussed in the previous section

is based on the following definition of reputation [1]: an expectation about the user’s
behavior based on information about the observations of his past behavior. Basing

on the definition above, in this approach, the user’s history—i.e. the behavior, in

terms of feedbacks of the user—is included in the computation of reputation.

We assume that, once service provisioning phase is concluded, users (i.e. Personal

and Hosted agents) have to compute and exchange feedbacks and update their own

reputations. Feedbacks reflect both users’ behavior and take into account some more

aspects which may differ between mobile and residential users. For instance, when

giving a feedback on the residential side, the mobile user’s behavior over Internet

might be considered while, vice versa, on the mobile side the quality of the provided

service with respect to that agreed on the OS should be evaluated.

Let be f s
j,i ∈ [0, 1] ⊂ ℝ the feedback coming from the user uj about the user ui for

the service s (where 0/1 means the minimum/maximum appreciation). Remember

that feedbacks are managed by the Hosted agents of uj (i.e. hj
) and ui (i.e. hi

) in a

safe manner. The latter will compute a further value f ∗s
j,i and, finally, the new value

of 
new
i as follows:

R new
i =

{ (1 − 𝛼) ⋅ R old
i + 𝛼 ⋅ f ∗ s

i,j f ∗i,j > 0 ∨ Ri
old ≥ 0.5

Rold
i otherwise

(1)

where

f ∗ s
j,i = Hj ⋅

(
𝜋j,i + 𝛽j,i

2

)
⋅ f s

j,i

Once hi
has computed the new value of reputation for its host, it also provides

to update the ui’s credential which will include the new value of reputation. In the

expression of Rnew
, parameter 𝛼 ∈ [0, 1] ⊂ ℝ has the function to take into account

the old reputation R old
i (i.e. the past behavior of the node), which is, in fact, com-

bined with the recent feedback f s
i,j provided by aj. Parameter 𝛼 affects the reputation
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system behavior (see Sect. 4), since the higher is the value of 𝛼, the lower will be the

sensitivity of , and vice versa. Finally, parameters Hj,i, 𝛽j,i and 𝜋j,i, depend from

the reputation of agent j, the cost of the service and the past interactions between i
and j, as discussed below. Please note that, reputation is not always updated through

parameters 𝛼 and f ∗ (basing on the logical condition (f ∗i,j > 0 ∨ Ri
old ≥ 0.5)). As we

discuss later, this is done in order to be compliant with countermeasures discussed

later and quantified by parameters H, 𝜋 and 𝛽.

Computation of Hj,i, 𝜋j,i and 𝛽j,i. In this approach we assume that the reputation

of an agent is also a measure of its reliability in providing a honest feedback [23].

Therefore, values Hj,i are computed by means of the step function described in the

left part of Eq. 2. It is tuned by the parameter 𝛤
∗ ∈ [0, 1] ⊂ ℝ.

Hj,i =
{

1 Rj ≥ 𝛤

∗

0 Otherwise
𝜋j,i(r) =

⎧
⎪
⎨
⎪
⎩

1 C = 0
C(s)

CMax(s)
Otherwise (2)

Parameter (𝜋j,i) takes account of the monetary cost C(s) payed for the service s
(right part of Eq. 2), where CMax(s) is a threshold denoting the maximum cost for

the service s. As a consequence, the lower the cost, the lower will be the impact

of the feedback gained for those resources. This approach is adopted in order to

avoid malicious behavior of peers that try to gain reputation for services having little

significance, to be exploited for high value services. The case on which cost is zero

(resources are for free) is treated by leaving 𝜋j,i = 1.

Parameter 𝛽j,i (Balance) is computed on the basis of the number of times that a

feedback was provided to the same agent, as specified in the left part of Eq. 3.

𝛽j,i(t) =
⎧
⎪
⎨
⎪
⎩

1 f S
j,i < 0.5

(
1

Kj,i(t)

)

f S
j,i ≥ 0.5 Kj,i(t) =

⎧
⎪
⎨
⎪
⎩

1 t = 0
K(tl) + 1 (t − tl) < 𝛥t
Max

(
1,K(tl) −

⌊ t − tl
𝛥t

⌋)
t − tl ≥ 𝛥t

(3)

The ratio behind computation of parameter 𝛽 is rather simple. Indeed, it is aimed

at limiting activities devoted to obtain a mutual reputation increasing/decreasing. In

particular, when fj,i < 0.5 parameter 𝛽 will not affect the final value of f ∗. Con-

versely, when fj,i ≥ 0.5, i.e. the feedback assumes a “good” value, parameter 𝛽 will

get values from the expression

( 1
Kj,i(t)

)
. The parameter Kj,i (defined in the right part

of Eq. 3) allows us to limit the impact of potentially collusive users’ behavior aiming

to increase reputation by providing a number of positive feedbacks with high fre-

quency. In particular, Ki,j(0) = 1, while, for t > 0, Ki,j(t) is decreased by 1 each time

that for a 𝛥T and aj does not give a feedback to ai. This is achieved by subtracting

the factor

⌊ t − tl
𝛥t

⌋
, where tl is the timestamp of the last feedback send by aj to ai. It

is increased by 1 each time a feedback is released from aj to ai with a time elapse
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smaller than parameter 𝛥T . We also assume that R is initially set to 0.5, in order to

contrast whitewashing strategies [32] without penalizing too new members [24].

Self storage of reputation. We observe that unlike classical reputation sys-

tems [10], where reputation is spread by means of a second hand approach by asking

to other agents, in FWC peer’s reputation is maintained by the Hosted agents run-

ning on the users’ devices. Indeed, in FWC the traditional approach might fail for the

limited connectivity (see Fig. 1) which leads each peer to have a poor and ineffective

representation of the reputation into the framework. On the other hand, our approach

guarantees the truthfulness of the reputation information because they are updated,

signed, stored and spread exclusively by Hosted agents. We remark that these agents

are tamper-proof system agents hosted on the peers’ devices, and for this reason, they

might be considered as local stubs of the Framework agent.

Communication failures or malicious interruption. Suppose that feedbacks

cannot be exchanged, due to malicious users’ behavior—e.g. avoiding to receive a

negative feedback—or communication failure, such that the reputation can not be

correctly updated. In the first case, as countermeasure, we expect that the Hosted

agent, which monitors the activities of the associate Personal agent, detects a mali-

cious behaviors, it provides to penalize its host by using a system parameter 𝜂 ∈
[0, 1[⊂ ℝ, in order to update reputation as

[
R new

i = 𝜂 ⋅ R old
i

]
. In the other case, in

absence of detected malicious behaviors the Hosted agent can not confirm or exclude

the intentionality of the communication failure. A reasonable approach is that the

above countermeasure (i.e. penalizing the peers) is applied with a probability which

is proportional to the ratio of faults which involved the life of the peers, as recently

proposed in [13]. Our approach is pretty simple, as we penalize the peers involved

in a communication faults, with probability 0.5. As we discuss in Sect. 4, this is part

of the first simulated scenario, denoted in the following as S1.

4 Experiments

The FWC reputation model was tested by a set of simulations [14, 18] comprising

10,000 mobile users and 500 residential providers, uniformly distributed into 100

FWC areas. Each experiment consisted of 50 epochs—as we discuss later in this

section, this number was enough to show stable and significant trends—and in each

epoch 2500 mobile users (i.e. the 25 % of the overall mobile users) interacted with

the FWC residential providers. Two different scenarios were simulated, S1 and S2, as

reported in Table 1. Scenario S1 includes a number of unreliable peers that release

feedbacks closed to 0 to reliable peers, and closed to 1 to unreliable agents. This

scenario also includes a probability pf of communication failures. Furthermore, in

S2 the unreliable peers aim at building positive reputation for services having a low

cost. As stated in Sect. 3, positive reputations are exploited to access to significant

services, i.e. transactions having high cost. In this respect, the ratio between low to

high relevant cost was fixed to 1 ∶ 4. As stated in Sect. 3, a threshold of 𝛤
∗ = 0.5
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Table 1 Scenarios simulated and system parameters

Scenario Untrusted nodes

(%)

Unreliable nodes behavior

S1 10 Low performance. Unreliable nodes will cause an interruption of

the communication with probability pf
S2 10 Building positive reputations on low cost services for cheating on

high cost services. No interruption of communications

𝛥t = 5, 𝜂 = 0.5, 𝛼 = 0.5, 𝛤

∗ = 0.5 pf = 0.5, pm = 0.8

Fig. 2 Median value of reputation (only untrusted agents) and MAE for 50 epochs of simulations.

S1 (left) and and S2 (right)

is used to identify trusted and untrusted counterparts, such that agents assuming a

unreliable behavior receive feedbacks less than 0.5 with a certain probability pm (see

Table 1). Moreover, at the beginning of each simulation, each agent was set with a

reputation of 0.5. Parameters 𝛥t, 𝜂, 𝛼, 𝛤
∗
, pf , pm are reported in Table 1.

1

As the reputation system is designed to provide basic indexes that reflect the actual

trustworthiness of peers, we measured the ratio of untrusted agents which, sooner

or later, assume values of reputation reflecting their unreliability. In the following

we will refer to the above measure as MAE (Malicious Agent Estimation). We also

measured the median value of reputation for those agents.

Figure 2 includes two sets of results, which are related to the aforementioned sce-

narios S1 and S2. Results for scenario S1, are shown in the left of Fig. 2. Curve iden-

tified by “MAE” shows that, after about 10 epochs, i.e. as the number of interactions

among peers becomes relevant, almost the 90% of the nodes assuming an untrusted

behavior show a value <0.5, which is a desirable results. In addition, the median

value of reputation (descending curve labeled “medianRep”) shows a trend that,

starting from initial values of 0.5, gets lower values as simulation epochs increases,

which is expected. Right part of Fig. 2 shows results for scenario S2. In this case,

curve of “MAE” shows results almost identical. It means that, also in presence of

dynamic behaviors aimed at gaining reputation for low cost services, the reputation

system has a good resilience, showing a stable trend. This is confirmed by the second

1
We planned to present an in depth study related to various combination of these system parameters

in a future work.
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curve of median value of reputation. Indeed, in spite of values are higher than those

of scenario S1, reputation of untrusted nodes assume values less than 0.5, which is

desirable.

From these preliminary results we can state that the FWC reputation system is

effective in quickly identifying all the “malicious” agents (without “false positive”)

and support the activities of the proposed framework. However, as we discuss in

Sect. 6, we planned to perform an in depth study of the reputation model, mainly

basing on different combination of parameters shown in the last row of Table 1.

5 Related Work

The relevance of reputation systems is shown by the wide number of researches pre-

sented in literature within a wide range of fields [3–5, 16, 17]. However, in this

Section we will discuss only those approaches resulting the closest to the FWC rep-

utation model.

Authors of [28] deal with a typical dissemination network of mobile users,

equipped with wireless devices, which exchange information when they come into

communication range. While users specify what kind of data they need/offer, reputa-

tion scores provide information about their trustworthiness. Two reputation schemes

are proposed, the first one relies on a centralized trusted party which manages rep-

utation information while the second scheme provides a high user privacy by using

a trusted local component, called observer, which exploits cryptographic group sig-

natures to manage/spread reputation information among mobile users.

A lot of related work concerns investigation about reputation on P2P networks [13,

15] by proposing many models, presenting countermeasures for malicious behaviors.

For instance, PeerTrust [31] represents an adaptive, reputation-based trust frame-

work. Authors takes account of many different and diffuse types of malicious attacks.

Reputation information are locally stored by each peer by Distributed Hash Tables

and spread when they interact. However, PeerTrust is designed for usual P2P net-

works and, therefore, it is not adaptable to our FWC context. In [30] authors try to

improve the state of the art of current approaches for mobile P2P scenario, which

suffer for the heterogeneous nature of peers, limited-range and intrinsic unreliabil-

ity of wireless links. They propose an evaluation model, in which a polling proto-

col and seven metrics provide a real time support to evaluate mobile peers repu-

tation. The heterogeneity of mobile devices and wireless environment implies the

necessity, for service providers, to find the best connectivity for mobile users. This

issue is addressed by RLoad [2], which is a reputation-based mechanism designed

for heterogeneous wireless environments, aimed at selecting suitable networks for

mobile users and providing load balancing for network traffic.

For instance, authors of [19] present a reputation model to deal with misbehavior

and selfishness in Ad-Hoc network environments. As the latter is difficult to con-

trast, a mechanism based on reputation to enforce cooperation among nodes is devel-

oped by the authors of that work. Each network entity keeps track of other entities’
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collaboration by calculating their reputation based on various informative sources.

Since there is not any advantage to disseminate negative feedbacks, some types of

attacks are excluded and not considered at all.

The cited distributed reputation systems for mobile environments deals with some

aspects considered in FWC. While some proposal make use of cryptographic tech-

niques to guarantee integrity of sensitive information (reputation and identity), some

others include reputation mechanisms on which positive and negative behaviors are

rated differently. Finally, in some works, local agents are exploited to manage infor-

mation about reputation locally, as the already cited [13]. Other considered aspects

are reputations of newcomers, as well as service variability and dissemination of

reputation scores among the network of peers.

6 Conclusions and Future Work

In this paper we proposed a reputation-based framework, called Federated Wireless

Community, capable to support residential users to act as service providers in offer-

ing their unused communication and computational resources to mobile peers by

means of Wi-Fi hot-spot access points. In order to assist mobile users in consuming

residential resources we conceived an agent framework and a distributed reputation

model. The reputation model is capable to make ineffective or minimize the impact

due to collusive activities and false feedbacks. To verify the performances of the

FWC framework we performed a first set of experiments which proved the effective-

ness of our proposal in supporting each actor within the scenario we conceived.

As future work we aim to extends experimental results in order to characterize the

reputation model basing on various combination of the several parameters involved

in the model. We also aim to perform experiments both by means of a dataset col-

lected from real behaviors of users and by comparing FWC with other distributed

reputation models.
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Improving the Weighted Distribution
Estimation for AdaBoost Using a Novel
Concurrent Approach

Héctor Allende-Cid, Carlos Valle, Claudio Moraga, Héctor Allende
and Rodrigo Salas

Abstract AdaBoost is one of the most known Ensemble approaches used in the

Machine Learning literature. Several AdaBoost approaches that use Parallel process-

ing, in order to speed up the computation in Large datasets, have been recently pro-

posed. These approaches try to approximate the classic AdaBoost, thus sacrificing

its generalization ability. In this work, we use Concurrent Computing in order to

improve the Distribution Weight estimation, hence obtaining improvements in the

capacity of generalization. We train in parallel in each round several weak hypothe-

ses, and using a weighted ensemble we update the distribution weights of the fol-

lowing boosting rounds. Our results show that in most cases the performance of

AdaBoost is improved and that the algorithm converges rapidly. We validate our

proposal with 4 well-known real data sets.

1 Introduction

Ensemble methods have gained considerable attention from the Machine Learning

and Soft Computing communities in the last years. There are several practical and

theoretical reasons, mainly statistical reasons, why an ensemble may be preferred. A

set of learners with similar training performance may have different generalization
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performance, when exposed to sparse data, large volume of data or data fusion. The

basic idea of an ensemble learning algorithm is to build a predictive model by com-

bining a set of learning hypotheses instead of laboriously designing the complete

map between inputs and responses in a single step. Ensemble based systems have

shown to produce favorable results compared to those of single-expert system for a

broad range of applications such as financial, medical and social models, network

security, web mining or bioinformatics, to name a few.

Boosting algorithms, since the mid nineties, have been a very popular technique

for constructing ensembles in the areas of Pattern Recognition and Machine Learn-

ing (see [1, 4, 6, 9]). Boosting is a learning algorithm to construct a predictor by

combining, what are called, weak hypotheses. The AdaBoost algorithm, introduced

by Freund and Schapire [4], builds an ensemble incrementally, placing increasing

weights on those examples in the data set, which appear to be “difficult”. Ensemble

learning is the discipline which studies the use of a committee of models to construct

a joint predictor which improves the performance over a single more complex model.

Most of the modern computers nowadays have processors with multiple cores.

Adaboost was proposed in a time were the number of cores per machine was more

limited. So, it seems natural to use all the resources available to improve the qual-

ity of the inference made by this model. We improve the weight estimation phase,

which is one of the most important stages in the AdaBoost algorithm. For this we use

concurrent computing based in parallel processes. Distributed and Parallel Machine

Learning aim mainly to improve the computation times, e.g. when dealing with Large

Datasets, while our approach seeks to use the multithread/parallel computation in

order to improve the generalization ability of the algorithm. While both use parallel

processes, the difference relies on which problem they are trying to solve.

This paper is organized as follows. In Sect. 2, we briefly introduce AdaBoost and

Parallel Adaboost approaches. In Sect. 3, we present our proposed model Concurrent

AdaBoost. In Sect. 4 we compare the performance of the classic AdaBoost and our

proposal. The last section is devoted to concluding remarks and to delineate future

work.

2 Adaptive Boosting and Some Parallel Variants

Different ensemble approaches are distinguished by the way in which they manip-

ulate the training data, by the way in which they select the individual hypotheses

and by the way in which those are aggregated to the final decision. The AdaBoost

Algorithm [4], introduced in 1997 by Freund and Schapire, has a theoretical back-

ground based on the “PAC” learning model [14]. The authors of this model were the

first to pose the question of whether a weak learning algorithm that is slightly better

than random guessing can be “boosted” to a strong learning algorithm. The classic

AdaBoost takes as an input a training set  = {(x1, y1)⋯ (xn, yn)} where each xi
is a variable that belongs to  ⊂ ℝd

and each label yi is in some label set  . In

this particular paper we assume that  = {−1, 1}. AdaBoost calls a weak or base
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learning algorithm repeatedly in a sequence of stages t = 1,… ,T . The main idea of

AdaBoost is to maintain a sampling distribution Dt over the training set. This sample

set is used to train the learner at round t. Let Dt(i) be the sampling weight assigned

to the example i on round t. At the beginning of the algorithm the distribution is uni-

form, that is distribution D1(i) =
1
n for all i. At each round of the algorithm however,

the weights of the incorrectly classified examples are increased, so that the following

weak learner is forced to focus on the “hard” examples of the training set. The job

of each weak or base learner is to find a hypothesis ht ∶  → {−1, 1} appropriate

for the distribution Dt. The goodness of the obtained hypothesis can be quantified as

the weighted error:

𝜖t = Pri∼Dt
[ht(xi) ≠ yi] =

∑

i∶ht(xi)≠yi

Dt(i). (1)

Notice that the error is measured with respect to the distribution Dt on which the

weak learner was trained. Once AdaBoost has computed a weak hypothesis ht, it

measures the importance that the algorithm assigns to ht with the parameter

𝛼t =
1
2
ln
(1 − 𝜖t

𝜖t

)

. (2)

After choosing 𝛼t the next step is to update the distribution Dt with the following

rule,

Dt+1(i) =
1
Zt
Dt(i)e−𝛼tyiht(xi),

where Zt is a normalization factor. The effect of this rule is that, when an example

is misclassified its sampling weight for the next round is increased, and the opposite

occurs when the classification is correct. This updating rule makes the algorithm

focus on the “hard” examples, instead in the correctly classified examples. After a

sequence of T rounds has been carried out, the final hypothesis H is computed as

HT (x) = sign

( T∑

t=1
𝛼tht(x)

)

. (3)

AdaBoost loss function is 𝓁(y, f (x)) = exp(−yf (x)) where y is the target and f (x)
is the approximation made by the model. To obtain the exponential loss function,

using the weak hypothesis hT ∈ {−1, 1}, one must solve

(𝛼t, ht) = argmin
𝛼,h

n∑

i=1
D(t)
i exp(−𝛼yih(xi))), (4)

for the weak hypothesis ht and corresponding coefficient 𝛼t to be added at each step

and with D(t)
i = exp(−yiHt−1(xi)), where Ht−1 is the strong Hypothesis without the

learner ht.
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The solution to Eq. 4 for ht for any value of 𝛼 > 0 is

ht = argmin
h

n∑

i=1
D(t)
i sign(yih(xi)), (5)

where I is the indicator function. There are methods that use learners that can learn

the weight distribution using them as inputs (reweighting) or methods that use resam-

pling following the weight distribution to select the training set that the learners use

in their training process. In [13] the authors state that the latter approach gives better

results. Nevertheless it needs to be stated that the weak learner ht that is selected

with this approach is sensitive to the resampling technique.

There have been several approaches to use Parallel Computing together with

AdaBoost. In [11, 12] the authors propose two parallel boosting algorithms, ADA-

BOOST.PL and LOGITBOOST.PL, which facilitate simultaneous participation of

multiple computing nodes to construct a boosted ensemble classifier. The authors

claim that these proposed algorithms are competitive to the corresponding serial ver-

sions in terms of the generalization performance. They achieve a significant speedup

since their approach does not require individual computing nodes to communicate

with each other for sharing their data. In [7] a generic, flexible parallel architecture

of AdaBoost, which is suitable for all ranges of object detection applications and

image sizes is proposed. In [3] a randomised parallel version of Adaboost is pro-

posed. The algorithm uses the fact that the logarithm of the exponential loss is a

function with coordinate-wise Lipschitz continuous gradient, in order to define the

step lengths. They provide the proof of convergence for this randomised Adaboost

algorithm and a theoretical parallelisation speedup factor. The authors in [10] pro-

posed an algorithm, which they call BOOM, for boosting with momentum. Namely,

BOOM retains the momentum and convergence properties of the accelerated gradi-

ent method while taking into account the curvature of the objective function. They

describe a distributed implementation of BOOM which is suitable for massive high

dimensional datasets. To the best of our knowledge, all proposed algorithms that use

parallel computing, try to improve the computation time, instead of improving the

generalization performance. The results obtained by these approaches are at most

similar to the ones obtained with classic AdaBoost, because they try to approximate

the behaviour of the classic algorithm. In this paper we use concurrent computing,

in order to improve the performance of the classic AdaBoost.

3 Concurrent AdaBoost

In this research the main idea is to work with all the processors of the machine in

order to use, in other case idle processors, to improve the generalization ability. In

most parallel Adaboost approaches, the multiple cores are used to decrease the com-

putation times, by partitioning the dataset in smaller fractions. These approaches
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try to get an approximation to the model that would have been obtained it had been

trained with classic approaches.

In this proposal, instead of using a single weak learner in each Adaboost round,

the idea is to use all p the processors available to resample, in a parallel fashion, the

original data, and also in parallel train several weak learners. With all the p weak

learners we build an ensemble, that is weighted with its training accuracy, and then

with the output of the ensemble update the weights of the examples.

In the proposal we choose each hj according to Eq. 5 where j = 1,… , p, and then

obtain the ensemble output Et(xi) for example xi in the tth round as

Et(xi) = sign

(

yi
p∑

j=1
𝜙

jhjt(xi)

)

, (6)

where 𝜙

j
is the training accuracy of weak hypothesis hjt and

∑p
j=1 𝜙

jhjt(xi) is the

decision of the p weak learners that were trained in parallel. Then, the weighted error

𝜖t is computed considering the output of the ensemble Et using 𝜖t = Pri∼Dt
[Et(xi) ≠

yi]. With this, we avoid the necessity of having to select a learner explicitly and use

an ensemble of learners instead. Algorithm 1 shows our proposal.

Algorithm 1 Concurrent AdaBoost

1: Given is the training data set  = {(x1, y1),… , (xn, yn)} with n elements, where xi ∈  and

yi ∈  = {−1, 1}.

2: Initialize the parameters. Pick the parameter p (number of parallel processes) the number of

rounds T and t = 0.

3: Initialize the empirical distribution D1(i) =
1
n

for each data sample (xi, yi), i = 1..n.

4: repeat
5: Increment t by one.

6: Take p bootstrap samples
j
t fromwith distributionDt, where j is the number of the parallel

process, with j = 1,… , p. (In parallel)

7: Train p weak learners hjt ∶  → {−1, 1} with the bootstraped samples 
j
t as the training

sets. (In parallel)

8: Generate an ensemble Et with all weak learners hjt.
9: Compute the weighted error 𝜖t of the ensemble of weak hypothesis Et as

𝜖t = Pri∼Dt
[Et(xi) ≠ yi].

10: Compute the empirical importance for the tth ensemble 𝛼t with equation

𝛼t =
1
2
ln
(1 − 𝜖t

𝜖t

)

.
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Algorithm 2 Concurrent AdaBoost (continuation)

11: Update the empirical distribution as

Dt+1(i) =
Dt(i)
Zt

× e(−𝛼t𝛽(i)yiEt(xi))
,

where Zt is the normalization factor.

12: The strong hypothesis Ht(x) at stage t is given by

Ht(x) = sign

( t∑

t=1
𝛼tEt(x)

)

.

13: Classify the training data set  = {(x1, y1),… , (xn, yn)} with the strong hypothesis Ht(x).
14: until The stopping criterion is met

15: Output: The strong hypothesis HT (x)

In Fig. 1 we observe the main difference between the Classic Approach and the

Concurrent one. In the classic we observe that in each round a single weak learner

is trained with a resample of the original data, and the updates of the weights of

the distributions are changed using the outputs of the single weak hypothesis. In the

case of the concurrent approach, in each boosting round, p resamples obtained in a

concurrent fashion are used to train p weak learner to build an ensemble weighted

by the training accuracy. This ensemble is then used to update the weights of the

distribution.

Z
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ZTZ1 Z2

h1

D2 DT

Z Z

...........

h2 hT

AdaBoost

Z
D1 D2 DT

Z Z

Z1
1 Zp

1Z2
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2 Z2
2 Zp

2 Z1
T Z2

T Zp
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1 hp
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2 h2
2 hp

2 h1
T h2

T hp
T

...........

E1 E2
ET

Concurrent AdaBoost

(a)

(b)

Fig. 1 Classic AdaBoost approach and concurrent AdaBoost. a Classic Approach. 1 weak learner

h per boosting round. b Concurrent Approach. p weak learner hi per boosting round, where i =
1,… , p
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4 Experimentation

In this section we validate our proposal with 4 well-known real datasets that can be

found in [8]. The datasets are: Liver Disease, Cancer, Ionosphere and Diabetes. The

weak learners used were Decision Stumps, and the number of experiments was 20.

The data was split in 80% training and 20% test. We implemented our proposal in

Python Language 2.7.6 and used the latest version of the library for parallel process-

ing, Parallel Python. The experiments were run in an Intel i7 2.6GHz (8 cores) with

16 GbRam running with Ubuntu 14.04 x64. The number of parallel processes in

each proposal experiment was 7 (odd number of decisions). The performance mea-

sures used to report the results are: Accuracy, Area under the ROC curve, F1-score,

Precision and Recall.

In Figs. 2, 3, 4 and 5 we observe the results in the 4 real data sets in terms of test

accuracy. We report the results of 20 experimental runs. The best results are observed

in the Cancer and Liver Disease data sets. In the Diabetes and Ionosphere data sets,

a slight improvement over the Classic approach is observed.

In Table 1 we observe the results of the 4 datasets in terms of Roc-AUC, F1-score,

Precision and Recall. We show the results with 5, 10, 15 and 20 boosting rounds. We

observe that the proposed approach outperforms the classic one in the majority of

the cases. In the cases where our proposal is outperformed the results between both

approaches are comparable. The best results are obtained in the Cancer data set,

where the Concurrent approach outperforms the classic one in every measure. The

worst results are obtained in the Diabetes dataset, nevertheless in some measures the

concurrent approach obtains comparable results against the classic one.
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Table 1 Test results of Diabetes, Cancer, Ionosphere, Liver datasets in terms of Roc-auc, F1-score,

Precision and Recall performance measures

Classic AdaBoost Concurrent AdaBoost

Rounds ROC-AUC F1 Precision Recall ROC-AUC F1 Precision Recall

Diabetes

5 0.690 0.840 0.788 0.905 0.712 0.838 0.804 0.878

10 0.704 0.841 0.798 0.893 0.739 0.847 0.823 0.876

15 0.719 0.833 0.815 0.857 0.744 0.846 0.830 0.867
20 0.737 0.840 0.826 0.860 0.734 0.839 0.824 0.859

Cancer

5 0.913 0.889 0.887 0.891 0.944 0.924 0.899 0.952
10 0.907 0.881 0.873 0.890 0.951 0.935 0.920 0.952
15 0.926 0.910 0.930 0.891 0.932 0.914 0.915 0.914
20 0.915 0.894 0.897 0.891 0.938 0.922 0.925 0.921
Ionosphere

5 0.836 0.909 0.867 0.957 0.834 0.912 0.861 0.973
10 0.823 0.907 0.856 0.966 0.853 0.922 0.876 0.976
15 0.861 0.921 0.887 0.960 0.872 0.929 0.894 0.967
20 0.867 0.922 0.891 0.958 0.878 0.927 0.903 0.954

Liver

5 0.597 0.443 0.688 0.337 0.640 0.600 0.704 0.548
10 0.617 0.541 0.631 0.476 0.675 0.608 0.743 0.520
15 0.659 0.600 0.689 0.536 0.701 0.651 0.737 0.583
20 0.673 0.630 0.684 0.584 0.697 0.656 0.721 0.606

5 Conclusions

In this work we introduce a concurrent approach to obtain a better estimation of

the distribution weights that are updated in each round. We show that using parallel

processes and using more than one weak learner per round remarkable results can

be obtained. In the classic approach only one hypothesis is used in each boosting

round, while neglecting the potential of processors with multiple cores. The par-

allel approaches in the literature mainly deal with speeding the training process in

large data sets, while in this approach we improve the estimations of the distribution

weights. In future work we will try this approach in other boosting algorithms and

will formalize the approach in terms of convergence.
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Towards Semi-automated Parallelization
of Data Stream Processing

Martin Kruliš, David Bednárek, Zbyněk Falt, Jakub Yaghob
and Filip Zavoral

Abstract Current hardware development trends exhibit clear inclination towards

parallelism. Multicore CPUs as well as many-core architectures such as GPUs or

Xeon Phi devices are widely present in both high-end servers and common desktop

PCs. In order to utilize the computational power of these parallel platforms, the ap-

plications must be designed in a way that intensively exploits parallel processing. In

our work, we propose techniques that simplify the application decomposition process

in data streaming systems. The data streaming paradigm may be applied in many

data-intensive applications, e.g., database management systems or scientific data

processing. In order to employ these techniques, we have developed a data streaming

language called Bobolang that simplifies the design of the application. This approach

allows the programmer to write strictly serial operators in a traditional language and

then interconnect these operators in an execution plan, that presents opportunities

for automated parallel processing.

1 Introduction

Streaming systems represent a specific domain of computing environment. These

systems operate with data streams, which are basically unidirectional flows of struc-

tured tuples. Streams are processed by operators (also denoted functions, kernels, or
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filters) which may have multiple inputs and outputs. These operators transform data

from the input streams by performing their built-in functionalities and pass their re-

sults into the output streams. The operators are usually implemented in a procedural

or object-oriented programming language such as C/C++ and compiled natively.

A streaming application is typically represented as an oriented graph, where the

vertices are operators and the edges prescribe the data flow between them. In the re-

mainder of this paper, we will refer to this graph as the execution plan. The execution

plan is usually described in specialized declarative languages.

There is a large number of existing streaming systems [2–4, 10, 11, 14, 16],

while each is designed for a specific purpose or for a different platform. The stream-

ing systems were originally designed for scenarios, where the data naturally oc-

cur as a stream (e.g., sensory data) and where continuous processing is required.

However, the streaming paradigm can be also used to express parallelism in a more

programmer-friendly way. In this context, we recognize two types of parallelism:

∙ the inter-operator parallelism (concurrent processing of multiple operators), and

∙ the intra-operator parallelism (parallelism within one operator).

The inter-operator parallelism emerges quite naturally in the streaming systems.

It only requires that the operators are truly independent and that there are enough

data fragments to keep multiple operators occupied. The intra-operator parallelism
cannot be achieved automatically by the streaming system task scheduler, since the

operators are usually treated as indivisible blocks of code. However, in some cases,

we can decompose an operator into multiple sub-operators which perform the same

functionality. The decomposed structure leads to a larger execution plan; hence, it

presents more opportunities for inter-operator parallelism.

We narrow our focus on shared memory streaming systems which implement the

data streams as flows of packets and explicitly expose this implementation to the

programmer. Typical representatives of such systems are The Flow Graph compo-

nent from the Intel Threading Building Blocks [13] or the Bobox framework [2]. The

packet-level processing in shared memory permits certain optimizations, especially

when the packets are passed on without modification, or when the data are shallow

copied.

In this paper, we address the issues of effective semiautomated parallelization in

the streaming systems. These systems separate the design of effective code (reduced

to simple serial routines) from the data flow schema where the potential parallelism

is expressed along with requirements for implicit synchronization. Furthermore, we

introduce techniques how to decompose operators in order to express intra-operator

parallelism (within one operator) by the means of inter-operator parallelism (con-

current processing of operators).

The proposed techniques were implemented in Bobolang language [7], which

was designed for the specification of execution plans. This language is integrated

into Bobox framework [2], which provides a runtime for parallel evaluation of the

plans on shared memory systems. This framework is primarily designed for efficient

parallel data processing, thus it provides an excellent platform for our experiments.
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The paper is organized as follows. Related work is collected in Sect. 2. Section 3

presents our approach towards semi-automated parallelization in streaming systems.

The Bobolang language which implements this concept is described in Sects. 4 and

5 concludes the paper.

2 Related Work

Contemporary streaming languages basically differ in their focus designed with

a particular intent which significantly influences their syntax and semantics. The

languages Brook [3], StreaMIT [14] and StreamC [6] are intended for the develop-

ment of efficient streaming applications. They introduce a language based on the

C/C++ syntax, which allows the programmer to implement the operators and to

specify their mutual interconnections. The compiler exploits the streaming nature of

the application to perform specific analyses and optimizations designed with a par-

ticular emphasis on concurrent execution. The compiler also creates a static mapping

of the operators to the execution units such as CPUs, GPUs, or FPGAs.
1

Another language extension designed for the development of streaming applica-

tions is Granular Lucid (GLU) [9]. The operators are implemented in the C language;

their structure is described in Lucid. The parallel evaluation of operators is designed

in a similar way as in Bobolang.

The X Language [8] is another example of modern streaming language. It is logi-

cally similar to GLU, but it uses different syntax (similar to Bobolang) which clearly

and explicitly describes the connections between operators. This is especially useful

for designing complex algorithms.

The main difference between these languages and our approach is that they lack

support for constructions such as multiplication of inputs/outputs (see Sect. 4.1). The

absence of this feature requires the use of parallelism inside the procedural code of

operators; otherwise, only inter-operator parallelism would be available.

Semiautomatic parallelization is usually studied in a context of particular pro-

gramming languages such as C (Paralax [15]) or Python (Pydron [12]) where the se-

quentially programmed source code is transformed into parallelizable pieces of code.

FastFlow [1] accelerator supports the easy porting of existing sequential C/C++ ap-

plications onto multi-core systems. Code kernels identified by a programmer are

offloaded onto a number of additional threads running on the same CPU.

Despite the abundance of parallelism in streaming applications, it is a nontriv-

ial task to split and efficiently map sequential applications to multicore systems.

Cordes et al. presents an algorithm [5] which automatically extracts pipeline paral-

lelism from sequential ANSI-C applications. This method employs an integer linear

programming (ILP) based approach to automatically control the granularity of the

parallelization.

1
Field-programmable gate array.
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3 Semi-automated Parallelization

Streaming systems naturally introduce concurrent processing of operators, which is

called inter-operator parallelism. The inter-operator parallelism is usually cooper-

ative (i.e. non-preemptive), associated to sending and receiving data between op-

erators, where an incoming packet triggers the execution of the operator (if it was

suspended after finishing the previous work). To balance the load among available

processors, the operator code is usually allowed to migrate across a pool of worker

threads. In other words, the incoming data packets generate a sequence of tasks which

are assigned to worker threads by the underlying scheduler. This mode of concur-

rency is often called pipeline parallelism and it is sometimes considered a special

case of task parallelism.

Although some systems allow parallel code inside individual operators, parallel

programming is difficult for the developer. Instead of implementing intra-operator

parallelism by parallel code inside an operator, we suggest multiplication of the op-

erators in the execution plan and inserting auxiliary operators to dispatch the input

data among the replicas of an operator and to collect the output data. This way, the

available parallelism is explicitly denoted in the execution plan and the individual

copies of the operator may remain sequential.

Of course, the multiplication of an operator must be consistent with its behavior

and the way the data are dispatched. The simplest case, described in Sect. 3.1, is

associated with stateless operators which process each packet of data independently.

If the operator depends on its internal state, a copy of the state must be properly

maintained in every replica of the operator. As we will show in Sect. 3.2, there are

situations where the cost of maintaining the replicated state is significantly lower

than the gain of the parallelization.

The cost of dispatching data and maintaining replicated state depends on the cost

of data transfer between the operators. Consequently, our approach aims at systems

which use shared memory for communication between operators and allow cheap

broadcasting and forwarding of packets via sharing memory regions. In addition, we

rely on the ability of the underlying scheduler to balance the load among processors.

Thanks to this ability, the auxiliary operators are not required to balance the load

exactly since minor skewness will be corrected by the scheduler.

In our approach, the designer of the execution plan decides which operators may

be parallelized and marks them as stateless or parallelizable. In the latter case, the

procedural code of the operator must adhere to the protocol described in Sect. 3.2.

The execution plan will then be automatically transformed by multiplication of se-

lected operators and insertion of auxiliary operators.

Besides the two built-in approaches to parallelization, the plan designer may ex-

plicitly invoke the multiplication of operators, using plan annotations described in

Sect. 4.
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3.1 Data Parallelism

Data-parallel subproblems would be implemented by a parallel for in traditional par-

allel code. In pipeline systems, such subproblems correspond to stateless operators.

Thanks to the absence of internal state, we may split the input stream into several

sub-streams and process each sub-stream independently, by identical replicas of the

original operator. Two auxiliary operators are required, as shown in Fig. 1: The dis-
patch operator distributes incoming packets to its outputs in round robin manner and

the consolidate operator interleaves incoming packets. The auxiliary operators have

negligible overhead, since they only forward incomming packets.

3.2 Maintaining the Local State

If an operator maintains local state, the parallelization process requires minor mod-

ification of the internal function of the operator as well as different data dispatching

scheme. The parallelization comes at the cost of performing redundant work. It de-

pends on the nature of the operator whether the cost is acceptable, i.e. lower than the

gain by parallelism. The plan designer has to assess the overhead and decide whether

an operator should be parallelized this way. Let us consider a typical schema of a gen-

eral stateful operator with an internal state S:

S ← initial state

while not finished do
tuples ← next part of input (e.g., next packet)

process tuples whilst using and updating state S
end while

If the processing of the tuples and the update of the state can be effectively sep-

arated from each other and the updating of state S takes significantly less time than

the processing of tuples, the stateful operator can be effectively parallelized. The

concurrency is achieved by replicating the operator while each replica has its own

copy of the state. Each replica has a unique index from 0 to R − 1 (for R replicas)

called RID (Replica ID). Each of the replicas then perform the following algorithm:

S ← initial state, phase ← 0
while not finished do

Fig. 1 Parallelization of a

stateless operator
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Fig. 2 Parallelization of a

stateful operator (RIDs are in

brackets)

tuples ← next part of input (e.g., next packet)

if phase mod N = RID then
process tuples whilst using and updating state S

else
update state S using tuples

end if
phase ← phase + 1

end while

We denote operators which are modified in this way as parallelizable.

The schema is depicted in Fig. 2. The broadcast operator which clones its input

for all its outputs is used here instead of the dispatch operator used in the stateless

case. The data are efficient shallow copied in the shared memory. All the operator

replicas receive identical (shallow) copies of the original stream, but they alternate in

the processing of the tuples and in the production of the output stream. The resulting

stream is then gathered by the consolidate operator as in the case of parallelization

of the stateless operators. The body of the operator must be designed by the devel-

oper to support this parallelization. On the other hand, many problems allow simple

decoupling of the tuple processing and state updates simply by creating conditions

in existing code.

4 The Bobolang Language

Bobolang is a declarative language designed for specification of execution plans—

together with the procedural code of individual operators, the execution plans forms

a parallel application. The application requires a runtime environment, essentially

consisting of a dynamic scheduler and streaming support. In our case, the runtime

environment is Bobox [2] where the primary procedural language for operators is

C++; however, Bobolang itself is independent of both the runtime and the associ-

ated procedural language and the same plan may even be used with different imple-

mentations of the operators. For type safety, the Bobolang compiler is supplied with

a dictionary of column types which are provided by the runtime.

The features of Bobolang are shaped by the following objectives:
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∙ Providing a hierarchical decomposition of the execution plan. The operators ref-

erenced in the main plan may either be atomic operators implemented in the as-

sociated procedural language or compound operators whose interior is defined by

a model defined in a model library. All the models are again defined in Bobolang,

allowing for unlimited (but not recursive) decomposition into a tree-like hierarchy

of models with atomic operators at leaves.

∙ Allowing generic models independent of concrete column types. Similarly to

functions in generic programming, generic models infer the number and types

of columns at their interfaces from the context of their instantiation.

∙ Multiplication of inputs, outputs, and operators as a means to provide opportunity

for parallelization. The degree of multiplication is either specified directly in the

model or set to defaults provided from the outer environment. The defaults are set

based on the parallel processing hierarchy of the hardware, considering available

threads, cores, CPU sockets, caches, and/or NUMA nodes.

∙ Automatic multiplication of stateless and parallelizable operators, using insertion

of built-in operators broadcast, dispatch, or consolidate.

A definition of a compound operator is illustrated in the following example:

operator new_operator(int)->(int,int) {
split_op(int)->(int),(int) split;
filter_op(int)->(int,int) filter1, filter2;
join_op(int,int),(int,int)->(int,int) join;

input -> split;
split[0] -> filter1 -> [0]join;
split[1] -> filter2 -> [1]join;
join -> output;

}

The first line declares a new operator called new_operator. The operator has

one input (a stream of integers) and one output (a stream of integer pairs). The body

of the operator has two parts. The first part contains a list of sub-operators, i.e. in-

stances of nested operators from which the operator is composed of. Each line spec-

ifies the operator type together with its input/output data descriptor and declares one

or more local identifiers of the nested operator instances.

The second part specifies the connections between operators. Statement op1 -
> op2 defines the connection of op1 output to op2 input. The corresponding in-

put and output must have the same data type descriptor. The syntax allows creating

chains, so the op1 -> op2 -> op3 statement is just a shorthand expression for

op1 -> op2 and op2 -> op3 statements.

In addition to explicitly defined sub-operators, each body implicitly contains two

special sub-operators—input and output. These sub-operators represent the in-

put and the output of the operator new_operator.

Operators may have multiple inputs or outputs. The inputs/outputs are indexed by

consecutive numbers starting with zero. The index of an output is written in brackets

as a suffix of the identifier of the operator, the index of an input is written analogically
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Fig. 3 Internal structure of

the new_operator

as a prefix. If an operator has only one input/output, the index may be omitted. Note

that the (int),(int) denotes two streams of integers, whereas (int,int)
denotes one stream of integer pairs. The resulting internal structure is depicted in

Fig. 3.

4.1 Multiplication of Inputs and Outputs

Some operators have the ability to split (or broadcast) their output into N channels

while other operators can receive their input from multiple channels. Splitting creates

the opportunity for parallelism as the operators between the splitting and merging

operators are multiplicated and run in parallel. Bobolang allows the specification of

multiplicated outputs and inputs and handles the replication of the operators. On the

other hand, the method of splitting (round-robin, hash-based, etc.) as well as merging

(ordered, random) is a matter of agreement between the operators involved and must

be consistent with the properties of the operators in between.

The main objective of the multiplication mechanism is to allow plan description

which does not grow with the degree of multiplication and where the degree of mul-

tiplication may be either be specified explicitly or inferred from the environment.

The mechanism also allows the propagation of multiplication from the main plan to

the lower plans in the model hierarchy, allowing internally parallelized sub-models

to communicate via multiplied channels.

In a Bobolang plan, each input and output may be augmented with a multiplier,
either explicit (a number in curly brackets) or implicit (an asterisk). In both cases,

the multiplier signalizes the ability of the operator to produce or consume multipli-

cated channels, with the specified or an arbitrary degree. As a result, both channels

and operators are multiplicated and the Bobolang compiler tries to find an equilib-

rium which satisfies the following equation for each edge connecting operator the ith
output of the operator opa to the jth input of the operator opb:

d(opa) ⋅ d(outa,i) = d(inb,j) ⋅ d(opb)

Here, d(opa) and d(opb) are the degrees of multiplication of the two operators

while d(outa,i) and d(inb,j) are the degrees of output/input multiplication at the edge

ends. The products at both sides of the equation correspond to the degree of multi-

plication of the connecting channel. A part of the output/input degrees may be set
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by explicit multipliers in the source plan, others are set to 1 where no multiplier is

specified. The degrees associated with implicit multipliers (asterisks) as well as the

degrees of operators are computed by the Bobolang compiler. Whenever the equa-

tions allow a degree of freedom, implicit multipliers are set to default values from

the environment. Once all the input/output degrees are fixed, the degrees of operators

become uniquely determined by propagation from the main plan borders whose mul-

tiplicity degrees are set to 1. Care must be taken when explicit multipliers are used,

because the system of equations may become overconstrained and thus no solution

may be found.

4.2 Intra-operator Parallelization

We described two types of operators in Sect. 3 and methods of parallelizing them.

To make the parallelization process easier, we introduce Bobolang keywords that

specify the type of a sub-operator, so the Bobolang interpret can select appropriate

parallelization method.

The stateless keyword informs the compiler that the sub-operator instance

does not have inner state, so it can be always parallelized. The parallel keyword

denotes operators that are stateful, but have been modified in the way prescribed by

our schema and the programmer explicitly requests that they are parallelized.

stateless stateless_op()->() op1;
parallel parallelizable_op()->() op2;

If we mark the operator as stateless, the operator is automatically replaced

with the following schema (with respect to the number of inputs/outputs):

operator parallelized_stateless (in_type)->(out_type) {
dispatch(in_type)->(in_type)* disp;
stateless_op(in_type)->(out_type) op;
consolidate(out_type)*->(out_type) cons;

input -> disp -> op -> cons -> output;
}

Therefore, when the operator stateless_op is used in an execution plan, it is

decomposed as shown in Fig. 1. The parallel keyword uses very similar schema.

The only difference is that it employs a broadcast operator instead of dispatch
operator as depicted in Fig. 2.
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5 Conclusion

In this paper, we have presented an elegant concept of semi-automated parallelization

designed for data streaming systems. This concept streamlines the implementation

of the core functionality of data processing systems whilst providing a safe way how

to introduce various forms of parallelism into an application.

Data parallel subproblems with no internal state may be parallelized directly by

the means of the replication scheme for stateless operators. The concept of stateless

operator is simpler to handle and less error prone, since the programmer designs

the internal functionality regardless of the level of parallelism. For more complex

cases, we have proposed the concept of parallelizable stateful operator which permits

parallelization at the cost of redundant work.

The presented concepts has been implemented in the Bobolang language and suc-

cessfully applied in the implementation of parallel database engines. The underlying

Bobox system is currently being extended to parallel accelerators such as GPUs and

Xeon Phi devices. Their unique properties become an impulse for further develop-

ment of the Bobolang language and the presented parallelization concepts.
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Optimizing Satisfaction in a Multi-courses
Allocation Problem

Ana-Maria Nogareda and David Camacho

Abstract The resource allocation problem is a traditional kind of NP-hard

problem. One of its application domains is the allocation of educational resources.

In most universities, students select some courses they would like to attend by rank-

ing the proposed courses. However, to ensure the quality of a course, the number of

seats is limited, so not all students can enroll in their preferred courses. Therefore,

the school administration needs some mechanism to assign the available resources.

In this paper, the course allocation problem has been modeled as a Constraint Satis-

faction Optimization Problem (CSOP) and two metrics have been defined to quantify

the satisfaction of students. The problem is solved with Gecode and a greedy-based

algorithm showing how the CSOP approach is able to allocate resources optimiz-

ing the students’ satisfaction. Another contribution of this work is the allocation of

several courses simultaneously, generating feasible solutions in a short time. The

allocation procedures are based on preferences for courses defined by students, and

on the administration’s constraints at Ecole Hôtelière de Lausanne. Ten data sets

have been generated using the distribution of students’ preferences for courses, and

have been used to carry out a complete experimental analysis.

1 Introduction

In many universities and in most business schools, students can choose the courses

they would like to attend. Due to quality and sometimes security constraints, the

number of seats available in each course is limited, and therefore the demand may

be higher than the offer for popular courses, [2, 3]. Different strategies are used by

universities to allocate seats to students.
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The students’ preferences are often submitted using:

∙ A Ranking system, where students rank the courses from their first choice to their

last.

∙ A Bidding system that enables students to indicate how much they prefer a course

over the others. Each student is credited with a specific amount of points and he

bids points on his favourite courses. The number of points given to the different

courses depends on the strategy of the student and on his preferences.

With both systems, several allocation methods can be used. Budish and Cantillon

compare two mechanisms that use the Ranking system, [1]. The Harvard Business

School mechanism consists in allocating one course to each student at each step of

the process. For the first step the priority order of students is random and this order

is reversed in each subsequent step. The second mechanism is the Random Serial

Dictatorship which considers a random order of students and allocates all courses to

one student at each step. It is a First-come First-served mechanism where the arrival

sequence is defined by a random order.

Sönmez and Ünver analyze mechanisms that use the Bidding system, [8]. The first

one is similar to what is used at the University of Michigan Business School, which

uses Bidding information to infer students’ preferences. Their conclusions show that

this method results in an efficiency loss since we may have situations where a student

bids more on a popular course and consequently is not assigned to his preferred

course.

Diebold et al. compare several matching methods to allocate one bundle of

courses to each student using three different metrics, [4]. The average rank measures

the global welfare of students. A matching will be more popular if more students pre-

fer it. The rank distribution compares how many students were assigned to their first

choice, how many to their second choice, and so on.

In this paper, we compare two methods: the first is based on a greedy approach,

the second is based on a Constraint Satisfaction Optimization Problem (CSOP). The

generation of our sample data is based on courses offered to students in their final

semester at Ecole Hôtelière de Lausanne (EHL); students indicate their preferences

with a ranking of all the available courses.

∙ The Course Greedy approach assigns students to courses so that a course is filled

with students who ranked it in their first choices.

∙ The CSOP approach assigns students to courses so that the global welfare of stu-

dents is maximized and the satisfaction of the worst off is optimized.

In addition to the CSOP model, another contribution of this paper is the fact that

we do not allocate only one course or one bundle of courses to a student, but several

courses.

The rest of the paper is structured as follows. Section 2 describes the course

allocation problem and the metrics that will be used to compare different alloca-

tions. Section 3 describes the greedy strategy. Section 4 describes the CSOP model.

Section 5 presents the results of the two approaches applied to different sets of data.

Finally Sect. 6 contains the conclusions.
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2 The Course Allocation Problem (CAP)

In most business schools, elective courses with a limited number of seats are allo-

cated to students. Each student has to rank the available courses and will be assigned

to courses depending on his preferences. Without loss of generality, we may consider

that the number of courses allocated is the same for all students. A formal definition

of the problem is presented here. Let S = {s1,… , sn} be the list of students and G(s)
the average grade of student s. Let C = {c1,… , cm} be the list of available courses

and K(c) the capacity of course c, that means that a maximum of K(c) students can

be assigned to course c. Each student must be assigned to 𝛾 courses.

Definition 1 The ranking of a student s ∈ S is a relation ⪰s, such that ∀c1, c2 ∈ C:

c1 ≻s c2 ⇔ s strictly prefers c1 over c2
c1 =s c2 ⇔ s has no preference of c1 over c2 or c2 over c1
A ranking is said to be total if all courses are ranked by all students.

Definition 2 An allocation 𝜇 of courses to students is a function such that

∀c ∈ C ∶ 𝜇(c) = {sc
1,… , sc

Card(𝜇(c))} is the list of students assigned to c
∀s ∈ S ∶ 𝜇

−1(s) = {cs
1,… , cs

Card(𝜇−1(s))
} is the list of courses allocated to s

Definition 3 An allocation 𝜇 of courses to students is said to be feasible if

∀c ∈ C : Card(𝜇(c)) ≤ K(c)
∀s ∈ S : Card(𝜇−1(s)) = 𝛾

∀s1, s2 ∈ 𝜇(c) : s1 ≠ s2
∀c1, c2 ∈ 𝜇

−1(s) : c1 ≠ c2

In this paper enough seats are available to allocate 𝛾 courses to each student, that

means ∑

c∈C
(K(c)) = n ⋅ 𝛾 (1)

The following subsection describes two metrics that will be used to measure the

quality of an allocation and to compare two different allocations.

2.1 Comparison of Allocations

The satisfaction of a student s is measured considering his ranking of the courses he

is assigned to.

Definition 4 The position Ps(c) of a course c ∈ C for a student s ∈ S is defined by

Ps(c) = Card(ci ∈ C ∶ ci ≻s c)
Ps(c) is thus the number of courses that s strictly prefers over c.
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Definition 5 A student s has a strict ranking if

∀ci, cj ∈ C with i ≠ j ∶ cs
i ≺s cs

j or cs
i ≻s cs

j which means Ps(ci) ≠ Ps(cj)

With a strict ranking, there is no indifference: for any pair of courses, a student

always strictly prefers one of them over the other, [6].

Definition 6 For an allocation of courses 𝜇, the satisfaction gap SatGap
𝜇

(s) of a

student s ∈ S is defined by

SatGap
𝜇

(s) =
∑

c∈𝜇−1(s)
Ps(c) (2)

For each course allocated to a student, the satisfaction gap SatGap
𝜇

(s) counts the

number of courses that the student strictly prefers over this course. For example,

let’s consider a student who is assigned to 2 courses whose positions in his ranking

are 5 and 3. That means that there are 5 courses that he prefers over the first course

and 3 courses that he prefers over the second course. His satisfaction gap with this

allocation is then 8. So the smaller SatGap
𝜇

(s) is, the happier the student is. If the

ranking is strict, then SatGap
𝜇

(s) has a lower bound: SatGap
𝜇

(s) ≥ 𝛾⋅(𝛾−1)
2 .

The quality of an allocation can be measured with different parameters. The met-

rics used in this paper to analyze the quality of an allocation 𝜇 are:

∙ Total Satisfaction Gap (TSG). Sum of the satisfaction gap of all students.

(TSG) =
∑

s∈S
SatGap

𝜇

(s) (3)

If the ranking is strict, then (TSG) has a lower bound: (TSG) ≥ n ⋅ 𝛾⋅(𝛾−1)
2 .

∙ Worst Satisfaction Gap (WSG). Worst satisfaction among students. The students

whose satisfaction gap is equal to (WSG) are the worst off.

(WSG) = max
s∈S

SatGap
𝜇

(s) (4)

As we want to have students as satisfied as possible, the objective is to minimize

the satisfaction gap, and therefore to minimize both metrics, (TSG) and (WSG).

3 Greedy Strategy: Course Greedy Algorithm (CGA)

To apply this algorithm, students must be ordered using a specific criteria, in the

following sections, students are ordered by their grades, ties are randomly broken.

In the first step of the Course Greedy Algorithm, the available seats of each course

are allocated to the students who ranked the course first. In step k, only the courses

that still have available seats are considered and those seats are allocated to the
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students who ranked the course in position k. If a student is already assigned to 𝛾

courses, he won’t be considered in the following steps. This algorithm is sketched

in Algorithm 1. To avoid infeasibility, a course becomes mandatory if the number

of remaining seats is equal to the number of students who have not been assigned to

enough courses.

input : List of students S = [s1,… , sn] ordered by their grades

∀i, j ≤ n ∶ i > j ⇒ G(si) ≤ G(sj)
output: Feasible allocation 𝜇

∀c ∈ C: 𝜇(c) ← ∅
/*Loop per position */

for k ← 0 to m − 1 do
/*Loop per course */

for j ← 1 to m do
if Card({s ∈ S ∶ 𝜇

−1(s) < 𝛾}) = K(cj) − Card(𝜇(cj)) then
/*The course becomes mandatory to avoid infeasibility */

𝜇(cj) ← 𝜇(cj) ∪ {s ∈ S ∶ 𝜇

−1(s) < 𝛾}
end
if Card(𝜇(cj)) < K(cj) then

/*Loop per student */

for i ← 1 to n do
if Psi

(cj) = k and Card(𝜇−1(si)) < 𝛾 then
𝜇(cj) ← 𝜇(cj) ∪ {si}

end
end

end
end

end
Algorithm 1: Course Greedy Algorithm

Example Consider a CAP with m = 4, 𝛾 = 2 and four students S = {s1,… , s4}
with G(s1) > G(s2) > G(s3) > G(s4). Their rankings are given in Table 1, for

example P1(c1) = 0 means that this course is the favourite course of s1 together with

c4 since P1(c4) = 0. As P1(c2) = P1(c3) = 2, s1 has no preference among those

courses, but he prefers c1 and c4 over c2 or c3. This table contains also the solution

obtained when applying the CGA. 𝜇(ci) is the list of students assigned to course ci,
for example 𝜇(c1) = {s1, s2} means that s1 and s2 are assigned to course c1. The

results are (TSG) = 6 and (WSG) = 2.

4 The CSOP Model

As defined in [9], a Constraint Satisfaction Optimization Problem (CSOP) is a

problem that can be described with three sets and one function (X,D,C, f ). X =
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Table 1 Example

s Ps(c1) Ps(c2) Ps(c3) Ps(c4)
Ranking 1 0 2 2 0

2 0 3 1 2

3 1 2 0 3

4 0 2 0 3

Results 𝜇(c1) 𝜇(c2) 𝜇(c3) 𝜇(c4)
{s1, s2} {s3, s4} {s3, s4} {s1, s2}

Ranking: Position of each course for all students. For each student s ∈ {1, 2, 3, 4}, Ps(ci) is the

number of courses that s prefers over ci. Results: Allocation of courses to students and metrics

value for CGA: 𝜇(ci) is the list of students assigned to course ci

{x1, x2,… , xn} is the set of variables. For each variable xi, the set of possible val-

ues that can be assigned to xi is defined as its domain Di. A finite set of constraints

C = {c1, c2,… , cm} limits the possible combinations of values that can be assigned

to the variables. A solution to a CSOP is defined as an assignment of one value to

each variable so that the value of one variable belongs to its domain and all the con-

straints of C are satisfied. The function f maps a numerical value to each possible

solution. The objective of the problem is to optimize the value of f .

For the CAP, the variables X = {xi
j ∶ i = 1,… , n, j = 1,… , 𝛾} are the courses

allocated to each student, e.g. X1 = {x11,… , x1
𝛾

} are the courses allocated to student 1.

The domain Di is the same for all the variables, it is the list of the available courses

∀i = 1,… , n ∶ Di = {c1,… , cm}. There are two types of constraints: Unicity, a

course cannot be allocated more than once to a student, and Capacity, the number

of students assigned to a course cannot exceed its capacity.

∀s ∈ S ∶ alldifferent(Xs)
∀c ∈ C ∶ Card(xj

i ∈ X ∶ xj
i = c) ≤ K(c)

The objective function has to take into account the metrics defined in Sect. 2.1

with the following priorities:

Priority 1 Minimize (TSG). The total satisfaction gap must be as small as possible,

so that the global satisfaction of students is maximized.

Priority 2 Minimize (WSG). The less satisfied student must be as satisfied as pos-

sible.

5 Experimentation

Ten sets of data have been generated for the ranking of 50 students over 10 courses.

This ranking is based on the distribution of the preferences of the students over the
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Table 2 Experimentation

Course 1 2 3 4 5 6 7 8 9 10

Probability 5 5 6 7 10 10 12 12 15 18

Distribution of preferences (%) of the students over courses

Table 3 50 students, 10 data sets—Comparison CGA-CSOP, Mean ± Standard Deviation of the

two metrics (TSG) and (WSG)

CGA CSOP—10 s CSOP—1 min CSOP—Best

known

Best

(TSG) 226 ± 19 217 ± 21 215 ± 21 211 ± 20 CSOP

(WSG) 12 ± 3 8 ± 1 8 ± 1 7 ± 1 CSOP

courses given in Table 2: the courses with a higher probability will have a higher

probability to be among the first choices of students. For example, course 4 has a

probability of 7 % to be the first choice of a student.

All courses have a capacity of fifteen seats, ∀c ∈ C ∶ K(c) = 15. Three courses

are allocated to each student: 𝛾 = 3. The generated ranking is a strict ranking, which

means that even if a student s is assigned to his first three choices c1, c2 and c3,

the position of this courses for s will be Ps(c1) = 0, Ps(c2) = 1, and Ps(c3) = 2.

Therefore for any allocation 𝜇 and any student s ∈ S we have:

SatGap
𝜇

(s) ≥ 3 (TSG) ≥ 150 and 24 ≥ (WSG) ≥ 3.

Table 3 contains the results. For CGA, the solution is found in less than 1 second.

To solve the CSOP, we have used Gecode, [5, 7]. The computation was done with one

single processor on an Intel
®

Core
™

i5-3320M CPU 2.60 GHz. Table 3 contains the

results after 10 seconds of computation, after 1 minute and the best known solution.

Regarding (TSG), CSOP is on average 4 % better than CGA after 10 s and 6.6 %

better for the best known solution. The ten charts in Fig. 1 correspond to the ten data

sets analyzed and contain the value of (TSG) for CGA, as this algorithm finds only

one solution, the value of (TSG) doesn’t change. The charts also contain the results

for the CSOP method where we can see for each solution found, the value of (TSG)

and the computation time needed to find it.

Regarding (WSG), the first solution obtained with CSOP is always better than

with CGA. After 10 seconds, CSOP is 33 % better and even 42 % better for the best

known solution.

Time-efficiency. Figure 2 compares the value of (TSG) with CGA and CSOP for

the first solution, after 10, 30 s, 1 and 15 min, and includes also the best known result

for the CSOP. The first solution obtained with CSOP is not always better than the

CGA solution, but after 10 seconds of computation, CSOP outperforms CGA in all

data sets.

Scalability. Additional simulations were done with ten data sets of 150 students

in order to analyze the possible loss of effectiveness for bigger data sets. Figure 3

compares the results obtained for (TSG) with CGA and the CSOP method for the
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Fig. 1 50 students—Results: Value of the metric (TSG) in the different solutions found by CSOP

and time when these solutions are found



Optimizing Satisfaction in a Multi-coursesallocation Problem 255

Fig. 2 50 students—(TSG) value for CGA and CSOP for each of the ten data sets in the first

solution and after 10 s, 1, 15 min and 1 h of computation

Fig. 3 150 students—(TSG) value for CGA and CSOP for each of the ten data sets in the first

solution and after 10 s, 1, 15 min and 1 h of computation

Table 4 150 students, 10 data sets—Comparison CGA-CSOP, Mean ± Standard Deviation of the

two metrics (TSG) and (WSG)

CGA CSOP—10 s CSOP—

15 min

CSOP—Best

known

Best

(TSG) 647 ± 31 652 ± 31 648 ± 31 648 ± 31 CGA

(WSG) 18 ± 5 10 ± 1 10 ± 1 10 ± 1 CSOP

first solution, after 10 seconds, 1, 15 min and 1 h, and also includes the best known

result with the CSOP. Regarding (TSG), neither algorithm outperforms the other:

CSOP is better in five sets and CGA is better in the other five sets. Regarding (WSG),

CSOP always outperforms CGA and on average the results are 44 % better (Table 4).

6 Conclusions and Future Work

In this paper, we have compared two different approaches to solve the problem of

allocating several courses to students, where each student gives his preferences with

a strict ranking of the available courses. Two metrics have been used to quantify the

quality of a solution: the Total Satisfaction Gap (TSG) analyzes the average level of
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satisfaction of the students and the Worst Satisfaction Gap (WSG) corresponds to

the level of satisfaction of the worst off.

The first approach, the Course Greedy Algorithm (CGA), allocates a course to

the students who ranked this course first, and if seats are still available, to those

who ranked it second and so on. This mechanism is fairer than a simple First-come

First-served mechanism.

The second approach is based on a Constraint Satisfaction Optimization Prob-

lem (CSOP) and uses the solver Gecode to optimize the value of both metrics. For

small instances, the results for both metrics are very quickly much better than with

CGA. When the number of students increases, the benefit regarding (WSG) is even

more important than for smaller instances. However, the computation time needed

to obtain good results for (TSG) increases, and the benefit of this approach is less

important than for smaller instances since (TSG) with CSOP is similar to (TSG) with

CGA with 150 students. Nevertheless the allocations obtained with CSOP are much

fairer for students than the allocation obtained with CGA.

We are currently implementing a third approach using an Ant Colony Optimiza-

tion (ACO) algorithm in order to compare the results obtained with the three methods

with real preferences of students over courses that are offered at Ecole Hôtelière de

Lausanne.
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Improving the Categorization of Web Sites
by Analysis of Html-Tags Statistics
to Block Inappropriate Content

Dmitry Novozhilov, Igor Kotenko and Andrey Chechulin

Abstract The paper considers the problem of improving the quality of web sites
categorization using data mining methods. This goal is important for automated
systems of parental control. The purpose of such systems is protection from
unwanted or inappropriate information. The novelty of the proposed approach is in
usage of HTML tags statistics of web pages to improve the categorization of sites
that are similar in terms of textual content, but differing in their structural features.
The paper describes the architecture of the categorization system, the algorithm of
its work, the results of experiments, and assessment of classification quality.

1 Introduction

Data mining methods are known to be used for detecting hidden knowledge in the
data: unknown, non-trivial and practically useful. During data analysis it is often
necessary to classify the studied object to one of predefined classes; this is the
classification problem. Its correct solution is very important and leads to significant
progress in many areas. The distinctive features of our time are continuous
development and ubiquity of the Internet. In such conditions the importance of
automatic classification systems, that distribute web pages by category and block
those that are undesirable or offensive, increases. This is extremely important, for
example, to protect children from sites containing inappropriate content or to
counteract the spread of malware and pirate content.
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There are many different approaches to the web sites classification. The most
efficient and widely used is the analysis of the text content of web pages. However,
there are some categories of sites (forum, blog, news) which are almost the same in
text content, whereas their structural features are different. In such situations
researchers use other classification methods. For example, you can parse URL
addresses of the pages or HTML tags of their markup. One of the options in the last
approach is to check the presence/absence of specified tags. In the paper we propose
an original approach, which, unlike the existing ones, is based on the analysis of
statistics of HTML tags, which is the ratio of all occurrences of the tag to the total
number of tags on the site. The main objective of the paper is to improve the quality
of classification for web sites, which classification by text is difficult, by analysis of
web sites based on information about their HTML tags. All stages of this research
are reflected in this paper, which has the following structure: at first the review and
analysis of related work is conducted, then the proposed solution, the experiments
and their results are described. The last section is devoted to conclusions and future
plans.

2 Related Works

The most widely applied method is the classification according to the text [1–3].
Another alternative is to move from a consideration of the documents as sets of
words to the analysis of their meanings, which are taken from the lexical database
[4]. Disadvantage of text classification is that it does not take into account web pages
particularities: HTML document is linked by references to other documents; it
contains images and other non-text elements. Difficulties are also caused by cate-
gories with similar text content, but differing in their structure (for example, blogs,
forums, chats). Thus, the method based on the URL analysis was developed. Using it
we assume that the web page is rarely visited unless it generates interest among
potential readers. That means that the address of the site should somehow reflect its
theme [5]. One of the methods here is to split the URL into its component parts, and
to analyze the parts obtained. This approach is implemented in [6] for URL analysis
to protect from phishing sites. The position of a particular portion in the site address
is also important. Another way is to use the length of the host name and the entire
URL, count the number of different symbols and analyze URL fragments between
these characters. Besides that there are also signs on the basis of information about
the host (geographical features, date of registration, the value of TTL, etc.). All these
attributes are fed to the input of any classifier [7]. In [8] and [9] there are references
to the method associated with the sequence analysis of n-grams, for which the
frequency of appearance is calculated. To identify categories, based on structural
characteristics, it is necessary to look for other methods, one of which is the usage of
HTML tags. The information contained in tags like <title> or <meta> together with
the text content may serve as an important source for analysis [10–13]. Our paper
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discusses a new approach that is based on the analysis not of the content or the
number of HTML tags on the page, but their statistics, which is defined as the ratio of
all occurrences of the tag to the total number of tags on the site.

3 Models and Implementation

Web pages are known to be different from regular documents primarily by the fact
that they are semi-structured using HTML markup tags, interconnected with links,
contain fragments of code that is executable on the server side and on the client.
Therefore, it is to use methods, which take into account the particularity of the
analyzed data. One of possible solutions may be the approaches based on structural
features of web pages, i.e. with HTML tags.

The proposed method is also not based on the stored source code of the web
pages for later analysis, but works with the statistics of HTML tags instead. We
understand the statistics S of tags as the totality of their occurrence frequencies fi,
which is defined as the ratio of the number of instances of this tag n to the total
number N of tags on the page, expressed as a percentage. The result is rounded to
be more informative: S= ∪ fi; fi = ni

N *100%. We should note that such solution
was not found in the beginning of our research, and at first we analyzed simply the
number of tags of each type on the page. However, this approach is not quite
correct, because, for example, it is incorrect to compare 100 tags <div> on the
pages, consisting of 250 and 1000 tags, and they point to a completely different
result. The final classifier is based on the Naïve Bayes and Decision Tree algo-
rithms, which basic predictions are combined on the upper level using stacking. As
the base models, stacking uses various classification algorithms trained on the same
data. Then the meta-classifier is trained on the input data, supplemented by the
results of the forecast of the base algorithms. The idea of stacking is that the
meta-algorithm learns to distinguish which of the base algorithms it should “trust”
on which areas of input data.

To evaluate the quality of classification we use such metrics as precision, recall,
accuracy, and the F-measure which combines information on the precision and
recall. It should be noted that for the class of systems that perform parental control
accuracy metric is of particular importance, since a large number of false positives
may cause refusal from application of such systems.

The task of finding the frequency of tags can be solved in several different ways.
Let us select two of them: (1) search the tags in the entire HTML document and
count the number of occurrences of each of them; (2) use representation of the
HTML document as a tree that significantly simplifies solution of the problem,
providing a variety of navigation functions and access to its elements. One of the
arguments to choose the second approach was that such a tree data structure already
exists—it was built for the needs of document parsing and storing its text content to
a file without HTML tags.
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The key is the tag name, and values are all its representatives, the number of
which is counted. If we apply the function to the root of the tree, we shall obtain
problem solution. For further analysis, all tags are used which frequency exceeds
2 %. It is empirically set value that allows to exclude from consideration tags that
are common to all pages, such as <HTML> , <title> , <head> , <body> etc.

4 Experiments

The experiments were conducted on two data sets (“set1” and “set2”). “Set1” was
created basing on the original data from URLBlacklist.com [14], which included the
categories: “Books, Hunting, News, Dating, Guns”. For each category 1 thousand
sites were selected. “Set2” includes content of URLBlacklist.com [14], combined
with part of the categories taken from the list of “Shalla Secure Services KG” [15].
Several different catalogs are used to find common features of the sites, as well as by
the lack of source data for certain categories within one source and sufficient number
of them in another one. Finally there were selected 13 categories: “Chat, Drugs,
Forum, Guns, Hunting, Jobsearch, Magazines, Medical, Movies, Music, Press”. In
each of them there were about 1.5 thousands of sites.

In the course of source data preparation the attention was paid to the boundaries
of the categories. Such heterogeneous categories as “radio-tv” or “audio-video”
were excluded from consideration, because in fact each of them was divided into
two others. “Drugs” and “medical”, “guns” and “hunting”, on the contrary, were
taken specifically to see the work in cases where some specific words and com-
binations can be common for them. The experimental results for “set1” are pre-
sented in Fig. 1. Classification results for tagged and textual features for the first set
are shown in Fig. 2. The results of the experiments for the second set are presented
in Fig. 3. Classification results for tagged and textual signs for “set2” are shown in
Fig. 4. Analysis of the experimental results allows to make conclusion about
generally low quality, which does not allow to use this method as the primary tool.
The “set 1” gives higher value of accuracy equal to 35.43 %, because it contains less
“controversial categories” which may intersect (only “guns” and “hunting”). For the
“set 2” the accuracy decreases to 15.08 %, while it is clearly visible that categories
“press” and “hunting” became “absorbing”.

Fig. 1 The values of basic metrics for the set “Set 1”
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Figure 5 shows the values of accuracy for approaches based on the analysis of
tags, text and their combinations. The results reflect the improvement of the quality
of classification by combining these approaches for 5 and 13 categories. Thus, the
studies show that the proposed approach based on the statistics of the HTML tags
does not solve the problem of rating by itself, but it can be a good addition in the
outlining of categories that differ in their structural features.

Fig. 2 Categories for set “Set 1”, ordered by descending F-measure for classification by tags

Fig. 3 The values of basic metrics for the set “Set 2”

Fig. 4 Categories of set “Set 2”, ordered by descending F-measure for classification by tags
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5 Conclusion

This paper discussed approaches to categorizing web pages that do not have sig-
nificant differences in text classification, but having different structure. The essence
of the proposed method is the use of HTML tags statistics, which is fed to the
classifiers. The obtained results show that the quality of the tags based classification
is not sufficient to apply this method as a standalone one. But it can be used as a
useful complement to existing systems with textual classification. The principles
investigated can be applied to improve the quality of systems for protection from
information, such as the parental control systems. Further research directions are
connected with search for other classifiers and their combinations that will allow to
combine textual and statistics tags data analyses, to get rid of “absorbing categories”
that are characteristic to decision trees.
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Distributed Architecture of Data Analysis
System Based on Formal Concept Analysis
Approach

A.A. Neznanov and A.A. Parinov

Abstract This paper describes distributed architecture and data workflow of the
analysis system called FCART. Comparing with the similar systems FCART is
capable of dealing with various data sources, data preprocessing and interactive
analysis, extending functionality by integrating independent web-services and
developing plugins. Example of gathering and analyzing data of social networking
service is considered.

Keywords Software architecture ⋅ Data analysis ⋅ Data mining ⋅ Graph
mining ⋅ Formal concept analysis ⋅ Knowledge extraction

1 Introduction

Formal Concept Analysis (FCA) [1] has many applications in different fields [2, 3].
In 2012 scientific group headed by S.O. Kuznetsov finished the first stage of
crafting software tools for CORDIET project [4]. After that, the group has settled
the goal to create an extensible integrated analytic environment for knowledge and
data engineers with a set of research tools based on FCA.

This new software system is called “Formal Concept Analysis Research Toolbox”
(FCART) [5]. The methodology of using this software is based on modern methods
and algorithms of data analysis, technologies for manipulating data collections
(including natural language texts), data visualization, reporting and interactive pro-
cessing techniques. It allows analyst to obtain new knowledge from data with full
process tracking and reproducibility of experiments.
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Certainly, there are some other particular software projects like Cubist [6] or
Coron [7] or small utilities like Concept Explorer [8]. By now, there are no
approaches or integrated program platforms that allow an analyst to use FCA
methods and other tools together for solving real life problems. In this paper, we
describe new web-based distributed architecture of FCART.

2 Methodology

FCART has been following a methodology of [4] formalizing iterative
ontology-driven data analysis process and implementing several basic principles:

1. Iterative process of data analysis using ontology-driven queries and interactive
artifacts (such as concept lattice, clusters, etc.).

2. Separation of processes of data querying (from various data sources), data
preprocessing (of locally saved immutable snapshots), data analysis (in inter-
active visualizers of immutable analytic artifacts), and results presentation (in
report editor).

3. Extendibility on three levels: customizing settings of data access components,
query builders, solvers and visualizers; writing scripts (macros); developing
components (add-ins).

4. Explicit definition of analytic artifacts and their types. It allows one to check the
integrity of session data and provides links between artifacts for end-user.

5. Realization of integrated performance estimation tools.
6. Integrated documentation of software tools and methods of data analysis.

3 Distributed FCART Architecture Additional Principals

Early version of FCARTwas constructed as a local nativeWindows application. Now
we suggest a new architecture to advance technological basis toweb-based distributed
application, to use modern programming techniques, to have a possibility of inte-
grating independent software as components of FCART, and process Big Data. In the
foundation of the architectural style there are following additional principals.

• The components of the system are language and framework independent.
• The components communicate with each other using RESTful Web-API [9, 10].
• The components use open standards for two- and three-legged authentication

and authorization [11].
• The system use intermediate data storage supporting iterating and paging of big

datasets.

First attempt to implement some of these principals had taken place in 2014 [12],
and a year after we have checked all project solutions.
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4 Structure and Workflows of FCART

In current distributed version, FCART consists of following four parts:

1. FCART AuthServer for authentication and authorization, as well as integration
of algorithmic and storage resources.

2. FCART Intermediate Data Storage (IDS) for storage and preprocessing (initial
converting, indexing of text fields, etc.) of big datasets.

3. FCART Thick Client (Client) for interactive data processing and visualization in
integrated graphical multi-document user interface.

4. FCART Web-based solvers (Web-Solvers) for implementing independent
resource-intensive computations.

4.1 Main FCA Workflow

Main data workflow described in details in our previous articles [12]. From the
analyst point of view, basic FCA workflow in FCART has four stages (see Fig. 1).

1. Filling Intermediate Data Storage of FCART from various external SQL, XML
or JSON-like data sources (querying external source described by External Data
Query Description (EDQD).

JSON Collection

Data Snapshot
(Multivalued Context)

Binary Context

Concept Lattice

FCART Client
Import/Export 

Tools

Pattern Structures

Clusters

External Data Set

External
Data Query 
Description

Snapshot Profile

Scaling Query + 
Graph Generators

FCART IDS
Import/Export

Tools

FCART 
Intermediate
Data Storage

Local Session
Data Base

External Data Source

Other artifacts

Analytic Artifacts

Fig. 1 Main FCA workflow of FCART
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2. Loading a data snapshot from local storage into current analytic session
(snapshot described by Snapshot Profile). Data snapshot is a data table with
annotated structured and text attributes, loaded in the system by accessing
external data sources.

3. Transforming the snapshot to a binary context (transformation described by
Scaling Query) or graph (by Graph Generator).

4. Building and visualizing concept lattices and other artifacts based on the binary
context in a scope of analytic session.

Thick Client. From the end user point of view, Client is responsible for rich
end-user interaction. Client has special instruments to visualize and navigate ana-
lytic artefacts. For example, a user can work with big formal concept lattices: scale
lattice element sizes, use parents-children navigator, filter-ideal selection, separation
of focused concepts from other concepts. Thick Client can be extended by plugins
and macros. For example, FCART has several drawing techniques for visualizing
fragments of big lattices: for rendering focused concept neighborhood and for
accenting (by layout and highlighting) selected concepts, “important” concepts, and
filter-ideal with different sorting algorithms for lattice levels [12]. All interaction
between user and external data storages (except local files) goes through the IDS.

AuthServer and Intermediate Data Storage. IDS is responsible for storing and
preprocessing chunks of data from various data sources in common format (JSON
collections). In the current release IDS provides a Web-API and uses AuthServer
for OAuth 2.0 authorization. There are many data storages, which contain petabytes
of collected data. For analyzing such Big Data analyst cannot use any of the tools
mentioned above. FCART provides different scenarios for working with local and
external data storages. In the previous release of FCART analyst can work with
quite small external datasets because all data from external storages convert into
JSON files and saves into IDS. In the current release, we have improved strategies
of working with external data. Now analyst can choose between loading all data
from external data storage to the IDS and accessing external data by chunks using
paging mechanism. FCART analyst should specify the way of accessing external
data using External Data Query Description (EDQD) [12].

Web Solvers and Web-API implementation. All interaction between Client,
Web Solvers and IDS goes through the Web-API. Client construct http-request to
the web-service. The http-request to web-service constructed from two parts: prefix
part and command part. Prefix part contains domain name and local path (e.g. http://
zeus2.hse.ru/lds/). The command part describes operations LDS has to do and
represents some function of web-service API. Using described commands FCART
client can query data from external data storage to the IDS.
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5 Extracting Data from Social Networking Services

In the current release IDS supports scenario to parallel bulk download data from
Social networking services (SNS). The bulk download is useful for getting rela-
tively big amounts of data, which takes days and weeks for collecting. For reducing
collecting time, we using a parallel architecture of program system, which consists
of two types of components: Manager and Agent. In general, social data download
process has the following steps (Fig. 2):

1. Manager gets unique identifiers of nodes and saves nodes identifiers to Task
Queue.

2. At the same time, Agents listen to the Task Queue. When an identifier appears in
the Task Queue, an Agent gets identifier.

3. The Agent checks if there is no such identifier in the Completed Task List and
start downloading information about a node to a file on the local computer.

4. The Agent appends the file to the IDS collection.
5. The Agent has downloaded the node information from SNS. It inserts the

identifier to the Completed Task List and listens to the Task Queue for the next
identifier.

As an experiment of capabilities FCART, we have gathered more than 180,000
person’s profiles from social blogging system LiveJournal [13].In LiveJournal,

Fig. 2 Bulk downloading of SNS data
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friendship relation is not mutual by default. Mutual friendship is a situation when b
∈ a.friends and a ∈ b.friends. For each profile, LiveJournal FCART extracts its
friend list and add new nicks into downloading queue. Time of extracting 15
thousands profiles is about 19 h.

The result of “node-to-node” graph query is a digraph, which is saved as an
artifact in FCART and can be transformed into binary context. FCART supports
interactive browsing of concept lattices. Only ten random person’s profiles from
LiveJournal dataset (and all their friends) have brought about 5357 vertices in
resulting graph and objects and attributes in corresponding context. Time of
building this graph is only 0,3 min (on Intel i7 4600 2 GHz).

6 Conclusion

In this paper, we have discussed the distributed architecture of FCART. We believe
that a new architecture will improve subsequent development of the system,
especially collaborative construction of new solvers and visualizers.
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Self-Optimizing A Multi-Agent Scheduling
System: A Racing Based Approach

Ivo Pereira and Ana Madureira

Abstract Current technological and market challenges increase the need for
development of intelligent systems to support decision making, allowing managers
to concentrate on high-level tasks while improving decision response and effec-
tiveness. A Racing based learning module is proposed to increase the effectiveness
and efficiency of a Multi-Agent System used to model the decision-making process
on scheduling problems. A computational study is put forward showing that the
proposed Racing learning module is an important enhancement to the developed
Multi-Agent Scheduling System since it can provide more effective and efficient
recommendations in most cases.

1 Introduction

In the scope of manufacturing systems, scheduling problems are generally complex,
large scale, constrained, and multi-objective in nature. Thus, classical operational
research techniques are often inadequate to effectively solve them [1]. As such, in
this work, different techniques are combined and integrated in order to solve
real-world scheduling problems [11].

Due to the complexity and size of this problem, a Multi-Agent System (MAS) is
used to model the scheduling environment, so that each job or resource is repre-
sented by a single entity (agent). Job and resource agents communicate between
them. In this context, MAS emphasize the common behaviors of agents, with some
degree of autonomy, and the complexity arising from their interactions. MAS are
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concerned with the coordination of behaviors of a certain community of agents, in
order to share knowledge, capacities, and objectives to solve complex problems [10].

Since scheduling is a NP-complete problem, Metaheuristics (MH) are used to
obtain near-optimal solutions in an efficient way, obtaining the optimal solution is
not practical, particularly for real world problems. Furthermore, MH have different
categorical and/or numeric parameters which makes the tuning procedure a very
time-consuming and tedious task. To aid and release the user from this task, a
Racing based learning module is proposed.

A brute-force approach is clearly not the best solution to the problem of tuning
parameters [3]. A more refined and efficient way can be obtained by streamlining
the assessment of candidates and by the release of those who appear to be less
promising during the evaluation process. This statement summarizes the Racing
approach applied to the problem of tuning parameters on optimization techniques.

The remaining sections of the paper are organized as follows: Sect. 2 presents
the manufacturing scheduling problem. In Sect. 3, the Racing architecture is pre-
sented, with details about the Multi-Agent Scheduling System and Racing module.
The obtained computational results are presented in Sect. 4. In Sect. 5 some con-
clusions are reached.

2 Manufacturing Scheduling Problem

Scheduling problems arise in a diverse set of domains, ranging from manufacturing
to transports, hospitals settings, computer, space environments, amongst others.
Most of these problems are characterized by a great amount of uncertainty that leads
to significant dynamism in the system. Such dynamic scheduling is getting
increased attention between researchers and practitioners [1, 11].

The scheduling problem could be stated as: given a set of jobs (composed by a
set of operations), a set of resources, and an optimization criteria for performance
measure, what is the best way to allocate the resources to the operations considering
that precedence relations and the resource availabilities are respected and perfor-
mance is optimized (maximize or minimized)?

The scheduling problem treated in this work was discussed by Madureira [7],
referred as Extended Job-Shop Scheduling Problem (EJSSP), and has some major
extensions and differences compared to the classic Job-Shop Scheduling Problem
(JSSP), in order to better represent real world problems. JSSP has a set of tasks
processing in a set of machines. Each task has an ordered list of operations, each one
characterized by the respective processing time and machine where is processed.

EJSSP problems consist in JSSP problems with additional constraints, incor-
porating scheduling real-world complexity, namely: different release and due dates
for each job; different priorities for each job; the possibility that not every machines
are used for all jobs; a job can have more than one operation being processed in the
same machine; two or more operations of the same job can be processed simul-
taneously; the possibility of existence of alternative machines, identical or not.
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Scheduling problem is included in the NP-complete combinatorial optimization
problems class [1]. Their solving methods can be categorized in exact and
approximation algorithms [6, 11]. In the former case, an exhaustive solutions space
search is made and it is ensured an optimal solution. However these methods are
very time consuming. On the other hand, approximation algorithms, including
heuristics and MH, do not guarantee the optimal solution but intends to find a
satisfactory solution in an acceptable period of time. For this reason, they are used
in this work integrated with MAS.

3 F-Race Module Based Architecture

This paper was motivated from many years of research in Scheduling, MH and
MAS. A Multi-Agent Scheduling System was proposed in [8, 9] where different
Resource agents apply MH to solve the scheduling problem. However, in order to
achieve good results, it is necessary to define the parameters for those techniques,
which is a very time-consuming task. An idea of using learning techniques came
through our mind in order to automate the parameters’ tuning and then a Racing
module is proposed in this work.

3.1 Multi-Agent Scheduling System

Multi-Agent Systems and MH have been recently used to address and solve dif-
ferent scheduling problems, e.g. [6, 14, 15]. For this reason, in this work, MAS are
defined to model a real-time scheduling system, with the objective to use MH for
solving the scheduling problem subject to perturbations. The Multi-agent Sched-
uling System is composed by three kinds of agents (Fig. 1).

Briefly, there are agents representing jobs (or tasks) and agents representing
resources (or machines). The system is able to: find optimal or near optimal
solutions through MH; deal with dynamism (arrivals of new jobs, cancelled jobs,
changing jobs attributes, etc.); switch from one technique to another; change/adapt
the parameters of the algorithm according to the current situation [7].

To perform a consistent communication with the user, a User Interface Agent
(UI Agent) was implemented. This agent is responsible for the definition of the
graphical interface and also for the dynamic generation of the necessary Job and
Resource agents, according to the number of jobs and machines (resources) com-
prising the scheduling problem. This agent is also responsible to assign each task to
the respective Job Agent. In the end of the process, it receives the solutions gen-
erated by the different Resource agents and applies a repair mechanism in order to
check and ensure the feasibility of the final scheduling plan. Job agents process the
necessary information about the respective job. They are responsible for the gen-
eration of the earliest and latest processing times on the respective job and
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automatically separate each job’s operation for the respective resource. Finally,
Resource agents are responsible for scheduling the operations that require pro-
cessing in the machine supervised by the agent. These agents apply MH in order to
find the best possible single-machine schedules/plans of operations and commu-
nicate those solutions to the UI Agent.

In order to perform MH self-parameterization used by Resource agents, a Racing
module is proposed and described in the next section. The proposed module is
embedded on the Multi-Agent Scheduling System architecture.

3.2 Racing Module Proposal

The Racing module described in this section comes from an adaptation of the F-Race
method [4]. The impossibility of making a direct implementation of the algorithm for
elimination of candidates, since a sufficient number of scheduling instances does not
exist, has led to the need of adapting and implementing a solution where the overall
operation was similar to the Racing generic algorithm.

The aim of the Racing module undergoes a study of different combinations of
MH parameters in optimizing different objective functions (Table 1). Thus, the
input parameters refer to the list of objective functions to optimize and the list of
MH to validate.

Fig. 1 Multi-agent scheduling system architecture [12]
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Traversing the objective functions, the first step involves obtaining a list of
candidate parameters of each MH to make a race between them. These races are
held in a number of instances. For each instance, each combination of parameters is
tested in the system and the data are stored in the database. At each instance, the
candidates who obtained the worst results are eliminated. In the end, the best
candidate is the one who was able to survive through the process.

The most important of this whole process is the remove candidates’ algorithm,
described in Table 2, since it is this that decides which candidates will be eliminated
from the race. This algorithm takes as input parameters the current race and the list
of candidates’ parameters, returning the list of survivors’ parameters. The first test
to perform is check if the list of candidates has more than one combination;
otherwise we are looking at the best case. Then we need to check which statistical
test to be used. If the candidate list has more than two elements, apply the Friedman
test [5]. Otherwise, it uses the Wilcoxon test [5].

Friedman’s test requires that there are at least two blocks of results, i.e. it is
necessary that all candidates have been carried out in at least two instances. This
implies that at the end of the first instance all candidates survive this method. If it is
possible to apply the Friedman’s test, we should first obtain the ordered rankings of
the candidate parameters, and then calculate the sum of each ranking for each
candidate. The number of survivors will be the best n (Eq. 1).

sobrev= round
1

log2ðinst+1Þ × cand
� �

ð1Þ

where inst is the number of instances and cand is the number of candidates
The number of survivors at each step is dependent on the number of instances

already executed and the number of candidates. Moreover, it is calculated according
to the inverse base-2 logarithm, which gives a similar behavior to the F-race.

Table 1 Racing algorithm Step Description

Step 1 Get problem instances and candidate parameters
Step 2 Create race
Step 4 For each instance

For each candidate
Create and execute run

Remove worst candidates
Step 5 Get best candidate

Table 2 Remove candidates
algorithm

Step Description

Step 1 Get race instances
Step 2 If more than two candidates, applies Friedman test

If only two candidates, applies Wilcoxon test
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With this function, it is possible for even a small number of instances, to obtain a
quick convergence to the best candidate, unlike what happens with the original
F-Race [12].

4 Computational Study

In this section, the set of computational experiments is presented and described, in
order to validate the proposed learning mechanism. It is presented the computational
results obtained by the framework of this work. Problem instances of academic
scheduling taken from the OR-Library [2] have been used.

All results correspond to minimizing makespan, also known as completion time
(Cmax). Each instance was run 5 times and the average of the obtained values was
calculated. In order to normalize the values, the ratio between the optimal value and
the average value of Cmax (Eq. 2) was used to estimate the deviation of the value
obtained from the value of the optimal solution.

q=1−
OptCmax

Cmax
ð2Þ

The objective of the racing based approach is to obtain a suitable parameter for
MH from an initial set of parameter combinations. The startup Racing study is to
create sets of parameter combinations for each MH, in order to evolve over the
training instances and thus obtain the most appropriate parameterization for the
technique in question.

Following this methodology, we identify 25 instances for the study, five each
dimension is the number of tasks performed. As this work is considered 6 MH,
order went through 30 pairs set {MH; dimension}. Since each MH is associated with
a different number of parameters (resulting in different numbers of combinations of
parameters in each race). It is considered a total of 375 runs per dimension number
of tasks which, by multiplying 5 dimensions (10, 15, 20, 30, and 50 tasks), giving a
total of 1875 runs at the end of the study. It was possible to identify different
parameters from those that gave rise to the previous results.

After obtaining the best combination of parameters for each pair {MH; number
of tasks}, could be drawn from the results for test instances, in order to analyze the
performance-based approach and Racing conclude as to whether or not a significant
advantage compared to the results previously obtained. We intend to compare the
results obtained by the Racing module with the previous results in order to obtain
information about the advantage of using the learning module based on Racing.

The chart in Fig. 2 allows us to analyze the median and dispersion of data sum-
marized by MH with and without Racing. Table 3 presents the very minimum and
maximum values, the mean and standard deviation of such data. From the statistical
analysis of the results obtained, it is possible to verify advantage of Racing in use,
mainly in Genetic Algorithms and Simulated Annealing, to analyze mean values.
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Analyzing the dispersion of results, it is possible to notice an improvement in the
standard deviation in every technique. It is thus possible to state that the parameters
resulting from the study of the racing improved results compared with the previous
results related to AutoDynAgents system without learning [12, 13].

Fig. 2 Comparison of the average obtained values quotient, between previous and racing results

Table 3 Descriptive analysis
of average obtained values
quotient, between previous
and Racing approaches

MH Results Min Max Avg Std dev

TS Previous 0.05 0.51 0.3365 0.12498
Racing 0.08 0.51 0.3334 0.12226

GA Previous 0.07 0.49 0.3327 0.10754
Racing 0.07 0.47 0.3025 0.10654

SA Previous 0.05 0.58 0.3885 0.15371
Racing 0.07 0.46 0.2903 0.10556

ACO Previous 0.08 0.62 0.4238 0.13956
Racing 0.11 0.61 0.3892 0.11597

PSO Previous 0.07 0.61 0.3759 0.15305

Racing 0.05 0.53 0.3669 0.13401
ABC Previous 0.07 0.70 0.4176 0.16329

Racing 0.07 0.61 0.4019 0.15480

Self-Optimizing A Multi-Agent Scheduling System … 281



In order to be possible to analyze the results by Student’s t test, the samples are
normalized to be able to directly compare the approaches in a comprehensive
manner. This normalization was performed by calculating the ratio of average
values (Fig. 3).

Analyzing the statistical significance of these results, and observing the values t
(29) = 4.740, p < 0.05 in Table 4, it can be stated, with a degree of confidence of
95 %, there are statistically significant differences between the results obtained
initially and the results obtained by Racing based approach, allowing us to conclude
the existence of statistically significant advantage of Racing based approach.

Fig. 3 Comparison of the average obtained values quotient, between previous and Racing results

Table 4 Student’s t test
results for previous versus
Racing approaches

Avg Std dev t DoF p

Previous versus
Racing

0.03182 0.03677 4.740 29 0.00
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5 Conclusions and Future Work

A Multi-Agent Scheduling System was presented in order to assist the user in the
decision making process, by suggesting a scheduling plan close to the optimum
plan.

A Racing based module was proposed in order to increase the effectiveness and
efficiency of the decision making, by providing the scheduling system with the
capability of MH parameter tuning. This is essentially the most valuable contri-
bution of this work.

The results showed that the proposed Racing module was a great improvement to
the system performance since it can now provide recommendations in a more efficient
and effective way. The average deviations were improved in both best and medium
values, and the computational time was significantly reduced since the system
became more intelligent when choosing a MH (in an effective and efficient way).

Future work includes more research in learning approaches (e.g. Reinforcement
Learning and Case-based Reasoning) to improve the performance, as well as a more
extensive computational study, to see the influence of a Racing or a hybrid
approach in a larger number of optimization problems.
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Collaborative Filtering with Hybrid
Clustering Integrated Method to Address
New-Item Cold-Start Problem

Ferdaous Hdioud, Bouchra Frikh, Asmaa Benghabrit
and Brahim Ouhbi

Abstract Recommender Systems (RSs) are a valuable and practical tool to cope
with information overload, as they help users to find interesting products in a large
space of possible options. The Collaborative Filtering (CF) approach is probably
the most used technique in RSs field due to several advantages as the ease of
implementation, accuracy and diversity of recommendations. Despite being much
favored over Content-Based (CB) techniques, it suffers from a major problem
related to the lack of sufficient data for new-item cold-start problem, which affects
recommendations’ quality. This paper is focused on resolving issues related to
item-side in order to produce effective recommendations. To overcome the above
problem, we use a powerful content clustering based on Hybrid Features Selection
Method (HFSM), to get the maximum profit from the content. Then, it will be
combined side by side to CF under a hybrid RS to improve its performance and
handle new-item issue. We evaluate the proposed algorithm experimentally either
in no cold-start situation or in a simulation of a new-item cold-start scenario. The
conducted experiments show the ability of our hybrid recommender to deliver more
accurate predictions for any item and its outperformance on the classical CF
approach, which doesn’t work as usual especially in cold-start situations.
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1 Introduction

In the last years, the decision-making became more and more difficult with the
overwhelming amount of online-information. Therefore, tools are needed to assist
users to find what they want quickly and easily. The appearance of Recommender
Systems (RSs) tackled this problem, as they facilitate prioritizing information.
Thanks to them, the searching time is reduced and the needed or favored infor-
mation is reached as soon as possible. According to the technique used, RSs can be
broadly categorized into four main types [1]: Content-Based (CB) filtering, Col-
laborative Filtering (CF), Hybrid recommender systems and knowledge-based. The
Content-Based RSs are the first conceived, their underlying assumption is using
items’ content and user’s profile which contains his past preferences to suggest him
new items that are similar to the ones he liked before. Later, these approaches were
succeeded by the emergence of CF ones, which are content-agnostic, i.e. they don’t
exploit any type of item’s content in recommendation process. In order to identify
the similar users and produce high-quality recommendations, a large amount of
opinions (ratings) is required, which presents a big shortcoming. Despite the suc-
cess of CF approach, it suffers from many serious problems related to data sparsity
that affect recommendations’ accuracy. The first one is the long tail problem, which
concerns items with only few ratings [2]. The second is the cold-start problem [3, 4]
which has two variants: (1) new-user when an unknown user joins the system
looking forward recommendations [4, 5] and (2) new-item (called also first rater
problem) in which the RS is unable to deliver new items without any rating [6]. The
new-item problem is a special case of the long tail problem; this paper is focused on
resolving issues related to item-side in order to produce effective recommendations.
In the CF techniques, the prediction computation is based primarily on the concept
of similarity between either users or items; also the quality of recommendation is
mainly based on the user ratings, instead of the content information, which is
completely denied. A new item, which is not yet rated, presents a big deal, com-
puting its prediction seems impossible. So, it cannot be recommended to anyone
thereafter. However, the highlight of CB systems is that new items can be imme-
diately recommended once their attributes are available, then the aforementioned
problem is not placed. On the other hand, they achieve a low accuracy compared to
CF and rarely used in practical cases [7]. One common thread in RSs research is the
need to combine several recommendation techniques to achieve a high-level per-
formance, such systems are called hybrid RSs [8–12]. In this paper we aim to
benefit from the content to bridge the gap between the new items and those already
existing by building relationships among them. By doing so, we would be able to
overcome the new-item problem. Since, the lack of sufficient ratings will be offset
by computing similarities between items based on their whole raw content instead
of their ratings.
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The rest of this paper is organized as follows: The second section presents the
related works while the third section introduces a powerful items’ clustering tool
based on a Hybrid Features Selection Method (HFSM) and proposes a linear hybrid
RS rested on the proposed content clustering algorithm and classical CF approach.
The fourth section is devoted to the experimental evaluation. Finally, we offer
concluding remarks and summarize the future directions of our research work.

2 Related Works

Due to the limitations of both CF and CB recommender systems, there is few
research papers opted to combine many techniques in different ways within a single
RS to enhance recommendation quality and tackle some issues. In this section, we
describe some papers that use techniques combining content and collaborative
approaches to handle cold-start scenario. To combine especially CB filtering and
CF to tackle the new item problem, different ways have been proposed and
developed. Here we focus only on those using clustering methods. In [3], a pre-
dictive feature-based regression model was proposed to tackle cold-start problem;
the model exploits all available information of users and items (as user demographic
information and item content features). The work conducted in [13], uses clustering
method to generate content similarities between items and combined with CF to
alleviate the cold-start problem. Later, [14] proposed an extensive hybrid RS using
content clustering for both of items and users for the same aim. An Expectation
Maximization (EM) clustering method was used in [2] for all items in order to solve
the long tail problem. The paper [15] focused on improving the accuracy of RS and
minimizing resource consumption by ensuring a dynamic item’s clustering. In [16],
an enhanced content clustering was used to resolve cold-start problem in user-side.

After reviewing these works above, we may notice that they rely only on
standard clustering methods such as k-means that is widely used due to its ease and
rapidity. These simple clustering techniques are considered as relevant categori-
zation algorithms, when items are characterized by simple enumerated attributes.
Therefore it may work successfully in the context of CF (even if items are presented
only by their ratings) [16]. Our work surpasses the above approaches since it uses a
feature selection method to exploit items’ content to detect items correlations
accurately. Moreover it introduces semantic as well as statistical aspect feature
selection to improve sufficiently similarities’ computation. As a consequence, our
algorithm operates on a wide content of items using the most relevant content
information, this latter will be exploited to detect correlations between items sta-
tistically and semantically. By doing so, we generate high quality recommendations
and tackle the new item problem.
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3 The Proposed System

Our proposed system consists of three modules. The first is content module which
ensures the items clustering with Hybrid Features Selection Method (HFSM). The
second is the pure item-based CF module depending only on ratings. Both of the
two first modules generate an item-to-item matrix similarity. Finally, the third
module combines linearly the two generated similarity matrices, which compensate
the sparsity of CF similarity matrix by the other based on content clustering. The
resulting matrix will be used for the prediction and the recommendation steps. The
main operational aspects are depicted in Fig. 1.

3.1 Content-Clustering Module

The number and type of items’ attributes need to be correctly described differently
from an item to another. Consequently, it is not wise to describe all items by the
same small number of attributes with known set of values. To deal with this issue,
we use a clustering algorithm that integrated a Hybrid Feature Selection Method
(HFSM). Hence, the items are properly represented by using a method that
simultaneously selects statistical and semantic relevant features. This makes the
similarity between items more accurate, which helps the clustering process better
identifying related content items. Once the clustering is performed; similarities
between each pair of items are extracted to build the content similarity matrix.

3.1.1 The Hybrid Features Selection Method (HFSM)

The textual description for items is collected from different information sources and
stored in large documents. Then to present the documents for the clustering process,

Fig. 1 Overview of our proposed hybrid approach
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we use the Vector Space Model. In order to employ it, we first performed a
preprocessing step in order to switch into a feature space. Then, the weight of each
feature is calculated using the well-known numerical statistic TF-IDF:

Xi = tf1 log
n
df1

� �
, tf2 log

n
df2

� �
, . . . , tfD log

n
dfD

� �� �t
ð1Þ

where tfj is the frequency of the term j in the item i, dfj is the number of items that
contain the term j, n is the total number of items in the collection, and D is the
number of terms.

The Hybrid Feature Selection Method that we proposed in [17] simultaneously
selects the most frequent contents by the CHIR statistic [18] and the most pertinent
content-based ones by the SIM measure through a weighting model. Hence, the
term goodness of a feature w is defined by the following formula:

HFSM wð Þ= λ * rχ2 wð Þ+ 1− λð Þ * simðwÞ ð2Þ

where λ is a weighting parameter between 0 and 1. A term w is considered relevant
when the value of its HFSM measure is greater than a predefined threshold.

3.1.2 Clustering with Hybrid Features Selection Algorithm (CHFSA)

The CHFSA algorithm [17] alternates between documents clustering and the
selection of relevant features that describe the documents. Therefore, the clustering
precision is iteratively improved by the selection of relevant features until obtaining
a high clustering accuracy at the stability of the process. Detailed algorithm’s steps
are presented in Fig. 2. To determine the closeness between two items, we used the
cosine similarity.

3.2 Collaborative Filtering Module

This module needs to access to the original ratings’ matrix and compute similarities
between items. As we had already mentioned generating predictions is related
heavily on the principle of correlation between either users (in user-based approach)
or items (item-based approach). The whole data set must be represented in a
suitable format to make the distances’ calculation easy later. When it comes to the
item-based approach, items must be represented in the users’ space, where each
item is m-dimensions vector and each dimension is the rating value given by a user
to this item. Thereafter, a distance between two items is calculated relatively to
ratings given to the both by common users according to a distance’s formula. There
are several formulas that can be used. We used the Pearson coefficient which is
more accurate:
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PC i, jð Þ= ∑uðrui − riÞðruj − rjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑uðrui − ruÞ2 ∑uðruj − rjÞ2

q ð3Þ

– rui: Is the rating of the item i given by the user u.
– ri: Is the mean rating of the item i.

CHFSA Algorithm:
Input:     A set S of n  items to be clustered

m: number of distinct terms existing in S
k: number of clusters
f: factor in the range of [0,1]
l: number of selected features

Output: Set of item clusters
Set of cluster centroids

1: perform the k-means algorithm to get initial clusters and centroids
2: repeat
3: for each of the m features 
4:     calculate the hybrid measure HFSM
5: end for
6: rank the terms in a descending order of their criterion function
7: select the top l features from the sorted list
8: for each item in S
9: for each feature 
10 if it is an unselected feature
11: reduce its weight by f
12: end if
13: end for
14: end for
15: for each cluster
16:      recalculate its centroid based on the new weights of the features
17:end for
18:for each item in the new feature space
19:         for each of the k centroids
20: compute the cosine measure between them 
21:         end for
22:           assign the item to the cluster that has the closest centroid
23:end for
24:for each cluster
25:       recalculate its centroid based on the items assigned to it 
26: end for
27: until the centroids no longer move.

Fig. 2 Clustering with hybrid features selection algorithm (CHFSA)
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3.3 Hybrid Module

Operations performed by the previous two modules were carried out in parallel.
While this module is the core of proposed RS, which is responsible on accessing to
the two matrixes generated previously and combine them into a single new com-
plete matrix similarity. Then, predictions of non-voted items are computed. For the
hybrid module, two different scenarios are possible. Each one must be treated
differently:

• An old item with only few ratings: in this case the number of ratings is insuf-
ficient to make accurate recommendations. Then, this module shall compensate
this lack through the use of items’ content.

• A new item with no ratings: in this case any prediction can’t be rested on
ratings. The module would be based only on content.

Therefore, it consists on alternating between content and collaborative infor-
mation by making certain balance and achieving an acceptable recommendation
according to the situation. The total similarity between two items is the combination
of the similarities obtained by the two previous modules as follows:

Simhybrid =C.Simcontent + ð1−CÞ.SimCF ð4Þ

where C∈ ½0, 1� is the coefficient of combination, it defines the contribution of each
component in the prediction step. We notice that the value of C is variable; it is to
be changed according to different situations. If the CF module lacks of sufficient
ratings to compute reliable similarities, the content module is valued and C tends to
be more important and vise-versa.

Predicting the possible rating’s value that a user would give to an item sum-
marizes the prediction’s step. The prediction’s value of an item i according to a user
u is computed as follows:

predictionui = ri +
∑l

j = 1 ruj − rj
� �

* simij

∑l
j = 1 jsimijj

ð5Þ

• l is the size of the neighborhood of the item i
• simij is the hybrid similarity between the item i and his neighbor j as in (4).
• ri and rj are respectively the mean’ ratings of the items i and j
• ruj is the rating of the item j given by the user u

When a new item appears in the system, Eq. (5) becomes invalid as the item is
unrated by any user (the value ri can’t be computed). In this case, the CHFSA is
applied solely in order to affect the new item to its closest cluster. Therefore, the
prediction is:
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predictionui =
∑j∈C ruj * simij

∑j∈C jsimijj ð6Þ

4 Experimental Evaluation

We perform experiments on movie rating data collected from the Movielens1

web-based RS. The data set contained 100,000 ratings from 943 users of 1,682
movies; each user in the dataset has rated at least 20 items, where rating’s value is
in 1-to-5 scale. Items are characterized by their id, title and their genre (drama,
crime, etc.). An exhaustive textual content of each item is required in order to
conduct the CHFSA explained previously. For this reason, we got a detailed syn-
opsis from Wikipedia.2 For the content module, we picked randomly 20 % of the
dataset’s items to be considered as new items. The rest of items (the remaining
80 %) will be employed to learn our clustering algorithm. The dataset containing
collaborative data (ratings) is divided into a training set and a test set. The 80 % of
the data is used as the training set and the rest 20 % is used as the test set.

4.1 Evaluation Metrics

To evaluate the accuracy of a RS, we use: the MAE (Mean Absolute Error):

MAE=
1

jRtestj ∑
ruiϵRtest

jpredictionui − ruij, ð7Þ

and the coverage:

Coverage =
npi
ni

ð8Þ

where: predictionui: is the prediction and rui: is the real value’s rating, ni is the
number of the items for which we must generate prediction and npi is the number of
items whose prediction was generated by the recommender system.

1http://grouplens.org/datasets/movielens/.
2http://www.wikipedia.org/.
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4.2 Experimental Results

Experiment 1: First, we aim to compare the results of the proposed clustering
algorithm against baseline item-based CF approach. We evaluate our hybrid
approach with borderline weighting cases (C equals respectively to 0 and 1 meaning
either the content based on CHFSA or the CF), given different neighborhood sizes.
The obtained results are reported in the Fig. 3. We observe that the pure content
algorithm outperform the CF and show good results in term of accuracy (MAE
don’t exceed 0.1), unlike to what is known about classical content approaches that
ensure a low accuracy. The high coverage shows the algorithm’s ability to compute
the prediction for any item regardless of number of ratings, due to the complete
matrix similarity generated by the content clustering based on HFSA.

These initial results prove the power of our proposed algorithm to compute
accurate similarities between items resting only on a large content which leads to a
high quality prediction. Since these similarities are computed once the item’s
content is present, it allows constructing the fullest similarity matrix as possible,
which solves the sparsity problem. It is also proven by a very high coverage. On the
other hand, CF doesn’t perform well. In most cases it seems unable to calculate
prediction, or they are less accurate. This is due to the sparsity of matrix (94 %
sparse), as in CF the most we have ratings the most accurate recommendations are
generated.

Experiment 2: As the proposed Hybrid RS based on CHFSA is conceived to
improve the performance of RS under new-item cold-start situations, we simulate a
new-item scenario by keeping only few ratings K per item (K = 2, 5, 10, 30). Then,
we conduct several experiments by changing the value of Combination Coeffi-
cient C to find out the relation between the number of ratings per item and the
contribution of each of the two components (our proposed CB recommendation
using CHFSA and the classical item-based CF). The obtained results are presented
in Fig. 4; The Fig. 4a shows an extreme new-item cold-start situation, in which the
number of ratings K is very small. This proves that CF can’t perform better in such
cases. On the other side, along with the increasing value of C, the MAE drops until

Fig. 3 MAE and Coverage comparison between Item-based CF and content based CHFSA
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arriving to a lowest value when C = 1 (our content algorithm is dominant). The
Fig. 4b shows a different shape than the first one, the lowest value of MAE is
reached in C = 0.8. Then, the CF tends to take more importance when the number
of ratings K has increased. The Fig. 4c shows a little change compared to Fig. 4b.
Even if the number of ratings K has increased, the contribution of content based on
CHFSA still emphasized at the expense of CF, the best value of MAE is reached
when C = 0.7. The value K = 10 remains negligible compared to the total number
of users and items. The last curve in Fig. 4d, emphasizes extensively the importance
of CF as the best MAE value is obtained at C = 0.3. Generally, the change in shape
over the four curves confirms that: the more items lack ratings, the more our
CHFSA Algorithm’s contribution is bigger.

5 Conclusion

Incorporating content into CF recommenders, improve significantly the accuracy of
the system as it overcomes cold-start situations when we lack of sufficient ratings.
The Hybrid Features Selection Algorithm (CHFSA) introduces semantic and sta-
tistical dependencies of items to compute similarities between them, which

Fig. 4 Simulated new item with only few ratings K equals respectively to 2, 5, 10 and 30
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maximizes the profit obtained from their content and upgrade RS’s performance.
The proposed system overcomes the weaknesses of content and CF approaches, by
consolidating one through the other. The conceived RS has for main aim tackling
cold-start related to item-side; we conducted many experiments, which simulate
new-item situations in which the system worked great and outperformed baseline
methods especially in extreme cold-items with no ratings. The proposed solution
can be adopted in the context of many recommenders such as: news, web pages,
books, articles, and so on, in which items have important content, allowing
detecting statistical and semantic connections.
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Applying Reinforcement Learning
in Formation Control of Agents

Vali Derhami and Yusef Momeni

Abstract This paper proposes a new Reinforcement Learning (RL) algorithm for

formation of agents in regular geometric forms. Due to curse of dimensionality prob-

lem, applying RL algorithms in formation problems cannot present suitable perfor-

mance. Moreover, since the state space in formation problem is large, this leads

to long learning time. Here, a multi-agent fuzzy reinforcement learning algorithm

is presented that is an extension of fuzzy actor-critic reinforcement learning in a

multi-agent environment. The final action for each agent is generated by a zero order

T-S fuzzy system. In conventional fuzzy actor-critic RL, there are several candidate

actions for consequence of each fuzzy rule and aim of learning is finding the best

action among these discrete candidate actions. Here, using the proposed linear inter-

polation, a continuous action selection for determining the best action for each fuzzy

rule is presented. The simulation results show the proposed method can improve the

learning speed and action quality.

1 Introduction

Formation control is the cooperating of a group of agents to make a regular shape

and maintain the same while moving. Their applications include: search and rescue

operation [7], surveying [2] and controlling satellite formation [1]. It should be noted

that before moving, agents should first make the formation with definite distances.

In the most previous works, mathematical [10] and traditional control techniques

[9] have been applied to control the formation. Formation control by methods based

on traditional control or methods combined with fuzzy systems and neural networks

have been fully studied [6]. However, there are few papers which have studied this

matter through Reinforcement Learning (RL). For example, in [12, 13] RL has been
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used to find appropriate behavior, but how the formation is made has not been men-

tioned. In [13] two different behaviors have been considered for moving, row forma-

tion for normal situation and column formation for passing through obstacles. The

system finds through Q-learning which of the above-mentioned formations should

be chosen in different conditions. In [3], this case has been studied by giving an

algorithm and by making use of RL. In [4], RL has been used to create formation

in a discrete environment, so that the agents be placed around a table in equal dis-

tances. The above methods, due to discretization, have some weaknesses such as low

learning rate, curse of dimensionality and low quality performance.

In this paper, using Fuzzy Actor-Critic Reinforcement Learning (FACRL), a new

method is proposed to create a formation in a multi-agent environment. Three agents

in an environment with a continuous state and action, make an equilateral triangular

formation. In classic RL, only cases with finite action space are considered, though

in many applications related to the actual world, discretization of action space cannot

be so appropriate. Some parts of action space may be more significant than the other

parts and in order to obtain a good result, it is necessary that the discretization rate

be higher in those parts. Moreover, such important action spaces may not be easy to

identify. On the other hand, when the number of discretized actions is increased in

an action space, the learning rate is reduced.

To cope with the problems of discrete action selection methods, a solution is

given in this paper which searches in the whole action space on a continuous basis

to select a proper action for FACRL. One of the major problems in multi-agent RL

is curse of dimensionality where, by increasing the number of agents, the memory

required for state-action space grows exponentially which decreases the learning rate,

considerably. This problem prevents application of RL in actual multi-agent issues,

where actions and states are expanded and continuous.

The structure of this paper is as follows: The algorithm of fuzzy actor-critic is

introduced in Sect. 2. Then, in Sect. 3 the proposed method for formation is given. In

Sect. 4, a method is given for continuous action selection. The result of simulation

is in Sect. 5 and finally conclusion is given in Sect. 6.

2 Fuzzy Actor-Critic Reinforcement Learning

Fuzzy actor-critic reinforcement learning is combination of fuzzy system as function

approximation and classic actor-critic method.There are two fuzzy systems, one for

generation of action (called actor), and other for estimation of value function (called

critic). First, describe actor module. Consider a zero-order T-S fuzzy system with n
input and one output and R fuzzy rule [5].

Ri ∶ if x1 is Li1 and ... and xn is Lin then ai1 with value wi1
or ai2 with value wi2
⋮ ⋮
or aim with value wim

(1)
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where s = x1 ×⋯×xn is the vector of n-dimensional input state, Li = Li1 ×⋯×Lin is

the n-dimensional strictly convex and normal fuzzy set of the ith rule with a unique

center, m is the number of possible discrete actions for each rule, aij is the jth candi-

date action, and weight wij is the approximated value of the jth action in the ith rule.

In every time step for each rule, one of m candidate actions is chosen considering

weight of that action. The goal of learning is to update the weights of wij using rein-

forcement signal. After that, a greedy policy is implemented. Accordingly, action ai
is aij with the bigger wij. In learning stage, any of action selection methods can be

applied such as 𝜀-greedy or softmax. The global action is calculated as follows:

a(s) =
R∑

i=1
𝜇i(s) × aii+ (2)

where 𝜇i(s) is the normalized firing strength of the ith rule for state s, and i+ is the

index of the selected action and R is the number of fuzzy rules. For the critic, the

same fuzzy inference system as actor is used:

if s is Si then vi (3)

this is for ith rule. vi is the state value for the rule i. Then state value for the state s
is obtained:

V(s) =
R∑

i=1
𝜇i(s) × vi (4)

During learning stage, after action selection of each rule, the global action is

calculated due to Eq. 2 and it is applied to the environment, and it goes to state s′
and reward r is received. In the new state s′, value function V(s′) is obtained from

Eq. 4, and temporal difference error is obtained from Eq. 5:

𝛿 = r + 𝛾V(s′) − V(s) (5)

where 0 < 𝛾 < 1 is discount factor. Action weights are updated as:

wii+ = wii+ + 𝛼 × 𝛿𝜇i(s) (6)

where 𝛼 is learning rate and 0 < 𝛼 < 1. From Eq. 6 can be seen that the weight

of selected action in each rule is updated proportional to its participation in global

action. Then state value of each rule vi, is updated through:

vi = vi + 𝛽 × 𝛿𝜇i(s) (7)

where 𝛽 is learning rate and 0 < 𝛽 < 1.
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3 Multi-Agent Fuzzy Reinforcement Learning

In this section, a method is given which is called Multi Agent Fuzzy Reinforcement

Learning (MAFRL). One of the important issues in multi-agent reinforcement learn-

ing is how to share the reward among agents which is received for their common

action. If all agents receive the same reward, this approach is called global reward,

but in local reward method every agent receives its reward based solely on its indi-

vidual behavior [11]. Global reward does not specify which agent has done better

or worse behavior. Also, using local reward may cause greedy acts that are not suit-

able for multi-agent environments which need cooperation of agents. In this paper,

actor-critic architecture is applied in condition that the defined reinforcement sig-

nal is the same for all the agents and due to the fact that each agent is in a different

state, their related critic function will also be different, whereby the agent’s policy

will be improved. According to Eq. 6 the agent’s policy improved with respect to the

temporal difference error relating to the state value. This helps that each agent with

regard to the rate of its effect, whether positive or negative, on the performance of

the whole group, to be able to improve its policy so that there will be no need to be

concerned how to share the reward among agents.

4 Linear Interpolation Based Action Selection

In this section, a new method is introduced to select an action in an environment

with continuous action space to be used in FACRL. In this method, some candidate

actions are considered for each rule, but their values are not fixed and change as

will be described, until reaches to its final value. If the interval between the first and

the last action is considered permissible for action selection, then for other actions

existing in this interval which are not included between candidate actions, some value

can be considered with regard to Fig. 1 and a first order linear approximation can be

used to calculate its value:

Fig. 1 Continuous action

selection for ai,k
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wi,k =
(wi,p−1 − wi,p

ai,p−1 − ai,p

)

× (ai,k − ai,p) + wi,p (8)

where wi,k weight of the action ai,k and ai,p ≤ ai,k ≤ ai,p+1 or ai,k ∈ [ai,p, ai,p+1]. In

other words k is index of selected action and p, p + 1 are respectively for before and

after selected action. Consequently, ai,k is an action which is located continuously

between the two actions ai,p and ai,p+1 and its weight is wi,k. m is total number of

candidate actions in each rule.

The main structure of this action selection method, is based on expansion of soft-

max method for continuous environment. When T is high, the possibility for selec-

tion of all the points in the given interval is the same and when T decreases, the points

with more value, will have more possibility for selection. Possibility of selection ai,j
with weight wi,j, is obtained by Eq. 9.

p(ai) =
exp(𝜇iwi(ai)∕T)

∫
ai,m
ai,1

exp(𝜇iwi(ai)∕T)dai
(9)

where 𝜇i is normalized firing strength in ith rule and T is temperature parameter.

For action selection, it is necessary to refer to the cumulative distribute function

(CDF) relating to Eq. 9. If the structure of the actions and their equivalent weights

is considered as in Fig. 1, the CDF can be calculated as follows:

CDF =
∫
ai,p
ai,1 exp(𝜇iwi(ai)∕T)dai + ∫

ai,k
ai,p

exp(𝜇iwi(ai)∕T)dai

∫
ai,m
ai,1

exp(𝜇iwi(ai)∕T)dai

=

p−1∑

j=1
∫
ai,j+1
ai,j exp(𝜇iwi(ai)∕T)dai + ∫

ai,k
ai,p

exp(𝜇iwi(ai)∕T)dai

m−1∑

j=1
∫
ai,j+1
ai,j exp(𝜇iwi(ai)∕T)dai

(10)

Also, with regard to Fig. 1:

mi,j =
(wi,j+1 − wi,j

ai,j+1 − ai,j

)

(11)

𝛿ai,j = ai,j+1 − ai,j (12)

As the consequence, Eqs. 13 and 14 are obtained:
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CDF =

p−1∑

j=1
∫
ai,j+1
ai,j exp

[
𝜇i
T

(
mi,j(ai − ai,j) + wi,j

)]
dai

n−1∑

j=1
∫
ai,j+1
ai,j exp

[
𝜇i
T

(
mi,j(ai − ai,j) + wi,j

)]
dai

+

∫
ai,k
ai,p

exp
[
𝜇i
T

(
mi,p(ai − ai,p) + wi,p

)]
dai

n−1∑

j=1
∫
ai,j+1
ai,j exp

[
𝜇i
T

(
mi,j(ai − ai,j) + wi,j

)]
dai

(13)

CDF =

p−1∑

j=1

T
𝜇imi,j

[

exp
(wi,j + mi,j𝛿ai,j

T

)

− exp
(wi,j

T

)]

m−1∑

j=1

T
𝜇imi,j

[

exp
(wi,j + mi,j𝛿ai,j

T

)

− exp
(wi,j

T

)] +

T
𝜇imi,p

[

exp
(wi,p + mi,p(ai,k − ai,p)

T

)

− exp
(wi,p

T

)]

m−1∑

j=1

T
𝜇imi,j

[

exp
(wi,j + mi,j𝛿ai,j

T

)

− exp
(wi,j

T

)] (14)

To select an action, a normal random number should be chosen between 0 and 1

and with respect to the CDF relating to Fig. 1 which is calculated by Eq. 10, a selected

action together with its weight is estimated by Eq. 8. Then the selected action replaces

the nearest located action. This has been indicated in Fig. 2.

In order to keep the range of action space unchanged, for the beginning and ending

of this range, procedures should be different and these two amounts should remain

fixed. If for example, the selected action is closer to ai,1 than to ai,2, despite its further

distance, it replaces ai,2, so as to protect changes range of the action space.

Fig. 2 Changes in weights

and actions while selecting

action ai,k
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The proposed method, at last makes use of a combination of the above mentioned

procedure and the 𝜀-greedy method. That is, with probability 1 − 𝜀, the action is

selected with maximum value. But with probability 𝜀, Eq. 9 is used to select an

action. In order to make use of this algorithm, only the previous action selection

methods should be replaced by this method.

5 Simulation

The state space consists of three parameters that are shown in Fig. 3a:

𝛥m Orthogonal distance of each agent from the bisector of the line sector connecting

the other two agents.

𝛥n Orthogonal distance of each agent from the line passing the other two agents.

𝛥a The distance between the two other agents.

𝛽 is an angle made by a line passing two other agents, and the horizontal line

and is used for simplification and symmetrization. Also, the agent is always in the

first quadrant of the coordinate plane and in other cases, symmetrization is applied

(Fig. 3b).

For the action space, the allowable range is [90, 270] and divided into equal dis-

tances and the applied action constitutes the movement in one of these angles. The

membership functions of fuzzy system inputs are shown in Fig. 4. The agents will

receive a + 10 reward, if they reach the goal and create the formation, otherwise the

reward will be −0.01.

Reinforcement function =

{
+10 goal state

−0.01 others
(15)

For simulation, agents are randomly placed in an environment of 20 × 20 dimen-

sions and learning takes place as explained earlier. In this problem 𝛽 = 0.8, 𝛼 = 0.01,

𝛾 = 0.09 and for greedy method, 𝜀 is equal to 0.2. These cases are applied for both

methods of MAFRL and LIBAS. However, in case of using LIBAS method, in addi-

tion to the aforementioned cases, T is also needed which is considered equal to 0.1.

Fig. 3 Showing how the

state and action of the

system is defined

(a) (b)
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(a) (b)

(c)

Fig. 4 Membership function of fuzzy system inputs

In testing stage, the agents are randomly placed in 300 different points. After

placing the agents in the initial points, an average is taken from total distance which

was passed by the three agents, up to the final points. Then, for 60 times more and

with the same condition, the system gets learning and again, another average is taken

on the whole distance passed by the agents. Finally, the last average is taken once

again among the total 60 times and the final result obtained, indicates an average of

the total distance passed to reach the goal.

The average distance passed for different number of candidate actions, is given in

Table 1 and a comparison has been made for both methods. It should be mentioned

that in the table and figures, wherever LIBAS method is mentioned and compared

with MAFRL, it means that LIBAS has been applied in MAFRL. Also, in Table 1

Table 1 Comparison between MAFRL and LIBAS methods

Number of candidate action 5 6 9 13 20 30

Compared parameter

Average of passed

distance

MAFRL 24.4 24.9 25.8 27.4 27.5 28.5

LIBAS 18.7 20.6 18.7 19.1 20.7 21.2

Improvement

ratio

24 % 17 % 27 % 30 % 25 % 26 %

Distance passed

while one failed

MAFRL 33.6 33.5 33.8 35.6 35.8 36.4

LIBAS 22 22.4 22.9 22.1 22.8 24.6

Improvement

ratio

34 % 33 % 32 % 38 % 36 % 32 %

Number of episode

to converge

MAFRL 163.1 160.5 164.3 174.3 170.7 176.7

LIBAS 250.2 220.6 277.5 305 315 351.1

Improvement

ratio

−53% −38% −69% −75% −84% −98%
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Fig. 5 A sample showing how actions converge

Fig. 6 Behavior of agents to reach the desired formation

improvement percentage means the rate of improvement achieved through applica-

tion of LIBAS in MAFRL as compared with MAFRL method only. In order to check

the system robustness against failures, it is assumed that one of the agents fails to

move. It is found that the system proves to be robust against failure and the agents

are able to fulfill their duty.

Figure 5 shows convergence for one of the fuzzy rules in one of the agents through

MAFRL and LIBAS methods. It can be seen how LIBAS is able to search the action

space more accurately and find answers not obtainable through discrete action selec-

tion method. In Figs. 6 and 7 some pictures are given as examples showing the move-

ment of agents to form triangle formation, whether all three agents are moving or

when one of them fails to move.

Comparing the results, it is clearly understood that, the improvement obtained

through applying continuous action selection method, is greatly considerable.

Although the episode required for convergence has increased, it can be seen that

the average distance passed, has decreased considerably as shown in the table. This
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Fig. 7 Behavior of agents to reach the desired formation while one of agents failed to move

shows that usage of LIBAS method has increased reliability of the system. However,

decreasing of average distance passed has led to increasing of episodes required for

convergence.

6 Conclusion

In this paper, a continuous action selection method developed to be used in fuzzy

actor-critic method and was evaluated in creating a formation. The results showed

that the continuous action selection method improved the results from the view point

of average distance passed by the agents as well as from the view point of system

resistance against failure, although it decreased the convergence speed . This speed

reduction was due to the fact that the searching space was greater and more time was

required for searching. In future works, this method will be preferred to be imple-

mented in single agent environments and also other reinforcement leaning methods.
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Context Time-Sequencing for Machine
Learning and Sustainability Optimization

Fábio Silva and Cesar Analide

Abstract Computer systems designed to help user in their daily activities are becom-

ing a norm. Specially, with the advent of the Internet of Things (IoT) where every

device is interconnected with others through internet based protocols, the amount of

data and information available has increased. Tracking devices are targeting more

and more activities such as fitness, utilities consumption, movement, environment

state, weather. Nowadays, a challenge for researchers is to handle such income of data

and transform it into meaningful knowledge that can be used to predict, foresight,

adapt and control activities. In order to this, it is necessary to interpret contextual

information and produce services to anticipate these conditions. This project aim to

provide a system for the creation of information and data structures to generate user

models based on activity and sensor based contextual-information from IoT devices

and apply machine learning operations to anticipate future states.

1 Introduction

Contextual lifelong information is becoming a reality with the increasing number of

devices that allow constant environment and user sensorization. From fitness track-

ers to household consumption utility monitors, sources of data are diverse and allow

different contextual analysis. With concepts and processes from data and information

fusion t is possible to not only improve measurement but also improve the quality

of information using different heterogeneous sources. Internet of Things (IoT) pro-

vides the infrastructure network needed to share data across devices, while growing
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research areas like smart cities and smart things aim to democratise the use of such

infrastructures to, among other things improve living conditions and access to ser-

vices that may help users in their daily lives.

One application for these concepts can be found in the creation of on-line sustain-

ability reports and the implementation of sustainability indicators on communities

of users. In these analysis, sustainable indicators are generally relative to the sus-

tainability dimensions: ecological, social and financial, though, indicators that span

across dimensions are also possible. Furthering this idea, the data sources and meth-

ods of measuring and assessing sustainability continue non-standardized and depen-

dent on the subject, objective of analysis and area of study. As a result, it seems that

no broad framework for dealing with such problem has become relevant, but rather,

small implementations specialized implementations dependent on the area of study.

Taking lessons from ambient intelligence, ubiquitous computing and the current

availability of data sources as a consequence of the development the interconnection

of services and devices through internet protocols, it is possible to think about these

problems as computational problems. It means that, computational resources to sense

monitor and act upon the environment have become available. This led to the creation

of the field of computational sustainability [3]. This field aim to use computational

resources to monitor, plan and optimize attributes related to sustainable problems

which have application beyond the traditional computational system.

Sustainable problems such as energetic sustainability and energy efficiency are

directly affected by human behaviour and social aspects such as comfort. While

efficiency is focused on optimization, sustainability is mostly concerned on restric-

tions put in place to ensure that the devised solution does not impair the future. For

instance, a deliberative system that pre-heats a room in the afternoon taking advan-

tage of solar radiation and maintains it warm so it can be occupied in the evening,

might conduct an energy efficiency procedure, in order to spend less energy to make

that room comfortable later in the day. Considering the cost of heating the same

room later in the evening from a lower temperature to a comfortable temperature the

energy might be best spent with the previous strategy, but it will not be clear to all

users because such action are dependent on context and some user might only see an

empty room spending energy on a heating process.

This projects aim to deliver contextual time-sequence actions based on user con-

textual information. These will use different devices and services connected to data

networks to provide organized data input for machine learning models and deliber-

ative tasks. Data operations are based on the streams of time-sequence data which

are also defined to according to the learning tasks. The end objective is to provide

an automatic work flow that recognises user habits and contexts to control and adapt

contextual information to user needs and sustainable objectives.
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2 Related Work

2.1 Human Tracking

Different methodologies and procedures exist to keep track of human activities and

to make predictions based on previous and current information gathered from these

environments. Some of the most common approaches with machine learning tech-

niques involve the use of neural networks, classification techniques, fuzzy logic,

sequence discovery, instance based learning and reinforced learning.

Sequence discovery approach is at the heart of learning algorithm in [1], which

demonstrates a system that can learn user behavioural patterns and take proactive

measures accordingly. The theory developed consists in the discovery of pattern of

user behaviour. Such system is composed by three modules, the representation of

patterns, the learning patterns and the interacting system. These three modules are

predicted to be capable of interacting with the user in natural language, learning pat-

terns of user’s behaviour and representing the contents of each discovered pattern in

a simple if-then-when rule. Other approach is found in [9] where events are grouped

into activities under an ambient intelligence scenario, with sensors spread across a

domestic environment. Not only does it target activities of daily living, it also tar-

gets the cluster of activities and relationships between them based on mathematical

formulations over sets of activities.

Human activity tracking algorithms demonstrate potential for intelligent environ-

ments in order to adapt to specific user preferences or environment specific objectives

taking in consideration the habits of its users.

2.2 Environment Tracking

Smart cities is a research area under development that aims to provide a technological

infrastructure to measure and monitor attributes relevant to city management. Fur-

thermore, it is being used to develop services based on the platforms such as internet

of things (IoT), smart grids and public services [6, 8]. These developments enable

the constant monitoring of city attributes such as weather, air, living conditions and

traffic for example. These are often aggregated in units of time ranging from every

few seconds to days, months and years. An historic record is, among other things,

used to provide context or even factual data for problems such as global warming,

flood control, public health and energy savings.

Every city citizen is subjected to the conditions being monitored and, as such,

these services become an interesting context data to analyse behaviours and specially

behaviour dependent on context. On a sustainability analysis, this means assessing

behaviour impact on sustainability and sustainability indicators.
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Our take in environment tracking makes use of dedicated hardware and web-

services to gather contextual data as activities are produced. The objective is to create

time-sequence strips that can be evaluated on a time basis and used as historic data

to perform prediction using models with machine learning technology.

2.3 Machine Learning and Profiling

Models and machine learning often require past evidence to compute, predict and

provide insights. The objective is to rely on proof from past events so future occur-

rences can be estimated ahead of time. This, of course, translates to valuable knowl-

edge, specially when certain outcomes need to be avoided such as uncomfortable

environments or unsustainable behaviours. It is in growing demand the need of fore-

cast to prevent and assure compliance.

Projects such as The People Help Energy Savings and Sustainability (PHESS)

[10], HVAC control systems based on people estimation [5] and adaptative agents

[7], look for means to predict behavioural action of its users based on environment

configurations and their current states. To this end, the use ambient sensorization,

data fusion techniques, ubiquitous monitoring and smart actuators make it a techno-

logical project with benefits for both compliance of policies and an attempt to solve

some sustainability assurance. The use of the expression attempt is due to the nature

of the definition of sustainability, which for this work was based on the assumption

that past and current actions should not impair the future of the execution of such

actions in the future. If there is lack of data or information then the analysis may

become incomplete, but even worse is the case for uncontrollable factors that impair

sustainability without remediation available.

3 User Time-Sequence Context Fusion

The PHESS project, for which this time-sequence context was developed, is intended

to, by helping people, make them intervene in the society, in the context and with

the purpose of contributing for the energetic sustain-ability of their world. There is

perception and desire, in the society and in people, to discuss this matter. In order

to make the data design robust enough for consecutive updates, the PHESS system

was design to track contextual factor on base units of interest. Raw data is preserved

at central data storing nodes with reliable and fault tolerance mechanisms in place

and then pre-processed to make meaningful journals of contextual information. This

contextual information acts as a middle data preparation which can suffer operations

such as slice to decrease contextual information, aggregation to operate on higher

base units, and time-sequence to determine the number of days, epoch and period of

interest of the analysis. After these operations, the data is ready to become the input

of multiple machine learning and ranking algorithms.



Context Time-Sequencing for Machine Learning . . . 313

Intentionally, the main objective is the re-organization of contextual information

so as to provide tailored suggestions to users on sustainable parameters based on evi-

dence form environment parameters and behaviours. In test scenarios, the consump-

tion of utilities electricity was used to perform sustainable assessments. Better yet,

the contextual information from structured services inside the PHESS project allow

the inclusion of direct context based on what happened and indirect context based

on what could have happened if realistic and feasible modifications were made on

the base context. This indirect context is dependent on expert knowledge to devise

possible scenarios such as the availability of solar energy sources to decrease the

environmental and financial cost of grid powered electricity. Such metadata can be

used to fuel the assessment of alternative scenarios, which is useful when consider-

ing the optimisation or assurance of parameters.

The focus of this project is, more than developing new procedures or algorithms

to solving problems, putting these innovations on the hand of the user, with a clear

purpose: that these innovative tools should be guided to assist people.

3.1 Data Fusion

The process of data fusion is handled by local central nodes, where data is submitted

to data fusion process according to the number of overlapping and complementing

sensors. In this regard, there are a number of strategies that can be followed accord-

ing to context. The first one mentioned is a weighted average of values for the same

type of sensors in the same context to get an overview of an attribute with multiple

sensors to reduce measurement errors. The weights are defined manually by the local

administrator. More sophisticated fusion is employed with complementary sensors

which according to some logic defined into the system measure an attribute by join-

ing efforts such as user presence with both RFID readers and wireless connection

of personal devices such as smartphones. In this case, the system knows the user is

present whenever one or both of the sensors are triggered. In this last example there

is the use of heterogeneous data to create attributes with some level of knowledge

expertise. Other examples can be found in is the assessment of thermal comfort using

default indicator expressed as mathematical formulae such as the PMV index [2] or

the more recent physiological estimated temperature (PET) [4]. Other application is

the definition of sustainable indicators according to custom mathematical formulae

in the platform that shall process some attributes in the system to make their calcu-

lation. The PHESS project, in its contextual inference uses convergent data fusion

techniques and heterogeneous data sources as income of data. Context can take a

form of averaged sensor readings to complex indicators that are directly or indirectly

assessed. Operation over datasets are present to filter, group and randomize samples

through slice, aggregate and sample operators. A generic visual representation of the

time-sequence to represent the evolution of indicators over time is shown by Fig. 1.

Each time-sequence is based on action detection. The action sensors provide the

granularity of the analysis as action recognition can be based on user movement (e.g.
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Fig. 1 Daily based time sequence contextual information based on user activity

Fig. 2 Indicator Construction in PHESS workflow

from one environment to other), activity detection (e.g. walking, driving, exercising,

cooking). Physically, the PHESS platform perform a number of calls to sensor and

context services in order to gather the information needed to build the time-sequence.

Figure 2 details the list of calls to PHESS internal services to manage and display

time-sequences to the user.

The configuration of data fusion steps, the selection of sensors and streams of data

is made on the initial step of the system by the local administrator. This flexibility

addresses the needs for the system to produce relevant information locally. Also, the

historic of time-sequences allows for machine learning tasks and to anticipate user

actions based on context or environment response to user behaviour depending on

interest.
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Table 1 Expert rules

dependent on activity
Attribute Acceptable range

Artificial light [50, 2000 lux]
Temperature [18, 24 ◦C]
Relative humidity [20, 60%]
Ambient noise [0, 60 db]
Step count [6000, 10000]
Heart rate [60, 75 bpm]

3.2 Expert Rules

A predictive system needs to find not only what is expected in the near future but

also to guide results according to guidelines extracted from complementary sciences.

These are called expert rules due to the fact that they are created from knowledge

passed to the system. For instance it is expected that daytime is hooter than nigh time

and peak activity occur during daytime while resting period is during night time. As

mundane as these rules are, they provide a substantial clues to direct learning efforts,

assess sustainable parameters based on living conditions and plan what is ahead.

Other rules such thermal comfort of temperature and humidity or ergonomic light-

ning conditions provide insight to how much optimization can occur before human

comfort and sustainability is affected. A traditional example shall be reduce electri-

cal costs by turning down all electronic equipment. Though, it yields mathematically

sound results, the human side is completely forgotten and may enforce hard living

condition for today’s habits. PHESS platform takes it into consideration as it is belied

that no computer centric can endure without taking in consideration usability and

comfort.

Table 1 display a simplistic demonstration of expert rules that define acceptable

intervals for attributes that can be monitored from environment or users. These show-

case what is considered normal ranges in which human behaviour is not negatively

effected. If sustainable solution would violate these conditions then it is likely that

at least the social dimension of sustainability would be harmed as well. In the sys-

tem, expert rules act as means to assess indicator results and give them human inter-

pretable meaning.

4 Case Study

The PHESS platform was used to perform experiments validating the theory pre-

sented in this research paper. The cases selected were a household environment and

a office environment. These environments were set up in the PHESS platform by their

physical representation. In each case, fixed and mobile sensors where introduced as

in the configuration.
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Table 2 User time-sequence results

Household environment Office environment

User 1 User 1 User 2

Actions detected 53 104 96

Indicators monitored 4 4 4

User notifications 2 4 5

The target was to control, environment comfort, physical condition and compound

targets that combine expected contextual conditions with expert rules to design smart

notifications to end users. To this end, the creation of time-sequence context was used

to gather information about contextual information on each user. Notification were

addressed each time.

The fixed sensors used were: an electricity meter to monitor energy consumption,

temperature and humidity to monitor environment state. Furthermore, mobile sen-

sors linked to users inside of each space was demonstrated by the use of smartphones,

RFID tags and smartwatches data.

The professional environment is composed by a large room inside a office build-

ing frequented by a variable number of users. Ergonomic rules are obtained by the

required conditions of office work documented by ergonomic studies. On the other

hand, the house hold environment is composed of a number of room in which local-

ization determines only weather the user is present in the environment. The sensor

reading are also relative to the as generic data about the total building. Expert rules

for each case are determined by expert rules as detailed in Sect. 3.2. These rules

are transmitted to the PHESS platform which will manage contextual information to

extract the maximum benefit for optimization and saving measures while preserving

sustainable parameters.

These experiments occurred over in distinct time-frames but they had the dura-

tion of a full week of analysis. In Table 2, preliminary result, indicate the number

of actions detected and indicators and notifications towards the end user. Indicator

design was generated in the PHESS platform and included attributes to monitor sus-

tainable indicators according to the dimensions of sustainability. The indicators are

related to the thermal comfort according to the PMV indicator, noise levels, electrical

lightning consumptions and number of active steps executed by a user. Notifications

are generated according to the compliance of ergonomic rules during the day taking

in consideration the last two hours and a proportionate expectation for each indi-

cator. For instance in the case of thermal comfort it is not expected to by violated

during the day, but the number of steps is divided by the number of active hours dur-

ing the day. Electrical optimization is made detecting the need for artificial lightning

with weather and solar exposition inputs and their relation to electrical consumption

needs.

The context in strips of time-sequence actions, reveals behaviour according to

actions and provides historic information to machine learning models. In this case
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Table 3 Indicator predicament based on user context

Input Output Accuracy (%)

Time & User & Environment Thermal comfort 83

Time & Action User & Environment Thermal comfort 84

Time User & Environment Electrical optimisation 72

Time & Action User & Environment Electrical optimisation 68

Time User & Environment Noise comfort 75

Time & Action User & Environment Noise comfort 86

Time User & Environment Steps 71

Time & Action User & Environment Steps 88

predictive action are produced to derive Indicator values according to time or time

and action as input. It is possible to see in this example that some routines have

more impact on indicator values than other. For instance time and action provides

a contextual information that improves the predicament of noise comfort and steps

activity during the day. These indicator are clearly more dependent on the activities

performed during the day while the other indicator seem to have similar results when

only time is considered as input.

This assessment shall be used in the future to suggest activities that improve have

impact on the monitored indicators. The strategy employed here might yield good

results and also identify which activities have the most success to improve such indi-

cator values according to each user habits (Table 3).

5 Conclusion

Context based on action time-sequences provides context in which actions are made.

It is possible to observe which actions are based on context or based on user routines

independent of context. The novelty proposed by this work is the middleware and

data processing for the creation of sustainable machine learning models based on

user activity detection. Furthermore, these models shall support the development of

sustainable applications that take advantage of such models and information.

Time-sequence creation from basic aggregate, slice and sample provides a simple

work-flow which is powerful enough to deliver meaningful results which can be used

to deduce conclusions about future behaviours.After modelling each time strip, con-

textual records are ready to be used by machine learning models. Results show that

the composed values of indicator can be expressed either by time-sequences, but for

some indicators, better results are yield when action is present. In fact, the improve-

ment of the prediction of activities seems to indicate that some activities have more

impact on indicator values and thus more prone to be used in suggestion systems.



318 F. Silva and C. Analide

As future work, there is the need to exploit other models for user context mod-

elling, as well as, the design of better activity detection sensors, based on improved

data fusion techniques and heterogeneous devices. The objective is to exploit more

sources of data to interpret activity engagement by users. Assessment of time-

sequence strips and categorization of sustainable indicators values can be used to

fuel both environment actuators and leave notification design system as a fall-back

when no actuator can mitigate the impact on indicators.
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Intelligent Distributed Systems
for Rural Areas

Luís Frazão, Silvana Meire and António Pereira

Abstract Communication technologies have evolved and grown exponentially in
recent years. Unfortunately, this growth is not the case in rural areas, where the
small population density does not justify the investment made by Internet providers.
The creation and development of projects in rural wireless networks are often an
effective alternative to traditional Internet providers. However, these projects tend
to disappear soon after their implementation due to the cost of managing and
solving problems. This paper presents an intelligent distributed system that can help
the network administrators in maintenance tasks by applying automatic intelligent
actions and decisions, ease the installation of new network devices for end users,
automatically update existing devices, and manage network traffic by applying
algorithms that will decide based on intelligence. This is achieved by using an
intelligent distributed system executed on every device of the network and is
capable of making decisions and actions that will help administrators with
problem-solving, automatic configuration of devices, proactive bandwidth and
network traffic management, and reduce costs in maintaining the network.

L. Frazão (✉) ⋅ S. Meire
Departamento de Informática, Escuela Superior de Ingeniería Informática,
Universidade de Vigo, Ourense 32004, Spain
e-mail: luisfrazao@gmail.com

A. Pereira
INOV INESC Innovation, Institute of New Technologies of Leiria,
2411-901 Leiria, Portugal

L. Frazão ⋅ A. Pereira
Computer Science and Communications Research Centre, School of Technology and
Management, Polytechnic Institute of Leiria, 2411-901 Leiria, Portugal

© Springer International Publishing Switzerland 2016
P. Novais et al. (eds.), Intelligent Distributed Computing IX,
Studies in Computational Intelligence 616,
DOI 10.1007/978-3-319-25017-5_30

321



1 Introduction

The growth of the number of people with Internet access is amazing. This fast
paced evolution has made communication technologies better, faster and cheaper
all-around. However, this has not been true for remote areas where the population
density is very low and unpopular for the economic interests of the Internet pro-
viders. Although the internet backbone bandwidth available for users is increasing,
this situation seems to be only happening in urban areas. In rural areas the access to
the Internet is most of the cases slow and of poor quality. The actual Internet offer is
not equal for everyone due to the non-profitability of implementing Internet ser-
vices. Wireless network deployments in rural areas are being used as the best
solution to provide Internet access [1–4]. Wireless technologies, such as IEEE
802.11, are low cost (unlicensed spectrum), easy, fast to deploy and are able to
cover long distances. This has been the most common used technology in wireless
rural area networks implemented all over the world.

Prior works [2, 5–12] have identified major problems in the sustainability of
rural areas networks. The problem associated with a rural localization is its
expensive maintenance due to the distance of the specialized teams. In order to
solve these problems and to guarantee the longevity and sustainability of wireless
networks in rural areas, we proposed an intelligent system that can automatically act
on the network based on previous learned experience, user inputs and monitoring
data of the network. Also, it can automatically deploy new configuration to newly
installed devices on the network, as well as updating all the devices without the
need of local human interaction. Last, the system can collect information of net-
work traffic parameters and decide intelligently on specific problems of the network
by applying algorithms created to achieve maximum fairness and quality of
experience for the users.

This paper identifies factors that could be used to enhance a network to be
autonomous and self-sustainable, and therefore minimizing its cost and maximizing
it longevity and sustainability. While the previous researches mentioned are dedi-
cated to specific implementation or specific technology, we aim to achieve a high
layer solution that could be used on any wireless network.

The remainder of this paper is structured as follows. In Sect. 2 we briefly
describe prior work in rural area wireless networks and the challenges of similar
solutions. In Sect. 3 we present an overview of our architecture solution and our
conclusions in Sect. 4.

2 Related Work

In the last decade, wireless IEEE 802.11 deployments have been made all around
the world in rural areas and developing countries. Some of these deployments focus
on providing services for the local community such as health services or education
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services. However, network management isn’t always planned before the deploy-
ment of the network. Raman and Chebrolu [5] describe the experiences in using
wireless technologies of the Digital Gangetic Plains (DGP) in India. Although they
have identified most of the challenges and problems when deploying a rural
wireless network, 5 years after the start of the project, Raman et al. says that they
“are in the process of putting together a network management tool”.

The research and evolution in self-configuring networks are focus on artificial
intelligence, creating systems based on multi-agent architectures that allow the main
system to be autonomous [13]. Other dynamic configuration systems have been
used on wireless local area network (WLAN) like the Wi-Fi Protected Setup
(WPS). This method provides a configuration for a small office or home usage that
allows a user with no knowledge of network to configure his computer easily. Our
goal is to propose an autonomous system that can automatic configure all the
devices based on a central unit, contributing to keeping the wireless network
scalable and cheap to maintain.

Surana et al. [7] describe their experience in deployments of rural wireless
networks and focus on sustainability in projects used by thousands of users. They
have deployed rural wireless networks to offer health services in Aravind project
[6], and voice communication and Internet in Airjaldi project, but didn’t mention
solutions for traffic management. This is a main concern in our work. Surana et al.
[7] also identified the lack of management in rural area by saying that “remote
management solutions for wireless networks that are located in remote rural regions
have not received a lot of attention”. This is our exactly motivation in creating our
work for projects to come.

3 Architecture of the Wireless Rural Area Network

A common rural wireless network infrastructure is similar to the one presented in
Fig. 1.

The users of a typical rural wireless network are connected to a wireless router
which is connected to other wireless routers. The gateway is often connected to
WAN (Wide Area Network)—LAN (Local Area Network) Border Servers, such as
web proxy servers or firewalls, which are responsible for securing the local network
and providing services for a better Internet use. Other central servers are often used
to deploy essential services, such as user authentication or network monitoring. As
usual, in rural wireless networks, the administrators are often in a remote location,
and have a vested interest in remotely managing the entire network and its services.

In the following Sect. 3.1 we present the monitoring system proposed to manage
the network successfully, including intelligent decisions. In the subsequent
Sect. 3.2, we present the algorithm proposed to create an automatic configuration of
devices and in the final Sect. 3.3, we present a proactive bandwidth management
that will focus on applying algorithms to ensure a fair and quality network expe-
rience for all the users.
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3.1 Monitoring the Network and Applying Intelligence

A proper network management requires constant monitoring of all active devices
and their respective services [5, 8]. A good monitoring task does not only look for
yes or no answers. For instance, a router could respond to a ping request, but its CPU
may be critical and delaying packets. Therefore, it is very important when moni-
toring a network device to include decisions based on threshold values of a specific
monitored service. This type of monitoring will help the administrators to diagnose
and solve network problems. For an excellent diagnose, the administrators must
include the use of historical values [9]. When compared to other devices, the
administrators could reach a faster conclusion, or recognize a pattern of a known
issue. These patterns may help to detect declines or tendencies that could also lead to
identify problems before they exist (preventive) [7]. However, the next logical step is
to automatically detect these issues and solve them without the need of an admin-
istrator [1, 14]. With a richer acquired data, the decision could be better, improving
the chances of a successful recovery. Related studies [14] suggest that network
management is moving towards the implementation of self-managing network
functions with aim of eliminating or drastically reducing human intervention in some
complex tasks of network management. One way to achieve this is to create an
intelligent system that not only alerts the administrator of possible problems or
trends, but also creates actions to solve them. To better clarify our approach, Fig. 2
illustrates the organization and components of the monitoring system.

Fig. 1 Architecture of an intelligent distributed system on a wireless rural area network
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The system for monitoring the network is based on SNMP (Simple Network
Management Protocol) queries. When SNMP is available on the device the mon-
itoring system queries the most important variables that could affect the network
performance. When SNMP isn’t available, an intelligent agent (agent client) is
installed in each device that runs local commands in order to get the variables
needed by the monitoring system. This module is presented in the figure as the
acquisition module and its objective is to receive information every x minutes from
the agents on the clients (agent client).

The “Process Entries” module is responsible for gathering all the information
received by the acquisition module and insert it in a database. This information is
inserted in a raw state, meaning that there is no additional information whether this
service is working normally or not.

The Analyzer is the main module of the system. Using the same data inserted on
the database, it is responsible for analyzing the received data. This data is analyzed
for confirmation of a good or critical condition. If a value is out of its threshold
limits, the system will send out alerts. Most of the values defined for the thresholds
are inserted by the administrators. For instance, link wireless signals strength for
most wireless routers cannot be less than −80 dBm, meaning that, anything below
this value should send out an alert.

Other values could be automatic learned by the intelligent system. Using the
same example, a wireless link could be working at an average value of −65 dBm in
the last 6 months, and all of a sudden, it dropped out to an average value of
−78 dBm. Although this value isn’t below the threshold for active a warning
message, by looking at historical values and its trend, it means that a problem may
be on the rise. The intelligent system may decide to send out an alert and take
action.

The decision module is responsible for the decision of the actions to be taken,
whether an alert to be sent by email, or an action to be sent to the agents in the

Fig. 2 Monitoring system core
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network devices. Based on the input received by the analyzer, this module decides
what actions to take, as configured by the administrators.

The intelligence module it’s the brain of the system. It could store information
manually configured by the administrator, but also could perform problem pre-
diction and prevention based on previous problems. This can be achieved by
comparing the values acquired at a certain time with previously acquired and
defined patterns, like the example given in the previous paragraph. This is decision
based on history data. If a certain pattern is repeated, actions could be taken in order
to avoid the same result as before. Predictions as these can be based on probabilistic
or machine learning algorithms for classifications such as Bayesian Network or
Naïve Bayes.

3.2 Device Automatic Configuration

Rural area networks are often geographically dispersed over a large area, where the
main nodes are interconnected via wireless links to the local user devices. These
nodes are often in remote locations of difficult access. Scheduling local visits to
these nodes is expensive and hard to accomplish.

Our solution of configuring and updating the devices automatically plans to
minimize the cost of maintenance by specialized teams and solve possible problems
on non-configured devices.

This architecture uses agents on each device to allow a complete independent
solution. An agent is deployed on every device. The agent working on the device it
is responsible to keep a good configuration on its device or to deploy a new
configuration. The automatic configuration algorithm is given in Fig. 3.

When the devices boots up, it can start in one of two modes: Configuration
Mode or Update Mode.

The configuration mode is applied when using the device for the first time. When
the device boots up it looks up for a configuration wireless network that it’s con-
figured in all devices. This wireless network is often configured as a virtual network
on the wireless router, with a hidden service set identifier (SSID) and protected with
Wi-Fi Protected Access II (WPA2) encryption using 128 bits password. The device
will then choose the best signal of the configuration network it receives, and marks
it as its parent device. After establishing a connection to its parent, the agent in the
device is able to communicate to the server and receive its personalized configu-
ration file.

The update mode is used every time a device reboots. Before the device initiates
its normal operation, the agent will look for new configuration parameters or
updates on the server, and apply them immediately.
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3.3 Proactive Bandwidth Management on Network Traffic

The automatic system for management bandwidth needs input data to allow it to
make decisions and launch alerts with details of the actual state of the network. The
network state may be defined as one the following: high congested network, less
congested network or no congested network. Each one can be defined as:

High Congested: The network is congested when the packet loss hits the
minimum value threshold at a defined timeframe. This timeframe must be
enough to the system overcome burst of major traffic rates. A small defined time
period may detect many false alarms of congested network.
Less Congested: When there’s no network packet lost, the network bandwidth
is between 25 and 75 % of the available Internet Service Provider (ISP) band-
width, and the actual bandwidth it’s similar to the average bandwidth registered
on historical records with the same timeframes.
Not Congested: The network in not congested when the bandwidth is low
(<25 % of the ISP available bandwidth) for a long period of time.

With these 3 defined network states, the system must gather data through time
that will enable it to know what the state of the network was at a certain timeframe.
For example, considering a timeframe of 24 h, it will be possible to identify on
which periods of time a network was highly congested, less congested or not
congested. The same will be possible to achieve regarding week periods, month
periods, annual periods, and also special periods like holidays and vacation seasons.

The automatic system gathers a variety of information available on the network
packets that flow through the network, as well as all the information available on the
network devices. After a good collection of data gathering, the system must decide
through algorithms which are the acceptable threshold levels for information. This

Fig. 3 Algorithm 1: automatic device configuration
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means that the more data the system has, the better the thresholds levels are cal-
culated or adjusted through the comparison of previous similar periods and network
states (history data). With these adjustable thresholds levels the system makes
decisions about the network actual state and launch alerts and events to improve the
network performance. When these fixes are executed, based on the thresholds level
defined, the system will then gather the results of its solution to validate its success
on the network. This evaluation of the solution provides a valuable feedback and
also enables the system to look back to previously actions and learn from them,
creating a history of actions and results. Based on this historical data, the system may
also anticipate problems on some periods of time and act on them early (proactive).

Not all types of traffic may have the same importance when the delivery priority
it’s assigned. All traffic must be divided in classes of traffic that represent its
importance on the network. This classification will decide the quality, and delay of
each type of network flow [15].

Quality of Service (QoS) classification must be defined according to the priority
of each type of traffic. The priorities classes will range from “mission critical” (high
priority class) to “best effort” (low priority class). Each class of traffic will have in
its queues, network packets that have the same attributes and priorities defined by
the network administrators. This means that different type of active flows from
different application may share the same priority in one class of traffic.

Each class of traffic will be assigned with a reserved bandwidth and also a
maximum bandwidth limit. The reserved bandwidth is a guarantee that a minimal
bandwidth is being assured. Applications that require no packet loss, low delay and
low jitter, such as live video or voice transmission, requires a good amount of
reserved bandwidth. Some classes of traffic may have a reserved bandwidth of zero,
meaning they operate in any minimum speed and so, no reserved bandwidth is
required. This maximum bandwidth enables the class to reach that maximum value
of bandwidth available, if it exists, and if is not needed by higher priority classes.
The reserved bandwidth for all classes of traffic must be less than the available
bandwidth at the ISP. Each class may operate at its maximum reserved bandwidth
value at any time. If two or more classes are “fighting” for more bandwidth than
their reserved bandwidth, the class with more priority is the first to use it.

With defined classes, the system is able to separate each flow to its respective
class type and priority. For this classification the system must identify each type of
traffic. This information must be gathered by analyzing the network packets header,
network packet payload (by deep packet inspection) and also flow information and
flow behavior detection [15]. After this analysis, all the flows must be classified by
priority and be assigned to one of the available defined traffic classes on the net-
work. This collection of variables is acquired from packets, flows, QoS classes,
network stats, and user activities. All these variables are recorded historically. With
a constant monitoring and classification of network traffic the system is able to
identify and predict behaviors of the network traffic. With all this information
available and stored, the automatic system must learn from it and adjust the QoS
configuration. Different machine learning algorithms (Bayesian networks, Decision
Trees) could be used for traffic classification. The system is always learning and
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adjusting dynamic parameters. After a good collection of data, the system must
adjust automatically the network QoS [15], by executing some of the following
algorithms in Fig. 4.

We have further algorithms that will be presented in a near future extended
version of this paper, as well as the intelligence modules tests and results.

Fig. 4 Algorithm 2—congestion in specific timeframes
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4 Conclusions

Rural areas with low population density can take advantage of wireless networks.
Unfortunately many projects have failed due to the lack of planning for mainte-
nance and sustainability over the years. By looking at some existing problems in
these types of networks we were able to focus our effort on creating alternatives to
those problems.

The solution presented permits to prevent the usual problems associated with
rural areas wireless network by applying intelligence while executing monitoring
functions that will ensure the administrators a safe and stress free maintenance of
the network. Also, the solution permits that a new device in the network may be
installed without the need of the presence of an administrator, therefore reducing
costs and maximizing the network sustainability. This solution also allows the
devices to be constantly updated. Lastly, the solution permits to enhance the net-
work performance by applying intelligent decisions based on the actual state of the
network variables that will create a fair usage and improve the quality of experience
for all the users.

The advantages that these intelligent systems can bring to rural areas wireless
networks are focus on reducing the costs in installation, maintenance and improving
the network performance. This allows the network to grow sustainable and creating
conditions for the users to keep using the network at their maximum performance.

For future work, we plan to implement the proposed solution in a real rural
wireless network environment, test all the services and functions described and
adjust it accordingly.
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Intelligible Data Metrics for Ambient
Sensorization and Gamification

Artur Quintas, Jorge Martins, Marcos Magalhães, Fábio Silva
and Cesar Analide

Abstract The interaction between and people is being defined by technology. New

concepts appearing in our society such as Internet of Things allow common devices

to be connected to the internet and sharing data with other devices in the environ-

ment. The flow of data and information available today can be so overwhelming that

it can lose significance by their complexity if not handled properly. This proposal

details the use of environmental and behavioural information to produce intelligible

data metrics on driving events that can be aggregated and understandable in mean-

ingful manners. Furthermore, their application for the promotion of better behaviours

is exemplified with techniques extracted from gamification.

1 Introduction

Ambient Intelligence (AmI) is a research area that concerns with augmenting the

environment in a proactive manner to support people interaction with the physical

environment. AmI can act in different ways, for instance, keeping a space comfort-

able, assisting user in their activities such as driving or motivating users to acquire

better habits and behaviours.
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Ambient sensorization fits in the intelligent systems field and uses sensor technol-

ogy and communications to obtain data to create decisions. As an example of such

projects, where the goal is to contribute for the good of society, we can refer PHESS

(People Help Energy Savings and Sustainability) [11, 12], or SmartSantander [9].

The use of sensors and other methods for the acquisition of data and relevant

information is common for most projects. Moreover, the need to present such data

and information to the user is motivated by studies that state that user awareness

influences the way a user uses a system. Therefore, using data obtained from sen-

sors it is possible to gather data and to develop intelligent systems that have impact

on user behaviour. One example is the subject of intelligent cities [7], which has

been implemented on some cities with purpose of offering services that are aiming

to reduce unnecessary expenses and improving management of available resources.

For instance, we could present the project executed in the city of Santander [9],

Spain. Besides being profitable, it allows people to access the data that are being

captured, such as the location of public transports, traffic control, illumination and

water control.

In these projects, a person can interact with these systems either by being pre-

sented with useful information gathered or challenged based on motivational strate-

gies to engage user into certain behaviours or actions. In the first case, while data

received from sensors can be informative to a machine, it is often ill suited to inform

the person. It is therefore important to present to the target audience in a meaningful

and understandable manner. Intelligible Data Metrics (IDM) aim to extract features

from sensor data and present them in an intelligible manner. The metrics represent-

ing features should therefore have a justification that is not opaque to the user. The

second case uses data collected to motivate users towards beneficial behaviours in a

society. Gamification is a common case in these scenarios as through user compe-

tition, behaviours and actions that benefit the system are promoted. The objectives,

challenges and points are often rewarded by monitoring system, which in the case of

ambient sensorization mean sensor networks.

Taking the example of driving inside cities, our developments aim to use an exis-

tent platform to demonstrate the use of data fusion techniques to produce intelligi-

ble data metrics. After the exploration of sensorization methods, this article details

the developed a prototype to launch services related to sustainable driving and user

comfort. It leans on the PHESS platform [11, 12] for service composition and to

implement user awareness and motivational strategies towards the management of

traffic. More specifically, it is intended the development of intelligible data metrics

that support the detection of comfort on the driving domain of the PHESS project.

This extension also includes the use of intelligible data metrics to support a gam-

ification engine that manages motivation between users and aims to reduce risky

behaviours and discomfort.
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2 Related Projects

Intelligible Data Metrics’ main concern is to bring context into local data, and create

metrics that the user can identify easily. In our project, these metrics concern sus-

tainability regarding driving behaviour. In this section, a review of process for data

fusion, driving metrics and gamification elements are presented, as they shall be used

in the service our team have developed. Sustainability metrics can be branched out

into three areas, which while meaningful on their own, intersect with each other in

several ways.

2.1 Data Fusion

In terms of Data Fusion the system can be qualified in several manners. One that

seems to present an intuitive assessment is Dasarathy’s Classification as presented

in [3], which is according to [1] one of the most well known means of classifying

a data fusion system. This classification has five levels based on combinations of

input/output between three levels named as data, features, and decisions. Where a

process can output either information of the same level or of the next level from

the input. Consequently they can be named as Data In-Data Out (DAI-DAO), Data

In-Feature Out (DAI-FEO), Feature In-Feature Out (FEI-FEO), Feature In-Decision

Out (FEI-DEO), and Decision In-Decision Out (DEI-DEO).

In relation to data fusion, the paradigm used for the context of this work goes

according to the classification system of data fusion introduced by Dasarathy [3]. In

terms of application,the process used were DAI-DAO for the association and filtering

of the data, followed by the process DAI-FEO which utilizes the brute data of the

data sources to extract characteristics that describe one entity on the environment.

The prototype developed, enables reception of all information that is being mon-

itored by environmental and behavioural sensors. The point is to first enrich the data

in reference to a space-time location, and then, apply rules, in order to, create a jus-

tifiable score on each of the sustainability factors. As such it is important not only to

relate all data to a space, but also a relative and absolute time.

2.2 Driving Event Classification

In order to produce information about traffic flow and route safety it is necessary

to gather information about relevant driving patterns in city areas. The focus of our

analysis was derived from indicators accepted from the literature and implemented

on the PHESS Driving system [10]. Among other characteristics, this system allows

the recording of driving trips and assess to sensor values such as GPS, accelerometer,

light and gyroscope from user trips. There is also, behavioural classification based
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Fig. 1 Data fusion model

on accelerations and curve driving which are also available. These are based on three

level classification from green to red based on the level of risk. Currently, the data

used comes directly from sensors, but with the development of new intelligible data

metrics, this is information is fine tuned with information fusion from cartographic

data and other contexts (Fig. 1).

In projects of a relevant nature to this one authors have used both approaches

for differing concerns nevertheless acceleration appears to be a common metric in

this type of evaluation of road traffic, [4] uses accelerometer based data to find out

whether the road has potholes as well as whether the user is manipulating the device

or not, while GPS based motion is used to infer traffic flow. In [8] it is concluded

that GPS does provide a reliable source for speed and uses it to address driving

behaviour, [10] takes into account the frequency of critical accelerations to determine

the aggressiveness and the GPS to determine where turns happen.

2.3 Comfort Assessment and Predicted Mean Value Indicator

Ambient sensorization can be carried out by projects that implement a sensor net-

works. To this end, projects like the PHESS project enable the creation of rapid ambi-

ent intelligence prototypes through its robust sensor network design implemented

over multi-agent platforms [11]. With such middleware and access to sensor that

monitor environmental and behavioural attributes is possible to determine levels of

comfort for a various attributes such as the thermal level or the noise level. Thermal

comfort is typically assessed through indicators, in this case there are several indi-

cators in the literature, the current prototype uses the Predicted Mean Value (PMV)

index. The PMV index is the average vote estimated from a set of individuals in the

environment, and the method which determines this indicator has been developed by

Fanger [2]. This choice for the first prototype was based on familiarity with this indi-

cator but other alternative indicators in the literature exist, such as the Physiological

Equivalent Temperature (PET) [5]. Fanger, expert in the field of thermal comfort and

the perception of environments.With the PMV value, using the scale [−3, 3] it is pos-



Intelligible Data Metrics for Ambient Sensorization and Gamification 337

sible to find the level of thermal comfort using the specified indicator. An increasing

negative score mean more cold discomfort while an increasing positive score mean

hot discomfort. The goal is to score around the value zero.

2.4 Gamification

User awareness is useful for diagnosing the state and impact of user behaviour, how-

ever, to encourage behavioural modification, there are strategic methods that involve

communities of users, competition and user rewards within computational systems.

One of such methods is gamification, which is seen as a simple use of game mechan-

ics to artificially engage users in activities that otherwise they would not be involved

in. The addition of mechanics such as points, rewards and badges are used in activi-

ties as trivial for the promotion of desirable behaviours. These mechanical, often take

the form of a virtual reward system which may include: points, badges, levels and

virtual coins. Nowadays, there are many organizations from schools, software com-

panies, pharmaceutical companies, government organizations, among others, using

gamification to train their workers, solve problems and generate new ideas and con-

cepts [6].

Elements of gamification are chosen as strategy to along the use of intelligible

data metrics lead people to diagnose and alter their behaviour to become more secure

in regard to their driving habits.

3 Service Implementation

The services developed in the context of this work aim to improve data fusion process

with the creation of contextual analysis with intelligible data metrics and use gami-

fication elements to make users improve their driving behaviours. The goal of intel-

ligible data metrics to the context of classifying driving behaviours and comfort

requires capture of environmental and behavioural attributes which is a demanding

task. For this purpose, the implementation and management of such metrics in based

on the PHESS project which provides middleware able to cope with diverse data and

sources of information. This project provides the necessary infrastructure of data col-

lection through sensor networks and the centralized storage of data. It also facilitates

the development of data fusion techniques by providing dedicated web-services and

a multi-agent based system to autonomously collect data from different sources. The

gamification is built from the access to the PHESS services implemented in the scope

of this work.

For ease of understanding the complete implementation of this system is depicted

in the following sections: data sources, intelligible data metrics and gamification.
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Fig. 2 Prototype with

temperature, humidity and

sound sensor

3.1 Data Sources

To obtain environment attributes it is necessary to use different sensors and a plat-

form of prototyping that allows to collect data to be exported and treated. On Fig. 2

it is shown the Arduino prototype for the detection of the comfort levels inside envi-

ronments. It is composed by two sensors, one sensor that measures temperature and

humidity, and other that captures sound intensity. Coupled with portable batteries as

power sources and wireless communication it becomes possible to make ubiquitous

sensorization.

The sensor portrayed in this prototype are DHT11 which allows the reading of

temperature and humidity of the environment and a noise sensor. Both are used to

assess thermal comfort the first with the help of the PMV indicator and noise levels

based on personal preferences defined by user input.

In terms of behavioural analysis, for the case study selected, the PHESS project

provides raw information about driving trips and raw access to mobile sensors used

such as GPS and accelerometer. The expectation is that by gathering information

of several trips through the same location the system can learn relevant informa-

tion about the location itself. And that this data can then be used to produce intel-

ligible metrics concerning sustainability factors of said location. The types of data

present are Time, GPS, Velocity, Acceleration, Weather, Date, and Location. In this

approach, raw driving data is obtained from the PHESS driving project [10].

On the other hand projecting GPS points into the road network using map-

matching while more heavy in terms of resources and only available in mapped

regions, it provides for a more interesting context of the data that takes into account

actual roads and characterizes in a more specific and intelligible manner. It also

allows for measurements against road types and speed limits, which may prove use-

ful. In Sect. 3.2 a detailed explanation on the services to produce this outcome are

presented. Its impact becomes evident when noisy GPS data is translated to street

points. The development of classification procedures using the cleansed data is more

familiar for the user than just GPS points.

Weather comes in the form of information concerning temperature, wind, precip-

itation, visibility, and others. It is generally not as localized as other features and may

depend on availability of data for each space-time location.
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3.2 Intelligible Data Metrics

For IDM, most computation in the server application side can be performed in an

event driven way. Considering the dependency on web latency as well as compu-

tation times that a system of this type is contingent on. An event driven system

allows for less waste of computational resources while the server awaits on the vari-

ous responses from the differing resources both over the web or from memory with

slower access times. Therefore, the server consists of a set of modules that connect

to APIs from various services reliant and hardware in order to gather different types

of data on the PHESS project.

The data fused will take different forms, from GPS coordinates to accelerometer

entries, along with data about time, weather, and holidays. Features such as proximity

to points of interest and decisions such as user input rules will also be used in order

to classify user behaviour, as well as, user scoring.

Data received on the IDM server is not always representative of sensors with the

same frequencies scope or range. Therefore a need arises to associate data based on

their timestamps. Given the higher frequency of the acceleration data than that of the

GPS data, a way has to be found to associate acceleration records to GPS coordinates

and/or a location on the road network. This can be accomplished in several ways, the

IDM intends to implement and compare association of a set of acceleration entries

to each GPS entry based on timestamps. A currently employed way to do this is to

divide time between each two GPS points and bin the accelerations according to

which time interval they are in, the pseudo-code of this binning strategy is given

in (1).

lowerBoundT(0) = 0;
lowerBoundT(i) = (time(i − 1) + time(i))∕2;
upperBoundT(i) = if (exists(i + 1))

then (time(i) + time(i + 1))∕2;
else presentTime();

filter(i) = t >= lowerBoundT(i) ∩ t < upperBoundT(i);
bin(t) = yield i in gpsItems where filter(i)

(1)

This can allow for spatial information enrichment in cases where GPS points skip

road network edges where other attributes may belong. But it has one of the downfalls

of the projection based approach, it depends on the map-matching success and the

accuracy and completeness of the underlying map. There can be no assumption that

every trip submitted will be successfully matched, therefore a mode to fall back on

must always be present.

While the fusion process intends to offer the enriched information, some of the

fusion does not happen on the Intelligible Data Metrics side, but rather in external

services, this includes Map-Matching which in this case is limited to the associa-

tion of a sequence of GPS points with time stamps to a road network, namely Open-

StreetMaps (OSM). Weather and Timezone retrieval are also computed and retrieved
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from external services. The Intelligible Data Metrics layer is not one that deals with

controlling sensors directly, but it does deal with the coordinated use of sensor data.

3.3 Gamification Design

The gamification component works in parallel with the project PHESS Driving and

the creation of Intelligible Data Metrics to improve driving behaviours.

A user visit to its profile triggers a query to the servers responsible for the PHESS

Driving database and Intelligible Data Metrics construction. The game mechanics

include points awarded for each trip will dependent on metric performance and var-

ious factors such as time and travel distance, average speed and color of the trip.

The use of these game mechanics increase the competitiveness factor between

users of the system, that because users may have access to the performance of other

users, motivating and encouraging users to improve bad driving habits in order to

aspire to reach the top of rankings. The mechanism is inspired in a gamification

implementation over intelligent environment developed for the PHESS project and

adapted to the driving scenario.

4 Results

This section will describe results in each component of the system developed. They

are integrated as a work flow that spreads results from one component to the next

that independently obtain different results and pursue different objectives.

Environmental attributes captured by the arduino sensors are recorded trough

PHESS services. The values recorded include a rating of the environment’s comfort

level based on sound and PMV indicators. During the period of 6 days of testing,

uncomfortable environment was detected trough each day to a cumulative 2 hours

and 39 min due to either PMV index or noise discomfort. An important aspect to

retain is that noise discomfort was only verified by a period of 8 min. Considering

those statistics it can be said that the environment is mostly considered a good envi-

ronment most of the time and that the temperature and humidity were more disrupt-

ing to the comfort in this context. These values were recorded inside an environment,

due to restrictions on their actual use during driving. Although this fault shall be cor-

rected in a near future, these results demonstrate the possible context information that

can be obtained.

The use of Intelligible Data Metrics was based on the localization and map-

matching of comfort assessment and driving trips. The point data regarding the GPS,

even if not originally connected to the corresponding road on the map, seems to fol-

low the road’s shape most of the time, this suggests that [8] was correct in its findings

that GPS points may present, on their own, a good way to make an approximation



Intelligible Data Metrics for Ambient Sensorization and Gamification 341

Fig. 3 Point projection

from complex path shape

of the vehicle speed. Furthermore one issue became readily apparent, the matching

algorithm’s way of projecting points into the closest point in the matched path line

is too naive to properly grasp some of the more complex path shapes as can be seen

in Fig. 3.

The gamification game mechanics are implemented based on the reading of the

Intelligible Data Metrics which are used to attribute points for each local with pos-

itive Intelligible Data Metrics found in the system. As the metrics are associated to

locals, the verified result is users generally avoiding such areas to increase their score

when such is possible. As a point of reference, this observation refers to users inside

cities which mostly take short trips.

5 Conclusions and Future Work

This project presents a system that operate on different abstraction levels regarding

their objectives, but execute compounded tasks to perform the creation of Intelligi-

ble Data Metrics and their actual use, in this case, for comfort assessment, driving

assessments and gamification to improve user driving behaviours. Initial results pro-

vide a proof-of-concept with a working set of services that inform and encourage the

user towards sustainable driving. It also provides evidence on the usefulness of the

PHESS project to the rapid development of services and data collection and fusion

processes.

Concerning future work, will include comfort assessment inside vehicles and the

development of a model that allows prediction of comfort levels as opposed to the

current classification analysis. In the case of Intelligible Data Metrics future work

will encompass further exploration of error and to try to balance context awareness

with the least possible error.
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Hierarchical Architecture for Robust
People Detection by Fusion of Infrared
and Visible Video

José Carlos Castillo, Juan Serrano-Cuerda, Antonio Fernández-Caballero
and Arturo Martínez-Rodrigo

Abstract Robust people detection systems are nowadays using heterogeneous

cameras. This paper proposes an hierarchical architecture which is focused on

robustly detecting people by fusion of infrared and visible video. The architecture

covers all levels provided by the INT
3
-Horus framework, initially designed to per-

form monitoring and activity interpretation tasks. Indeed, INT
3
-Horus is used as

the development environment where the approach starts with image segmentation in

both infrared and visible spectra. Then, the results are fused to enhance the overall

detection performance.

1 Introduction

This paper introduces a hierarchical architecture for robust people detection inspired

in the fusion of infrared and visible video. The proposal is focused on human detec-

tion starting from image segmentation. The main idea consists on performing human

detection in the infrared and visible spectra by two different nodes connected to each
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camera. Then image fusion is performed in a central node to enhance the detection

performance in each spectrum separately. Indeed, in the current context of increased

surveillance and security, more sophisticated and robust surveillance systems are

needed [20]. The current proposal for a robust human detection system has been

developed from the general framework INT
3
-Horus [8]. This framework is conceived

as a developing environment for every kind of system which performs monitoring

and activity interpretation tasks.

Thermal infrared images have a number of unique features in comparison with the

visible spectrum images. The objects’ intensity is mainly determined by their tem-

perature and radiated heat, and is independent from the current lightning conditions.

Given that, a detection system based on this spectrum might be equally applied in day

and night conditions. However, human’s thermal signature does not always satisfy

this condition [12]. Although an efficient segmentation may also be performed with

high temperature in the environment using background segmentation techniques, it

is hard to carry out a shape-based classification or to distinguish people based on

the features of the human body. On second term, most infrared images have lower

spatial resolution and sensitivity than visible-light spectrum images, mostly due to

the technological limitations of the cameras which acquire them. As a consequence,

these images usually have low quality and contrast with the background, as well as

a great amount of noise.

The apparent color of an object is mainly influenced by two physical factors such

as the spectral energy distribution of the lighting source affecting it and the reflective

properties of the object’s surface [19]. The representation of a complete human by

a single color model is usually too restrictive, even if the model includes several

modes. Thus, spatial information has been recently included in approaches such as

correlograms, in which a co-occurrence matrix expresses the probability of pixels

of two different colors placed to a certain distance between each other [1], texture

and color information to generate a high multidimensional space [17] or contours to

detect borders in those regions of interest corresponding to human in the scene [16].

Some researchers are performing image fusion by using visible and infrared

images together to enhance the performance of people monitoring [13]. The under-

lying idea is to take advantage of the strengths of both visible and infrared spectra.

So, different image fusion techniques are arising, although the fusion of infrared and

visible images is not trivial [6]. An example is found in [5] where a background-

subtraction technique which fuses contours from infrared and visible imagery for

persistent people detection in urban settings is presented.

The rest of the article is organized as follows. Section 2 describes the INT
3
-Horus

levels selected to implement the new people detection architecture. Some initial

results validating the approach are offered in Sect. 3. Finally, some conclusions are

provided in Sect. 4.
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2 INT𝟑-Horus Levels for Robust People Detection

INT
3
-Horus is a multi-sensor framework to carry out monitoring and activity inter-

pretation (e.g. [3, 8]). The framework establishes a set of levels with some clearly

defined input/output interfaces to provide a hierarchy to the processing. If thinking

of several sensors that provide input information at the lowest level (the acquisi-

tion level), several modules, each one responsible for the acquisition of a type of

sensor, are located. For each level, the framework provides a set of inputs and out-

puts to be met by the modules. The greatest advantage of the INT
3
-Horus framework

resides in enabling the adaptation of a flexible set of levels to a particular final system

[2, 4]. Though, a whole set of levels are proposed to cover every step of a generic

multi-sensorial activities interpretation system [7, 14, 15].

The most suitable levels for the needs of the current proposal, robust people detec-

tion by infrared and visible spectra video fusion, has been selected. These are: Acqui-
sition, Segmentation, Fusion, Identification and Tracking. The structure of these lev-

els, as well as their inputs and outputs, are described next in detail.

2.1 Acquisition Level

In the first level, two acquisition nodes are working in parallel, grabbing images from

an infrared and visible-light camera, respectively.

Both cameras are placed in parallel and focused to a common point of the same

scenario, since our objective is to obtain two similar views of the same scene. Rear

and front views of our installation can be observed in Fig. 1a, b.

Infrared test images are acquired from a FLIR A-320 camera, with a sensitivity

from −40◦ to 70◦. The camera grabs frames at a resolution of 320 × 240 pixels with

a frame rate of 5 frames per second. Dynamic temperature range is enabled, that is,

Fig. 1 Installation for simultaneous acquisition in the infrared and visible spectra. a Back view.

b Front view
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the brightest pixel always corresponds to the maximum detected temperature in the

scene, and the darkest pixel is associated to the minimum temperature registered in

the scenario.

Visible image acquisition is realized with a SONY FCB-EX780bp camera grab-

bing at 384 × 288 pixels and a frame rate of 5 frames/second. This frame rate has

been forced to synchronize the acquired frames with those acquired from the infrared

camera.

2.2 Segmentation Level

In this level, two modules run simultaneously to detect human candidates in both

spectra. It is important to point out that the Segmentation level includes a set of seg-

mentation algorithms implemented to capitalize the specific features of each spec-

trum, as well as to cope with different monitored scenarios. Thus, our proposal allows

to empirically choose the more suitable segmentation algorithms for a given environ-

ment. Notice that in this Segmentation level false positives are also discarded. To do

so, a set of shape restrictions is imposed (i.e. their shape, location and height/width

proportion).

The detected human candidates are later refined in the Fusion level. A rule-based

system is implemented to obtain a more robust human detection from infrared and

color segmentation.

2.2.1 Segmentation in Infrared Spectrum

The main advantage of using the infrared spectrum for human segmentation is that

people usually appear with greater intensity in a frame. This property gains impor-

tance when the ambient temperature is not too high or when the scenario is poorly

illuminated. An important problem in infrared imaging segmentation appears when

the ambient temperature is too high, e.g. summer, and humans appear colder than the

environment or even at the same temperature. This problem hardens their distinction

even by the human eye, as shown in Fig. 2a.

Different approaches have been studied and implemented (e.g. [9, 18]) for infrared

segmentation in INT
3
-Horus. The first technique only uses the intensity information

of the latest acquired frame, taking advantage of the assumption of humans being

warmer than other objects in the image. Motion information is later added to this

method. At this point, we would like to point out that our main intention is to estab-

lish which proposal is more suitable for a particular monitored environment.
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Fig. 2 Image acquired at a high ambience temperature. a Infrared spectrum. b Visible spectrum

2.2.2 Segmentation in Visible Spectrum

Although many segmentation algorithms can be found for object detection in visi-

ble video, only a few of them are specifically focused on human detection. Besides,

on many occasions the detected objects are classified as humans on a higher level,

object tracking. Different approaches are tested on this level too. On this occasion,

the motion history of the objects found in the scene has been used as well as the

comparison between the current frame and a background or reference image (e.g.

[10, 11]). The most suitable approach is chosen based on the results obtained on

each scenario.

2.3 Fusion Level

Next the information from the two segmentation nodes arrives to the Fusion node,

which is in charge of performing a Fusion of those human candidates detected on

visible and infrared spectra. This level is one of the most interesting proposals of

the current work. Its role is especially important since both spectra have a series of

limitations and strengths which will be taken into account to elaborate a strong and

reliable fusion algorithm. A region level fusion approach has been chosen since it

allows using intelligent fusion rules regarding the specifical features of each spec-

trum. Thus, sharpness problems are mitigated in dark and warm environments thanks

to the use of complementary information from both cameras combined with intelli-

gent fusion rules.

The Fusion algorithm requires images from both cameras in the same coordinates

system as a requirement to fuse information from both spectra. Therefore, as the first

fusion step, it is necessary to perform an initial calibration to have a common field of

view on both images. In our proposal, the visible frame is used as a reference image

and a series of geometrical transformations are applied to the infrared image. The

result is shown in Fig. 3.
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Fig. 3 Result of the

calibration of the infrared

and visible images

The fusion process starts after the calibration has been performed. The main

objective is to find the humans in the scene using the regions of interest (ROIs)

associated to the human candidates found in the previous Segmentation level. First,

humans who are found in the common zone to both spectra are unified. The result is a

set of ROIs similar to each other and detected on both spectra. As an example, Fig. 4

shows a human detected in both segmentations. It was predictable that these results

would not be perfect. For example, while the feet of the human are not detected in

the infrared spectrum (as shown in Fig. 4a), part of his head is not found in the visi-

ble one, whilst part of the lawn next to the human feet is also included in the region

of interest, as appreciated in Fig. 4b. As a result, a new ROI is formed, as seen in

Fig. 4c.

Apart from the human candidates detected in both spectra, results only belonging

to the infrared or visible one are also considered, depending on some relevant image

features. These are the mean illumination and the standard image deviation for the

infrared spectrum, while the average intensity is our main cue in the visible spectrum.

Fig. 4 Fusion of regions of

interest in infrared and

visible spectra. a Infrared

ROI. b Visible ROI. c ROI

achieved by the fusion

process

(a) (b) (c)
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3 Data and Results

The selected test environment is an outdoor scenario. The scenario does not have any

predefined access, so that a pedestrian enters into the scene from the lower limits as

well as at the left or right sides of the image. A platform constructed of concrete is

located in the lower part of the scene. This material quickly absorbs the tempera-

ture of the environment. The same property is also present in the building placed in

the scene background. The building shows additional problems for infrared human

detection. The reason is that the infrared camera automatically performs thermal

attenuation, which results in the lack of accuracy in obtaining far objects’ tempera-

ture. The attenuation causes the thermal readings of pedestrians to be confused with

the temperature of the building, this way hardening their isolation from the scene

background.

Figures 5 and 6 show the performance of applying fusion techniques to the cases

in which the IR and color spectra do not work properly. This cases cover some of

the most challenging cases. For instance, sometimes the infrared spectrum does not

only work better than the visible information under low lightning conditions, but also

in zones covered by shades (see Fig. 5a). In this case, the infrared spectrum image

detects a human candidate (see Fig. 5b), and this detection is used as the final detec-

tion results, just as depicted in Fig. 5c. The opposite case is also possible. In Fig. 6b,

the human detected in the scene is very difficult to distinguish from the background

in the infrared spectrum. Yet, he/she can be easily detected in the visible spectrum,

as shown in Fig. 6a. Thus, the detection in the visible spectrum is assigned to the the

final result is shown in Fig. 6c.

Fig. 5 Improvement of human detection after a poor segmentation result in the visible spectrum.

a Segmentation in the visible spectrum. b Segmentation in the infrared spectrum. c Fusion results
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Fig. 6 Improvement of human detection after a poor segmentation result in the infrared spectrum.

a Segmentation in the visible spectrum. b Segmentation in the infrared spectrum. c Fusion results

4 Conclusions

This paper has introduced a hierarchical architecture for robustly detecting people

through infrared and visible video fusion. The architecture is based on the INT
3
-

Horus framework, initially designed to perform monitoring and activity interpreta-

tion tasks.

The main stages of the proposed architecture for video fusion have been described.

First, the suitability of the approach for robust human detection is presented. Next,

the levels chosen from that framework were detailed, explaining in depth the objec-

tive of each one of them. After an initial Acquisition stage, human candidates from

both spectra are detected in the Segmentation level. In this level different algorithms

were implemented, using visible and infrared information, to choose the most appro-

priated approaches for the objectives and environment where our system is deployed.

Results from the segmentation on both spectra (detected by the chosen algorithms)

are unified in a Fusion level, obtaining a single list of possible humans.
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Recommendations with Personality Traits
Extracted from Text Reviews

Antonella Di Rienzo and Asana Neishabouri

Abstract It is well known that human reasoning and decision-making are strongly

influenced by psychological aspects. Recent works explore the adoption of personal-

ity traits to provide personalized recommendations. In this article, we report experi-

mental results obtained with implicit recognition of Big Five personality traits from

users’ text reviews. Hence, we present a personality-based recommender system with

the analysis of the overall users’ satisfaction regarding the list of recommended items,

showing promising results.

1 Introduction

Recommender systems have obtained great success as an intelligent information sys-

tem to help deal with the information overload problem, especially in the field of

e-commerce. Previous studies on recommender systems mainly consider user pref-

erence information (e.g., user ratings, users’ past behavior), item properties (e.g.,

price), or user demographic information (e.g., gender). For instance, collaborative

filtering approaches are methods able to make automatic predictions about the user’s

interests by collecting his preferences, while content based filtering approaches are

based on the description of the item and a profile of the user’s preference. Other

information (e.g., contexts, tags and social information) are also used in the imple-

mentation of recommender system [25]. Recently, some studies have considered the

recommendation based on users’ psychological characteristics [5, 10].

Personality can be defined as a set of characteristics possessed by a person that

uniquely influences his or her cognitions, emotions, motivations, and behaviors in

various situations. Personality is also an effective factor for decision making. People

with similar personality characteristics are more likely to have similar interests and
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preferences [2]. One of the biggest obstacle to the widespread adoption of personality

based recommender systems is the difficult task of eliciting personality traits from

users by means of standard quizzes [9]. Such quizzes contain around one hundred

questions and users are negatively affected by the task of answering to all of them.

The risk is for the user to provide random answers, thus leading to wrong personality

traits. On the contrary users are willing to write reviews about products or services

(e.g. TripAdvisor, Amazon, Yelp). Recently a number of works [1, 11] suggest to

extract personality traits from free text.

In this work, we propose to use the automatic extraction of personality trait from

text reviews as an input to the recommender system that works in cooperation with a

more traditional hybrid collaborative filtering + user based filtering + demographic

based recommender system. Thanks to the blending of these technologies it is possi-

ble to boost traditional recommender systems with the power of a personality based

recommender system without the need of bothering the users with complex quizzes.

Our study has been organized into 2 steps: in the first step we have implemented

a system to extract personality traits from text reviews and we have validated the

quality of the personality traits by comparison with outputs from a standard ques-

tionnaire; in the second step we have implemented a cascaded hybrid recommender

system (personality based, demographic based and collaborative filtering) and we

have validated the quality of the recommendations through users’ feedbacks. The

structure of the paper is the following: in Sect. 2 we provide the related works; in

Sect. 3 we propose our personality elicitation system; in Sect. 4 we proceed with our

personality based recommender system; in Sect. 5 we will make a conclusion and

discuss possible further works.

2 Related Works

The most commonly used human psychological aspects in recommender systems

include personality traits [5, 10], demographic information [19], emotion [7], tem-

perament [13] and lifestyle [12]. Nunes and Hu [17] propose a personality-based

recommender system to provide a better personalized environment for the customer.

They claim that one interesting outcome of introducing a psychological dimension

into the recommender system could be the possibility of products categorization

based not only on their attributes (price, physical parameters, etc.), but also on the

effect they may have on the consumer. Lin and Mcleod [13] propose a temperament-

based filtering model incorporating human factors, especially human temperaments

(Keirsey’s theory), into the processing of an information recommendation service.

Their model categorizes the information space into 32 temperament segments. Com-

bining with the content based filtering technique, their method aims at recommend-

ing the information units which best matched both users’ temperaments and inter-

ests. Even though the system utilizes personalities to model user profiles, they don’t

really take the psychological relation between human personalities and information

items into account. In [20], the authors apply the relation between musical prefer-
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ences and personality traits found in [22] to recommend music. Recio-Garcia et al.

[21] introduce a novel method of generating recommendations to groups based on

existing techniques of collaborative filtering and taking into account the group per-

sonality composition. They test their method in the movie recommendation domain

and experimentally evaluated its behavior under heterogeneous groups according to

the group personality composition. In [23], the authors present a prototype of person-

ality based recommender system in which personality traits are extracted from text

reviews. Although inspiring, their work is limited for two reasons: the lack of valida-

tion of the extracted personality traits and the lack of integration with other sources

of information such as user’s demographics item attributes and users’ ratings.

Researchers have proposed various approaches to deal with the personality elicita-

tion problem. In 2005 a pioneering work by Argamon et al. [1] classified neuroticism

and extroversion using linguistic features such as function words, deictics, appraisal

expressions and modal verbs. Oberlander and Nowson [18] classified extraversion,

stability, agreeableness and conscientiousness of blog authors using n-grams as fea-

tures and Naive Bayes as learning algorithm. Mairesse et al. [14] ran personality

recognition in both conversation (using observer judjements) and text (using self

assessments via Big5). Iacobelli et al. [11] used as features word n-grams extracted

from a large corpus of blogs, testing different extraction settings, such as the pres-

ence/absence of stop words or inverse document frequency. Chen et al. [3] consid-

ered the role of personal values in social media texts using the Linguistic Inquiry

and Word Count (LIWC) text analysis software.

We propose an alternative way of constructing a personality based recommender

system, which considers users’ demographic features, restaurants ratings given by

users and automatic recognition of users’ personality traits from their text-reviews.

3 Personality Elicitation

The Big5 factor model, introduced in psychology by Norman [16], emerged from

empirical analysis of rating scales, and has become a standard over the years. The five

bipolar personality traits, namely Extraversion, Neuroticism, Agreeableness, Con-

scientiousness and Openness, have been proposed by Costa and Mac-Crae [15]. We

annoted users’ personality by means of our personality elicitation system, that makes

use of correlations between written text reviews and the Big5 personality traits. Per-

sonality Elicitation from Text (PET henceforth) consists in the automatic classifica-

tion of authors’ personality traits from pieces of text they wrote. This task, that is

partially connected to authorship attribution, makes usage of techniques from lin-

guistics, psychology, data mining and communication sciences.
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3.1 Methodology

Our methodology makes a review sentiment calculation process (positive or nega-

tive) based on Hu and Bing Liu opinion word lexicon [8] determining whether the

polarity of each opinion is positive or negative and combining this prediction with

linguistic cues to find the most probable personality trait, which is one of the big five

personality factors extracted from Tripadvisor user’s restaurant review-text. This is

based on the assumption that one user has one and only one complex personality,

and that this personality emerges at various levels from written text reviews.

In this manner, we try to extract linguistic cues, which are useful to determine

important information features and consequently the user personality, such as: pro-

nouns, verb tenses, articles and etc. This allows us a possibility to create a precise

user profile that better matches with user characteristics. Hence, in this preprocess-

ing phase the unstructured text data is converted into numerically structured data

matrix. The text transformation process comprises of: text to lowercase conversion,

tokenization, stop words removal, stemming, text tagging and finally the generation

of the Feature Vector Matrix (FVM) for representing the text on the basis of its char-

acteristics. In the processing phase the system generates the personality user profile

according to the Table 1.

3.2 Validation

We run a temporary online experiment with 27 participants, who had to explicitly

mention their demographic data (age, gender) and who were asked to write 15 restau-

rants reviews in English, rating each restaurant on a 1 to 5 star scale. Since research

suggests that the same five-factor structure of personality can be found in multiple

countries [24] and our academic environment and campuses are international, we

made our study with an heterogeneus set of people. The participants were Iranian,

Ukrainian, Chinese, Palestinian, Egyptian and Italian master students from Politec-

nico di Milano, in the field of Computer, Management or Mechanical Engineering

Table 1 Linguistic cues with respect to personality traits

Personality traits Linguistic cues

Agreeableness Positive emotions, first person pronouns,

present verbs, word longer than 6 letters

Extrovert Positive emotions, third person pronouns

Neuroticism Negative emotions, present verbs, first person

pronouns

Openness Negative emotions, present verbs, future verbs,

third person pronouns, second person

pronouns, prepositions, articles

Conscientiousness Positive emotions, present verbs, prepositions
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Table 2 Confusion matrix

Text reviews

27 participants Agreeableness Extrovert Neuroticism Openess Conscientiousness

Quizzes Agreeableness 9

Extrovert 3

Neuroticism 1 2 1

Openess 2 3 1

Conscientiousness 1 4

aged between 24 and 35, 12 males and 15 females. Although they gave their consent

to take part to the study, participants were not previously informed about the person-

ality aspect until they faced the Big5 personality test, which appeared after writing

the reviews. All of them decided to perform it and this could ensure that users were

neutral, not knowing how text reviews were going to be processed and allowing us to

achieve more reliable results. To evaluate the effectiveness of our implicit personal-

ity recognition methodology, we compared the output implicitly extracted from text

reviews, which is one trait of the Big-Five Factor per each person, with the result

of the Big-Five Factor Markers extracted from the International Personality Item

Pool, developed by Goldberg [6], filled by our participants explicitly. The trait with

highest score from questionnaire result has been considered as the most effective rep-

resentation of the user’s personality and has been compared with the result produced

by our algorithm in order to understand if the latter was affected by misclassifica-

tion. The confusion matrix resulting from the experiment is shown in Table 2. The

rows correspond to traits extracted explicitly from the psychological test, and the

columns correspond to personality isolation results implicitly extracted from text

reviews. The numbers on the diagonal are telling us how many users have their trait,

extracted explicitly by questionnaire, identical to the personality trait extracted from

text reviews. Based on the confusion matrix, we can clearly see the accuracy and con-

flict of our algorithm: Agreeableness and Extroversion have 100 % accuracy; Open-

ness has 50 % accuracy, 33 % conflicts with Agreeableness and 17 % conflicts with

Conscientiousness; Conscientiousness has 80 % accuracy and 20 % conflicts with

Openness; Neuroticism has 50 % accuracy and 25 % conflicts with Openness and

Agreeableness.

4 Personality-Based Recommender System

We propose a unique cascading hybrid recommendation approach which refines, in

a staged process, the recommendation from among the candidate set by combining

the users’ personality features, the users’ demographic information and the users’

ratings.



360 A. Di Rienzo and A. Neishabouri

4.1 Application

Our application has been implemented in Matlab and it works as follows.

When TripAdvisor users, who have more than 3 reviews in restaurant domain,

enter their username, they can see:

∙ their demographic features such as age range and gender, which are recorded in

the trip advisor database

∙ and their personality, extracted by our algorithm.

In addition the system provides them with a list of 10 restaurant recommendations,

based on the user personality, gender and age range similarities with other reviewers

who gave restaurants ratings greater than or equal to 4. If the user has no account in

trip advisor or has less than 3 reviews, he could type at least 250 words producing 3

reviews (or copy 250 words of his text reviews) in the comment box, then specifying

his age range and gender, he could receive the recommendations.

4.2 Validation

To validate our new hybrid recommender system, we used the perceived Accu-

racy, Novelty and Satisfaction measures. Standard metrics (e.g., error metrics and

accuracy metrics), which are evaluated just by statistical methods developed in the

fields of information retrieval and machine learning (e.g., hold-out or k-fold cross-

validation), defines objective quality. However, this is not always a suitable indicator

of the potential for persuasion of a recommender system.

Our results are based on how the users see a recommender system with the char-

acteristics related to subjective elements. Therefore to get an initial feedback from

the users, in this second step we conducted an offline evaluation and we invited 21

participants to give answers to questions about novelty, perceived accuracy and sat-

isfaction of the given recommendations.

1. Novelty measures were collected as follows: for each recommended item we first

showed its title (with no other information) and asked the question Have you

ever been on this restaurant? The answer (yes/no) was then used to compute the

First Order Novelty (FON). A value of 1 was given if the user had never been on

the restaurant and 0 otherwise. If the user had never been on the restaurant, we

proceeded with an indepth exploration to assess Second Order Novelty (SON).

We asked the user if he/she had ever heard about the restaurant, inviting him/her

to explore related information (location, picture) to help him/her refresh his/her

memory. If a user answered yes (or if FON was 0) the SON value was set to 0,

otherwise it was set to 1.

2. Perceived accuracy measures were collected as follows: for each recommenda-

tion, if the user had gone to the restaurant, he/she was asked to rate how much
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he/she liked or disliked it (on a 1 to 5 scale). If the user had not gone to the restau-

rant, we invited to see a review of the restaurant and the picture; we asked him to

rate the degree of potential interest for the restaurant. For each user, we calculated

the average of the values of Novelty, and Perceived accuracy that were assigned

to each recommendation.

3. User opinion measures were collected as follows: users were asked to provide a

global judgment regarding the list of recommended restaurants in binary format

[1-0] (yes/no).

Our results were reasonable and depicted that the restaurant recommender system

based on personality had 88 % of novelty, could predict user preferences with 82 %

of accuracy and could achieve 79 % user satisfaction.

We also applyed classic information retrieval metrics to evaluate our engine, using

Precision, Recall, Fallout and F-measure (F1). Ideally, a good algorithm should have

high recall and low fallout, it means should recommend interesting items and avoid

recommending items of no interest to the user.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = #𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝐼𝑡𝑒𝑚𝑠

#𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝐼𝑡𝑒𝑚𝑠
(1)

Precision is a measure of the ability of the system to return only relevant results to

the user. If the user’s rating was greater than 3, we considered the restaurant as a

relevant item for recommendation. In Fig. 1 the users’ precision measure is shown.

The overall precision of our personality based recommender system in average is

about 82 %.

Recall = #Relevant Recommended Items
#Existing Relevant Items onDatabase

(2)

Recall is the proportion of relevant recommendations to the user that appear in top

recommendations. In Fig. 2 each user recall measure is shown. In our personality

based recommender system the average of the recall is 61 %.

Fig. 1 Precision
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Fig. 2 Recall

Fallout = #Irrelevant Items
#Existing Irrelevant Items onDatabase

(3)

The fallout is a measure of the aptitude of the system to suggest a restaurant given it

is irrelevant for the user. In Fig. 3 each user fallout measure is shown. In average the

overall fallout is 23 %.

Fig. 3 Fallout

F1 = 2 ∗ Precision ∗ Recall
Precision + Recall

(4)

The F1 score can be interpreted as a weighted average of the precision and recall [4].

It indicates an overall utility of the recommendation list where the best score has its

value at 1 and worst score at the value 0.

In Fig. 4 the F-measure is shown. The average F1 measure is about 67 %.
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Fig. 4 F-measure

5 Conclusion and Future Work

We have shown that personality traits can be extracted from reviews through linguis-

tic cues. Therefore, this experiment has successfully obtained the type of personality

that can be used to suggest restaurants based on personality type similarity. In partic-

ular we made two main contributions. First, we conducted our analysis in a realistic

scenario and the obtained results were corroborated by users’ satisfaction, proving

that the hybrid recommender system, in restaurant domain, could benefit from the

personality study. Most importantly, we could improve the state of the art, building

an algorithm that implicitly infers people personalities from their reviews. In future

we expect to increase the number of our participants, taking into account users’ dis-

appointment while filling out the time consuming questionnaires that we needed for

evaluating both our personality recognition algorithm and our recommender system.

To this purpose, we are planning our recommender system to work in an online set-

ting. Finally, we intend to build a user model that considers all big five dimensions

of user personality traits simultaneously instead of selecting the highest of them.

Acknowledgments Special thanks to our participants for their cooperation.
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Abstract In neuroscience research, there has been an increasing interest in multi-

modal analysis, combining the strengths of unimodal analysis while reducing some

of its drawbacks. However, this increases complexity in data processing and analysis,

requiring a big amount of technical knowledge in image manipulation and a lot of

iterative processes requiring user intervention. In this work we present a framework

that incorporates some of this technical knowledge and enables the automation of

most of the processing in the context of combined resting-state functional Magnetic

Resonance Imaging (rs-fMRI) and Diffusion Tensor Imaging (DTI) data processing

and analysis. The proposed framework presents an object-oriented architecture and

its structure reflects the nature of three levels of data processing (i.e. acquisition level,

subject level and study level). This framework opens the door to more intelligent and

scalable systems for neuroimaging data processing and analysis that ultimately will

lead to the dissemination of such advanced techniques.
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1 Introduction

With the advent of non-invasive neuroimaging techniques, the neuroscience research

field has put a lot of effort in studying the human brain in-vivo. Recently, one of the

main focus of research has been the study of the brain as a network [1]. Techniques

such as functional Magnetic Resonance Imaging (fMRI) enable researchers to map

brain activity both at rest and during task execution. In particular, Functional Con-

nectivity (FC—statistical dependencies in brain signals along time) analyses reveal

networks of segregated regions, commonly designated as Resting State Networks

(RSNs), which display coordinated activity in rest conditions (Fig. 1a) [2]. On the

other hand, Diffusion Weighted Imaging (DWI) MRI acquisitions enable the recon-

struction of the main white matter axonal tracts responsible for the brains wiring

through Diffusion Tensor Imaging (DTI) tractography (Fig. 1b) leading to the con-

cept of Structural Connectivity (SC) [3]. The combination of the above mentioned

techniques (Fig. 1c) is of major interest for the scientific and clinic research enabling

to understand what structural alterations underlie functional alterations [4].

The power of the combination of the previously mentioned techniques also brings

some drawbacks. Both SC and FC analysis have a fair amount of complexity that

has been overcome with the development of specially tailored software tools. How-

ever, combining both methodologies adds a new layer of complexity to the analy-

sis, involving the manipulation of several software tools from different providers,

knowledge regarding image manipulations and time consuming procedures that are

not familiar to most of researchers and clinicians interested in such analysis. More-

Fig. 1 Resting state fMRI analysis enable the identification of RSNs (a), while DTI tractography

enable the reconstruction of the main brain tracts (b). The combination of both analyses ultimately

leads to identification of the tracts underlying the functional patterns of the RSNs (c)
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over, the number of procedures that need to be repeated and parameters that need to

be set increase the chance of error and decrease the reliability of the results [5, 6].

Although Ambient Intelligence (AmI) systems are commonly perceived as intel-

ligent homes or devices that would self-adjust to the owner’s needs, interacting with

them and providing care and assistance, this kind of systems could also be of major

importance in clinical practice and research. Ideally, in the neuroimaging context,

AmI systems would adjust the processing procedures to the data available and the

user intentions. These systems need to be context aware, personalized and adaptive,

all of them characteristics of AmI [7, 8]. To the best of our knowledge, such systems

are scarce, if not inexistent. In the present work, we present a simple framework

developed with the goal to create a layer of transparency regarding image manipu-

lation procedures, enabling the automation of several processing steps and reducing

the need for user intervention in the process.

2 Framework Overview

The proposed framework is intended to facilitate the access of less experienced

users to complex analysis such as the ones presented. Without such a framework,

users would need to have knowledge regarding image file types, image processing

algorithms, different software manipulation and even some programming skills. For

instance, without such a framework the user would typically use software such as

dcm2nii
1

to convert images from raw DICOM [9] format into NIfTI format [10].

Then he would preprocess the fMRI acquisition with several consecutive steps in

order to increase data quality with other software tools (e.g. SPM [11], FSL [12],

AFNI [13], BrainVoyager [14]) and repeat the same steps for every subject enrolled

in the study. Afterwards, he would gather all the preprocessed images and perform

group Independent Component Analysis (ICA) in order to identify RSNs using tools

such as MELODIC
2

and GIFT.
3

Next he would need to isolate clusters with yet

another software tool with GUI or simply by command line. Regarding the DTI data,

preprocessing would need to be performed in a similar manner, repeating the process

for every subject and using tools such as FSL, AFNI or TRACULA.
4

Then the user

would perform the tractography on the preprocessed DWI data. Available tools for

such purpose include, among others, DTIStudio [15], TrackVis [16] and 3DSlicer

[17]. Finally, the isolated clusters would need to be combined with the tractogra-

phy. For this purpose, the user would need to understand the concepts of standard

space (where the clusters were formed) and native space (where the tractography is

performed) and understand how to move images from one space to another again

using different software tools, implementing different algorithms, each one involv-

1
http://mccauslancenter.sc.edu/mricron/dcm2nii.htlm.

2
http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/.

3
http://icatb.sourceforge.net/.

4
https://surfer.nmr.mgh.harvard.edu/fswiki/Tracula.

http://mccauslancenter.sc.edu/mricron/dcm2nii.htlm
http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/
http://icatb.sourceforge.net/
https://surfer.nmr.mgh.harvard.edu/fswiki/Tracula
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Fig. 2 Illustration of the complexity of the data processing workflow in combined FC and SC

analyses

ing tradeoffs. A schematic overview of the complexity of data processing in such

analyses is presented in Fig. 2.

With the implementation of the framework here presented, we aim at creating

systems that have most of the knowledge necessary to such analyses embedded in

its structure, adjusting the necessary procedures to the data and user intentions This

represents a layer of abstraction that deals with software compatibility, different file

formats, different spaces of image processing, pipelining and data structure. In fact

we developed a software tool named BrainCAT [18] that implements the framework

here presented. With this tool, users only need to arrange their data in an intuitive

manner and the software will only require the user interaction when strictly necessary

adjusting the pipeline according to the needs.

3 Implementation Details

In the case of combined FC and SC analysis, three different kinds of MRI acquisi-

tions are typically necessary: a resting state fMRI acquisition in order to estimate

the RSNs, a DWI acquisition necessary for the tractography and a structural acquisi-

tion that is needed for intermediate steps such as the removal of non-brain tissue from

the images and spatial normalization procedures. Since each acquisition requires spe-

cific processing steps, independent of the other acquisitions, and have different native

image spaces, this is reflected in the Object-Oriented architecture of the framework

through the creation of three different classes (Mri, Dti, Mri, respectively), which

implements the methods and functions necessary for the handling and processing of

the data from each acquisition.
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Besides dealing with different kinds of acquisitions, studies combining SC and FC

are typically group studies, involving several different subjects, each one undergoing

the same acquisition protocol. This was is also reflected in the frameworks architec-

ture trough the creation of a higher-level class called Subject. This class holds three

attributes, one for each of the Fmri, Dti and Mri classes thus holding the necessary

tools for processing all of the acquisitions of each subject. Additionally, subjects

data and methods requiring the combination of more than one acquisition are imple-

mented at this level.

Finally, a class name Study holds information regarding the study details. This

class sits at the highest level, whose main attribute is an array of Subject objects.

This class is also responsible for the analysis itself, holding the information necessary

for the pipelining of the processing steps. All the image-processing procedures are

implemented with freely available and previously validated command line tools pro-

Fig. 3 Unified Modeling Language (UML) representation of the frameworks architecture present-

ing its main classes
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vided with MRICron [19], FSL [12] and TrackVis [16]. An additional class named

Command handles commands invocation and output retrieval, thus each command

that needs to be run is an actual object. An overview of the Frameworks architecture

can be visualized in Fig. 3.

4 Main Classes

As previously mentioned, the Command class was created in order to deal with run-

ning and retrieving output from the command line tools that need to be run. One of

the main requirements for this class is the need for the commands to be run sequen-

tially since, in the implemented workflow, the output from one step of data process-

ing is the input of the following step of the pipeline. Since most of the programs

run in the bash environment, bash environment variables were also added to the run-

time environment during the programs execution. Objects of this class are used at

all levels of the framework in order to run the command line tools.

The Fmri class implements the necessary methods to handle fMRI data. Besides

holding the getters and setters for the input images and images generated throughout

the workflow, it holds a state variable that holds the image currently being used.

Except when explicitly defined otherwise, steps of the processing pipeline are always

applied to this image, thus the input of most steps is also the output of the same

steps. Analyses that depend only on the fMRI acquisitions are also implemented in

this class. Examples of such procedures include motion correction, smoothing and

temporal filtering, as well as single-subject ICA.

Similarly to the Fmri class, the Dti class implements the functions necessary to the

manipulations and processing of DWI acquisitions. This includes the required get-

ters and setters, data processing steps and subject specific analyses that only require

the DWI acquisition. Similarly, to the Fmri class, a state variable holds the image

currently being used in enabling pipelining. Distortions correction and tractography

are examples of processing steps which this class implements.

The Mri class implements the methods needed to process the structural acquisi-

tions, which, apart from getters and setters. In the context of the BrainCAT appli-

cation, only one method for the removal of non-brain structures was implemented.

However other methods could be implemented for other needs and so it also holds

the last generated image during processing in an appropriate attribute.

As previously described, the Subject class contains three main attributes, each

one belonging to one of the previously described classes (i.e. Fmri Dti, Mri), and

implements the methods that require the manipulation of images from more than

one acquisition. Whenever a processing step is required involving individual acqui-

sitions, the necessary functions are called in the corresponding attribute. Whenever

more than one acquisition is required, the most recent images are retrieved from the

necessary attributes of the Subject class and the processing is performed within this

class. At the end, the state variables of the attributes are updated. This is the case

of the spatial normalization of the fMRI data where both fMRI and structural MRI
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images are used. Additionally, some steps are quite common in image processing and

would be repeated if the analysis were to be made separately for each acquisition.

In this case, objects of this class check if such procedures were already performed

throughout the processing pipeline and, if so, it does repeat the process, thus saving

precious computation time. This is also the case of normalization procedures where

spatial transformations are only computed once.

The Study class is the class responsible for the implementation of the whole work-

flow. The main attribute of this class is an array of objects of the Subject class hold-

ing the data from each subject belonging to the study. Almost every neuroimaging

workflow incorporates a preprocessing stage where data quality is enhanced through

a series of sequential procedures applied separately for each subject. As so, in such

procedures, the array of Subject objects is run sequentially for each step. Thus, each

step is run independently for each subjects dataset, opening an opportunity for paral-

lelization and/or distribution of processing procedures. This class is also the respon-

sible for the implementation of group-wise procedures and analysis. For example, in

the case of combined FC and SC analyses, Group-ICA, RSNs extraction and mer-

gence of each subjects tracts is performed in this level.

5 Discussion

The presented framework was developed in the context of combined FC (i.e. RSNs)

and SC (i.e. tractography) analysis and allowed to create a software tool that auto-

mates the entire data analysis (BrainCAT). In this particular case the user sets a work-

ing directory with the images of several subjects participating in the study, starts

the application and it automatically recognizes the subjects whose data is suitable

for analysis. The inclusion/exclusion of certain processing steps is left at the users

choice. However, some steps (e.g. spatial normalization) are highly dependent on

other steps (e.g. removal of non-brain structures). As such, if the user opts for one

analysis where spatial normalization is strictly required, the system automatically

recognizes it, performs the spatial normalization using the necessary acquisitions

and, if the removal of non-brain tissue was not performed, it performs it before apply-

ing the normalization.

This kind of framework has, however, the potential to be extended to basically any

neuroimaging analysis where different modalities are combined. In fact, the same

framework was used in order to combine volumetric analysis derived from the struc-

tural MRI acquisitions with DTI tractography. Similarly structural and functional

whole brain FC and SC connectivity analyses have also been performed. As long as

the necessary functions are implemented at the required levels, virtually any com-

bination of analysis is possible. Moreover, most of the software tools used in the

neuroimaging field are still serial computing tools. The proposed architecture has

the potential to be parallelized and distributed in order to analyze large amounts of

data. It should be noted that such studies take tenths or hundreds of hours of process-

ing time, obviously depending on the number of subjects and size of the datatsets.
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Future developments of the framework could envisage a learning module that

would gather usage data and adapt the systems setting to the habits of the user. This

system would enable a richer user experience and would facilitate even further the

process of setting the analyses.

6 Conclusions

Ideally, in the neuroimaging context, AmI systems would adjust the procedures to

the data available and the user intentions. These systems would need to be context

aware, personalized and adaptive, all of them characteristics of AMI systems.In this

sense, proposed framework enables the creation and expansion of AmI systems in

neuroimaging research, leading to the generation of more intelligent, user friendly

and capable systems that may have the potential to disseminate complex neuroimag-

ing techniques to researchers and clinicians without strong technical knowledge. All

the procedures are applied using freely available software running in bash shell and

thus can be implemented in any UNIX system. BrainCAT, the software developed

using the presented framework, is freely available.
5

New modules are being added

to the software based on the same framework.
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Emotion Effects on Online Learning

Ana Raquel Faria, Ana Almeida, Constantino Martins
and Ramiro Gonçalves

Abstract Learning is understood as an educational activity which aims to help
develop the capacities of individuals. These capabilities make individuals able to
establish a personal relationship with the environment in which they are inserted.
For the learning process to develop the individual has to use its sensory, motor,
cognitive, affective and linguistic. Thus, this work aims at studying the effect of
emotion in learning systems in online learning environments, analysing the extent
to which emotional state can influence the thinking, decision making and learning
process.

Keywords Learning styles ⋅ Student modeling ⋅ Adaptive systems ⋅ Affective
computing

1 Introduction

The impact of emotions on learning process and especially in online learning has
recently grown as shown in literature [1, 2]. The increasing examination of the
complex set of parameters related to online learning discloses the significance of the
emotional states of learners and especially the relationship between emotions and
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affective learning [2]. This causes an emotional gap between student and his online
learning environment. To attempt to minimize this problem by proposing the
creation of a new framework that can assess the emotional state of the student using
affective computing techniques and developing a proper response to induce a
positive stimulus in order to facilitate the learning process and improve the stu-
dent’s learning results. This study began with the premise the student’s negative
emotions have negative effects on his behaviour, attention, motivation and ulti-
mately in the learning process outcomes. On the other hand positive emotions
would benefit the learning process. This is corroborated in some previous studies [2,
3]. Another premise was made regarding the influence of the student learning
preferences and personality in his learning process. This premise was also estab-
lished by previous studies [4–6]. For this study of emotions in online learning
systems, the system built must be able to capture the student’s emotional state. The
capture of an emotional state cannot be invasive therefore Affective Computing
technologies will be used. Anticipating the creation of a new model could combine
one or more techniques of Affective Computing. One of the challenges will be to
correctly identify and with a certain degree of reliability the student’s emotional
states. This process will also include the study of emotional states that can be
recognized, its duration in time, what its influence on the teaching and learning
process. Another important issue is the recognition of the emotional state that
provides a positive emotion for learning and what incentives can be introduced to
reverse a negative emotional state.

2 Affective Computing

The study of affect is included in different fields of science such as psychology,
cognitive science, neuroscience, engineering, computer science, sociology, phi-
losophy, and medicine. This has contributed to different understanding of basic
terms related to affect such as emotions, feelings, moods, attitudes, affective styles,
temperament, motivation, attention, reward, and so many others [7]. One of the
problems in studying affect is the definition of what emotion is. Moreover, the
definition and the terms associated to it. Nearly hundreds of definitions of emotion
have been registered since 1981 [8]. To analyse emotion, there are several theories,
which attempted to specify the interrelationships of all the components involving an
emotion and the causes, the reasons and the function of an emotional response.
Although there are several works summarizing these approaches, some of these
theories are very controversial among the intellectual community. Nevertheless,
they were the starting points for most of the research works done today in affect
recognition. There are several types of emotion recognition like: Facial Expression
Recognition, Eye tracking, Emotional Speech Recognition, recognizing emotion
from brain activity and detection of emotion in text.

A facial expression is the result of the movements or positions of face muscles.
Facial expression recognition plays an important role in natural human-machine
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communication [9]. Most of Facial Expression Recognition (FER) research was
influenced by the early theory of emotion in with Ekman‘s work was based [10].
His work was based on the assumption that the emotions are universal across
individuals as well as human ethnics and cultures [11]. Nowadays advances in
facial recognition software make the recognition of basic facial expressions like
anger, disgust, fear, happiness, sadness surprise, and others possible. A study
carried out by Ekman and Friesen [12] developed the Facial Action Coding System
(FACS), which is a manual technique for the measurement of facial movement
FACS can code practically any anatomically possible facial expression, decom-
posing it into the specific Action Units (AU) that identifies independent face motion
in a temporal order. Manually coding a segment of video is a timely and expressive
method performed by highly trained human experts. Studies have been made trying
to automate this method, see [13, 14].

Eye tracking is the process of measuring either the point of gaze (what one is
looking at) or the motion of an eye in relation to the head position. The analyses of
eyes properties can be used to measure the human response to visual, auditory or
sensory stimuli [15, 16]. Emotion is measured through the eye tracking hardware
and a statistical program which determines the excitement level to a visual image
[15]. Parameters analyses include: pupil size, blink properties and gaze. The pupil
size is related to an emotional reaction, a study performed by Partala and Surakka
[16] indicates there is an alteration in pupil size when a subject faces a positive or
negative stimulus opposite when facing a neutral stimulus. Blink has also been
associated with emotional responses, for example with defensive reactions, the eye
is modulated blink startle [17]. Finally, gaze patterns have been linked to emotional
reactions [18].

Speech recognition consists in the ability of a machine or program in identifying
words or phrases from the spoken language. The main application of speech rec-
ognition resides in assisted technology to help people with disabilities. The vocal
aspect of a communication also carries information about speech emotional con-
tents. So, speech can be divided in two parts: an explicit message, consisting of
what was said; and an implicit emotional expression, entailing how the message
was said. Speech Emotion Recognition (SER) aims to recognize the user emotional
state in his speech signal [19]. Most acoustic features that have been used for
emotion recognition can be divided into two categories: prosodic and spectral.
Prosodic features have been shown to provide key speaker emotional clues. Lit-
erature in SER reached important conclusions that can be used in AC applications
[20, 21]. The major conclusion relies in the possibility to recognize emotion from a
speech. Although there is some difficulty in recognizing certain kind of emotions
like disgust, there are others that can be recognize with more accuracy like sadness
and fear. Also, the pitch of a speech seems to be connected to the level of arousal.
In addition affect discovery in speech has accuracy rates lower than facial
expression for recognizing basic expressions.

The field of Affective Neuroscience tries to map the neural circuitry that occurs
during an emotional experience [23, 24], the techniques used by neuroscientists
include fMRI, EEG, among others. fMRI is based on the MRI technology. It is a
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non-invasive test that uses a strong magnetic field and radio waves to create detailed
body images. It monitors the blood flow in the brain to detect activity areas.
Therefore fMRI provides a map of which parts of the brain are active during an
emotion or feeling. A study performed by Yang and Damasio [25] with brain
damaged patients show that the emotional course was required for learning and it is
essential to the decision making process.

Affective detection in a written text consists in determine the emotional or
attitude context within the written language or transcripts of oral communication.
The initial work on this matter aimed to understand how text could express an
emotion or how text could generate different emotions. These studies began by find
resemblance in how people of different cultures communicate [26, 27]. Osgood [26]
used a Multidimensional scaling (MDS) procedure to create models of affective
words based on words evaluations provide by diverse cultures. The dimensions
considered in these studies were: evaluation, potency and activity. Evaluation refers
to quantification of a word in relation with an event it portrays, if that event is
pleasant or unpleasant. Potency refers to how the word is related with a level of
intensity, strong words as opposed to weak words. Activity refers to a word as
active or passive [22].

The personality research aims to study what distinguish one individual from
another [28]. Personality research depends on quantifiable concrete data that can be
used to comprehend what people are like. In several publish papers is acknowl-
edged that personality traits as influence your performance in numerous areas in
your life [29, 30]. Also the relationship between personality and learning is largely
accepted [5, 30]. Leading with personality one of the models largely use is the Big
Five Model [6, 29]. The Big Five dimensions are Openness, Conscientiousness,
Extraversion, Agreeableness, and Neuroticism (OCEAN). Openness dimension
include personalities that are open to experiences, like art, emotions, adventure,
uncommon ideas and a wide range of experiences. Openness dimension returns an
amount of intellectual curiosity, originality and an inclination for innovation and
variety. Conscientiousness dimension it has a tendency to self-discipline, sense of
duty, and aims for achievement. It is organized and dependable; he plans rather than
acts spontaneous. Extraversion is mirrored as energy, positive emotions, confi-
dence, sociability and the tendency to seek stimulation in the company of others,
and talkativeness. Agreeableness has the tendency to be empathetic and accom-
modating rather than suspicious and antagonistic towards others. Neuroticism has
the propensity to experience disagreeable feelings easily, such as anger, anxiety,
depression, or vulnerability.

3 Adaptive System, Student Model and Personality

An Adaptive System (AS) builds a model of the objectives, preferences and
knowledge of each user and uses it, dynamically, through the Domain Model and
the Interaction Model, to adapt its contents, navigation and interface to the user
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needs [31]. In Educational Adaptive Systems, the emphasis is placed on students’
knowledge in the domain application and learning style, in order to allow them to
reach the learning objectives proposed in their training [31]. In generic Adaptive
Systems (AS), the User Model allows changing several aspects of the system, in
reply to certain characteristics (given or inferred) of the user [32]. These charac-
teristics represent the knowledge and preferences that the system assumes that the
user (individual, group of users or no human user) has. In Educational AS, the UM
(or Student Model) has increased relevance: when the student reaches the objectives
of the course, the system must be able to re-adapt, for example, to his knowledge
[32]. A Student Model (SM) includes the Domain Dependent Data (DDD) and the
Domain Independent Data (DID). The Domain Independent Data (DID) are com-
posed of two elements: the Psychological Model and the Generic Model of the
Student Profile, with an explicit figure [33].

4 Development

To define and develop of a new framework that could find out if emotions can
influence the learning process and also the construction of a new learning platform
that takes into account the student emotional state, personality traits and learning
preferences, in order to adapt the course to the student’s needs, can improve the
student’s learning results, a prototype was developed. The prototype, entitled
Emotion Test, was developed to be used in a web environment. It was implemented
to be an engaging learning environment with multimedia interactivity. Emotion
Test prototype simulates the entire learning process, from the explanation of the
subject, to exercises and assessment test. Through the entire process student’s
emotional state, personality traits and learning preferences are considered. Next
figure shows the architecture proposed (Fig. 1).
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case of failure

Emotive 
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Application 
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Student 
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Fig. 1 Architecture
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The architecture proposed for this prototype is composed of 4 main models:
Student Model, Emotional Model, Application Model and Emotive Pedagogical
Model. The student model represents student information and characteristics. This
includes personal information (name, email, telephone, etc.), demographic data
(gender, race, age, etc.), knowledge, deficiencies, learning styles, emotion profile,
personality traits, etc. This information is useful to better adapt the prototype to the
student. The emotion model gathers all the information of facial recognition soft-
ware and feedback of the students. The application model is composed by a series
of modules contain different subjects. The subject consists in a number steps that
the student has to pass in order to complete the learning program. Usually each
subject is composed by a diagnostic test in order to access the student level of
knowledge. Followed by the subject content in which the subject is explained and
followed by the subject exercises and final evaluation test. The last model is the
emotive pedagogical model which is composed by three sub-models: the rules of
emotion adaptability, the emotional interaction mechanisms and the graph of
concepts in case of failure. The rules of emotion adaptability comprise the ways the
subject content is presented. The subject content and subject exercises are presented
according the student’s learning style and personality. The emotional interaction
mechanisms consist in the trigger of an emotion interaction, when is captured an
emotion that need to be contradicted in order to facilitate the learning process. The
emotions to be contradicted are: anger, sadness, confusion and disgust. The inter-
action can depend on the student’s learning style and personality. Finally the graph
of concepts in case of failure this indicates the steps to be taken when a student fails
to surpass a subject. For this framework the prototype built allows students to
consolidate knowledge, autonomously and with ongoing support through teaching
methodologies, educational activities and emotional interactions. The prototype
content, activities and interactions are defined by the teacher, but dynamically
adapted and personalized according to the knowledge level, learning preferences,
personality, skills and student learning pathway.

5 Prototype Evaluation and Data Analyses

The participants in this prototype evaluation were the 1st year students of Higher
Education Establishment of Computer Engineering of Oporto of two courses:
Informatics Engineering and Systems Engineering. The total number of students
involved in these testes was 115 students with ages between 17 and 42 years old.
This group of students was composed of 20 % female (n = 23) and 80 % male
(n = 92) participants mainly from the districts of Oporto, Aveiro and Braga. To
evaluate the prototype were conducted 2 pre-tests and a final test. For this paper
only be showed the data gather for the final test. The student’s participants in this
prototype evaluation did not have any prior knowledge of the content of the subject
approach by the prototype. For the test the students were group randomly in 2
groups as we can see in the table below. Group v1 tested the prototype with the
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emotional interaction and learning style with a low level of difficulty and Group v2
test the prototype without the emotional interaction and learning style with a low
level of difficulty. In each group evaluation process was different: The Group v1
had to do Diagnostic test (in paper) to help grade the initial knowledge of the
student. Followed by the test of the prototype with the emotional interaction and
learning style. This comprehends the completism of subject module composed by a
diagnostic test in order to access and update the student level of knowledge. Fol-
lowed by the subject content in which the subject is explained and follow by the
subject exercises and final test. After this test the students had to do a final test (in
paper) to help grade the final knowledge of the student. The evaluation by this
group ended with the answer of the Acceptability questioner to determine the
acceptability of the prototype. This questionnaire consists in first determine the
acceptance of the prototype and second the degree of difficulty of use of each
feature of the prototype. The Group v2 had to do diagnostic test (in paper) to help
grade the initial knowledge of the student. Following the testing of the prototype
and this time the students tested the prototype with same subject content as group
v1 but without any emotional integration. After this test the students had to do a
final test (in paper) to help grade the final knowledge of the student. The evaluation
by this group also ended with the answer of the Acceptability questioner the same
questionnaire given to group v1. To assess the learning preferences of each student,
the VARK questionnaire was answer by the students. The analyses of the data
showed that the preferred style was aural with 57 % of the students, followed by
visual preference with 25 %, kinetic preference with 14 % and read/write with 4 %.
In the test groups the distribution of participants according to their answer of the
VARK questionnaire is showed in the following table. The aural preference is the
preference with the highest percentage in group v1 and visual preference is highest
in group v2. The read/write preference has the lowest percentage in all the groups.
To determine the personality of the students the responses to the questionnaire TIPI
were also analyzed. The data showed that 43 % of students fell into personality of
neuroticism followed by Conscientiousness with 25 %, openness with 18 % and
agreeableness and stability with 14 %. We had no students in extroversion per-
sonality. In the test groups the distribution of participants according to their answer
of the TIPI questionnaire is showed in the following table. The Neuroticism per-
sonality was the personality with the highest percentage in all the groups and the
agreeableness personality was the personality with the lowest percentage. From the
data gather from the final teste it was concluded that the distributions are not normal
after having applied the Kolmogorov-Smirnov test shown in the following Table 1.

Analyzing the results shown in Table 2 only group v2 for the diagnostic test has
a p value with low bound but of true significance. All the other groups for the p
values are not statistically significant. So we can conclude that the groups, with the
exception of group v2 in the diagnostic test, do not have normal distributions. The
analyses of the student’s grades showed the following. The next table shows the
descriptive statistics of the diagnostic test and final test across the groups.

As data does not have a normal distribution for the two groups they were
compared using a non-parametric test Mann-Whitney. For group v1 for diagnostic
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test we have a mean of 45.7 % (SD = 40.3) and for the final test a mean of 85.7 %
(SD = 12.2). For group v2 for diagnostic test we have a mean of 37.1 %
(SD = 29.2) and for the final test a mean of 61.4 % (SD = 33.7). For the diagnostic
test we have Mann–Whitney U = 83.0 and for a sample size of 14 students. For this
analysis we found a P value of 0.479 which indicates that we don’t have any
statistical difference which is understandable because it was assumed that all stu-
dents had more or less the same level of knowledge. For the final test we have
Mann-Whitney U = 54.0 and for an equal sample size of the diagnostic test. For this
analysis we found a P value of 0.029 in this case the differences observed are
statistical different. Using the two-way ANOVA to we tried running a series of test
to compare the means of the students by group and by learning preference and by
group and personality. The objective of running these tests it is to see if learning
preference, personality and emotional state had any influence on the outcome of the
final test. For the first test, we tested by group and by learning preference however,
no statistically significant differences in the results were obtained (P = 0.614).
Therefore we cannot conclude that the learning preference in each group had any
influence in the final test outcome. For the second test, we tested by group and by
personality however, no statistically significant differences in the results were
obtained (P = 0.988). Therefore we cannot conclude that the personality had any
influence in the final test result. To prove this assumption we need a larger sample
size. Another test was made regarding the emotional state of the student during this
experiment. Our assumption was that the student in a negative state throughout the

Table 1 Tests of normality

Groups Kolmogorov-Smirnova

Statistic df P

Diagnostic test in paper Group v1 0.229 14 0.046
Group v2 0.184 14 0.200*

Final test in paper Group v1 0.323 14 0.000
Group v2 0.281 14 0.004

*This is a lower bound of the true significance
aLilliefors significance correction

Table 2 Descriptive statistics

Groups N Minimum Maximum Mean
(%)

Std.
Deviation

Group
v1

Diagnostic test in
paper

14 0 100 45.7 40.3

Final test in paper 14 60 100 85.7 12.2
Group
v2

Diagnostic test in
paper

14 0 80 37.1 29.2

Final test in paper 14 0 100 61.4 33.7
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experiment had lower results. The differences found were statistically significant
(P = 0.011). Consequently we can conclude that the emotional state had influence
in the final test results of the students (Fig. 2).

6 Conclusions

During the course of this work it was attempted to find an answer to this question.
The gathered data from the performed tests showed that there is a statistical dif-
ference between students’ learning results while using two learning platforms: one
learning platform that takes into account the student’s emotional state and the other
platform that does not have that in consideration. This gives an indication that by
introducing the emotional component, the students’ learning results can possibly be
improved. In the development of this work and in the attempt to answer the central
question one issue became apparent. This beneficial issue was the use of a new
approach in user modelling process that uses learning and cognitive styles and
student emotional state to adapt the user interface, learning content and context.
This was observed to be very advantageous because the user interface, learning
content and context was presented in a way that each individual student could best
comprehend and associated with an emotional component enhancing their learning
outcomes. Noting that this user modelling process was used in both learning
platforms but only one platform used the emotional component.
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A Reasoning Module for Distributed Clinical
Decision Support Systems

Tiago Oliveira, Ken Satoh, Paulo Novais, José Neves, Pedro Leão
and Hiroshi Hosobe

Abstract One of the main challenges in distributed clinical decision support sys-

tems is to ensure that the flow of information is kept. The failure of one or more

components should not bring down an entire system. Moreover, it should not impair

any decision processes that are taking place in a functioning component. This work

describes a decision module that is capable of managing states of incomplete infor-

mation which result from the failure of communication between components or

delays in making the information available. The framework is also capable of gen-

erating scenarios for situations in which there are information gaps. The proposal is

described through an example about colon cancer staging.

1 Introduction

Computer-Interpretable Guidelines (CIGs) encode medical knowledge and process

knowledge in step-by-step algorithms which, in CIG systems, are interpreted by exe-

cution engines [10]. They are machine-readable versions of Clinical Practice Guide-

lines (CPGs) CIG systems are a kind of distributed decision support system that

draw information from other information systems, scattered across organizations.

This information may be provided by: a human agent, such as a physician or a nurse,
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interacting with the system; or extracted from other clinical information systems.

However, if there is no knowledge about the state of a patient, it becomes impossible

to respond with actions to medical events. This might be due to delays in medical

tests or failures in the communication. One of the major issues in these careflow

management systems is the occurrence of exceptions or deviations of what is estab-

lished in the protocols, of which incomplete information is a case. This calls forth

the need for higher functions in clinical decision support systems that go beyond

the display of information and inference. This work focuses on the development of a

Speculative Module for CIG systems that allows them to cope with incomplete infor-

mation. The decision process treated in the module follows a structure based on a

logical framework of Speculative Computation [5], which uses default constraints to

advance the computation of decisions. As such, the main contributions of this work

are the following: (i) a decision module for CIG systems capable of coping with

missing information; (ii) a default generation method for clinical decision criteria;

and (iii) a procedure for the generation of clinical scenarios.

2 Related Work

Existing CIG models are mainly task-network models, which means that they orga-

nize clinical procedures in networks of mutually dependent tasks. Models such as

GLIF3 [2], PROforma [3], and SAGE [13] follow this representation paradigm,

although with different foci. While GLIF3 is more focused on the procedural logic of

CPGs, PROForma is focused on the argumentation of clinical decisions, and SAGE

on the contextual elements of unfolding clinical processes. Yet, the execution engines

for these CIG languages only provide straightforward reasoning and do not provide

mechanisms to deal with uncertainty [10]. These mechanisms would allow health

care professionals to devise scenarios, to anticipate the specific needs of patients,

and to mobilize resources beforehand for the clinical tasks ahead. There are tech-

niques derived from probability theory, such as Bayesian Probabilities [7], Certainty

Factors [11], Dempster-Shafer Theory [6], and Fuzzy Sets [12], which provide a way

to deal with different types of uncertainty and have been used to some extent in the

medical domain. However, incomplete information, which is the object of study in

this work, deviates from the type of process uncertainty treated by these techniques.

In the setting presented herein, the process is established by the procedural logic of

CPGs, and a decision module with a logic programming component and a machine

learning component is employed to serve as an interface between guideline proce-

dural knowledge and a data-driven default generation method.
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3 Setting for Clinical Decision Support

3.1 Clinical Example

The clinical situation used as an example to demonstrate the Speculative Module

is that of colon cancer staging and selection of adjuvant therapy. In most cases of

colon cancer, surgery, or more specifically a colectomy, is performed. After surgery,

it is necessary to assess the patient based on the most recent findings, which typi-

cally occurs in a group appointment of physicians. A decision is made based on the

TNM staging system for the classification of malignant tumors, which consists of

three criteria: T (tumor), which stands for the degree of tumor invasion into the wall

of the colon; N (nodes), the number of metastases in regional lymph nodes; and M

(metastasis) represents the detection of distant metastases in other organs such as

the liver or the lungs. In Fig. 1, the clinical situation described above is represented

according to the CompGuide model [9] for CPGs. It is an ontology defined in Ontol-

ogy Web Language (OWL) following the task-network model. In Fig. 1 first there

is a Question task which aims to obtain the values for the T, N and M parameters.

This is a data entry point in the guideline for the retrieval of patient information.

This Question task is linked to five other tasks through the hasAlternativeTask prop-

erty, which means that these tasks should be executed alternatively to one another,

according to the validation of specific trigger conditions, also represented in Fig. 1.

The tasks are of the Action type for they recommend the execution of specific clin-

ical procedures by health care professionals. Depending on the stage of the cancer,

it is necessary to decide the best adjuvant therapy, which involves choosing between

different observation and chemotherapy schemes. There are cases in which it is diffi-

cult to accurately assess the degree of tumor invasion. Furthermore, to know if there

are metastases in regional lymph nodes, it is necessary to wait for a pathology report

which, in turn, depends on the completion of laboratory tests. The same may hap-

Fig. 1 Clinical setting for the example regarding colon cancer represented according to the

CompGuide model
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pen with the evaluation of distant metastases. For these reasons, there may be cases

in which the values for T, N and M are unknown. The whole clinical situation was

extracted from the Clinical Practice Guideline in Oncology for Colon Cancer from

the National Comprehensive Cancer Network [1]. The medical content is greatly

simplified for the sake of conveying the key features of the Speculative Module.

3.2 Structure of the CIG System

CIG systems have a similar architecture to that of the CompGuide system, repre-

sented in Fig. 2. The main component is the CIG Engine. It is responsible for exe-

cuting CIGs encoded in the Knowledge Base, containing situations like the one

described in Sect. 3.1, against patient information retrieved from distributed sources

such as other clinical information systems. The system keeps a local repository of

previous guideline executions, with patient information fed to the system in previ-

ous installments. The CIG Engine is responsible for providing the recommendations

about the next clinical task. When there is a decision point, a Speculative Module

is deployed to deal with cases of incomplete information. Another cause of incom-

plete information might be the failure of communication between the CIG system

and the information sources. The setting is the following: (1) the CIG Engine will

recommend the next task in the clinical careflow; (2) the transition from one task to

another is only possible if the first is connected to the latter through the hasAlter-
nativeTask property (just like in the example); (3) to move to one of the alternative

tasks, the trigger conditions of such task must be met; (4) the information necessary

to verify the trigger conditions will be acquired from an external information source,

the oncology information system (ois) in this case; and (6) the system has a Specula-

tive Module which uses default values to continue the execution and generate clinical

scenarios in the event that there is no answer from the (ois).

4 Description of the Speculative Module

4.1 Generation of Defaults

The Generation of Defaults is a part of the Speculative Module and consists in a

procedure that seeks to acquire the most likely values for the decision parameters,

taking into account possible dependence relationships between them. Bayesian Net-

works (BNs), for their set of characteristics [14, 15], provide an ideal support for a

default generation model. The Generation of Defaults is depicted in Fig. 2, inside the

Speculative Module. It comprises five sequential stages. The first is the identifica-

tion of askable atoms, in which the clinical parameters for the decision are identified

and isolated. Next, the module retrieves relevant data about previous guideline exe-
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Fig. 2 CompGuide system architecture with its main components: CIG Engine, Knowledge Base,

and Speculative Module

cutions regarding the isolated parameters from the local repository. In the following

stage, six different BN learning algorithms are used in cross-validation. The purpose

is to select the one with the lowest log likelihood loss (logl), which is a measure of

the entropy exported by a model in order to keep its own entropy low [4]. So, low

values are synonymous with a good fit between the model and the data. After the

best performing algorithm is selected, a BN is generated. The last stage consists in a

Maximum a Posteriori (MAP) estimation, which is a query to the BN that provides

the most likely values for the parameters, given the evidence, along with a prob-

ability value [8]. It is possible to perform a MAP query with no evidence, which

provides the most likely configuration for all the parameters in the network. Figure 3

shows the results of the procedure when applied to data of 515 patients who received

treatment for colon cancer at the Hospital of Braga, Portugal. In Fig. 3a, it is possi-

ble to see that the algorithm that produces the lowest logl is the iamb. Figure 3b

also shows the structures learned from the different algorithms. In the chosen struc-

ture (the one learned with the iamb) it was only possible to establish a dependence

Fig. 3 a Results from 5-fold cross-validation of six structure learning algorithms; b Bayesian

Network structures for the TNM parameters learned with the different algorithms
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relationship between T and N. This is particularly useful for it indicates to the CIG

Engine that tumor invasion and local lymph nodes metastases might be correlated,

but distant metastases are not dependent on the other two parameters. After perform-

ing the MAP estimation on the network, the values obtained for T, N, and M were

respectively T = t3,N = n2, and M = m1, with T ,N,MMAP ≈ 0.4395. These val-

ues are used as initial defaults in Speculative Computation. MAP queries will be

performed as information from the sources arrive in order to adjust the remaining

default values. The Generation of Defaults was developed using the bnlearn package

for R and the inflib Java library for inference in BNs from the SamIam project.

4.2 Speculative Computation

The Speculative Computation part of the Speculative Module is based on a logic

programming framework with constraint processing.

4.2.1 Formalization of the Clinical Example According to the
Framework

A Framework for Speculative Computation in clinical decision support systems

which features disjunctive constraint processing is a tuple ⟨𝛴,E , 𝛥,P⟩. This for-

mulation is based on the work presented in [5]. 𝛴 is a finite set of constants. An

element in 𝛴 is a system component identifier, an information source with which

the CIG system communicates. E is a set of predicates called external predicates,

representing the decision criteria, i.e., the clinical parameters in the trigger condi-

tions. When Q is an atom with an external predicate and S is the identifier of a remote

information source, Q@S is called an askable atom. 𝛥 is the default answer set, con-

sisting of set of default rules, obtained from the Generation of Defaults, called default

rules with respect to Q@S, of the following form: Q@S ← C ∥, where Q@S is an

askable atom and C is a set of constraints called default constraints for Q@S. As for

P , it is a constraint logic program of the form: H ← C ∥ B1,B2,… ,Bn., where H is

a positive ordinary literal called a head of rule R; C is a set of constraints; and each

B1,B2,… ,Bn is an ordinary literal, or an askable literal. The situation described in

Sect. 3.1 regarding the staging of colon cancer can be represented according to the

framework. The predicate nt(a, b) indicates that b is the task that follows a and is

used in the initial query in order to know what procedure should be performed next.

alt(a, b) indicates that b is an alternative task linked to a. tcv(b)means that the trigger

conditions for task b are validated. The complete representation is:

∙ 𝛴 = {ois}
∙ E = {t, n,m}
∙ 𝛥 is the following set of rules: t(T)@ois ← T ∈ {t3} ∥ . n(N)@ois ← N ∈ {n2} ∥ . m(M)@ois ← M ∈

{m1} ∥ .

∙ P is the following set of rules:
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nt(X,F) ←∥ alt(X,F), tcv(F).rule 1

tcv(F) ← F ∈ {action1}, T ∈ {tis, t0} ∥ t(T)@ois.rule 2

tcv(F) ← F ∈ {action1}, T ∈ {t1, t2},N ∈ {n0},M ∈ {m0} ∥ t(T)@ois, n(N)@ois,m(M)@ois.rule 3

tcv(F) ← F ∈ {action2}, T ∈ {t3},N ∈ {n0},M ∈ {m0} ∥ t(T)@ois, n(N)@ois,m(M)@ois.rule 4

tcv(F) ← F ∈ {action3}, T ∈ {t4},N ∈ {n0},M ∈ {m0} ∥ t(T)@ois, n(N)@ois,m(M)@ois.rule 5

tcv(F) ← F ∈ {action4}, T ∈ {t1, t2, t3, t4},N ∈ {n1, n2},M ∈ {m0} ∥ t(T)@ois, n(N)@ois,m(M)@ois.rule 6

tcv(F) ← F ∈ {action5}, T ∈ {t1, t2, t3, t4},N ∈ {n0, n1, n2},M ∈ {m1} ∥ t(T)@ois, n(N)@ois,m(M)@ois.rule 7

alt(question1,F) ← F ∈ {action1} ∥. alt(question1,F) ← F ∈ {action2} ∥.

alt(question1,F) ← F ∈ {action3} ∥. alt(question1,F) ← F ∈ {action4} ∥.

alt(question1,F) ← F ∈ {action5} ∥.

Speculative Computation starts with a top goal. The notion of goal is central for it

represents what is necessary to achieve in the computation, or, in other words, it is the

outcome of the decision. In the framework, a goal has the form of ← C ∥ B1,… ,Bn
where C is a set of constraints and each of B1,… ,Bn is either an askable atom or

an atom that is unifiable with the head of a rule in P . During the computation the

framework keeps a set of beliefs about the askable atoms, i.e., the clinical parameters

in the decision, in a current belief state (CBS). In the beginning, the CBS assumes the

default rules in 𝛥 and, afterwards, the top goal is reduced according to CBS and P .

Goals and the product of their reduction are kept in processes. They are structures

that represent the different alternative computations in the framework. In this regard,

there are two types of processes: active and suspended. Active processes are those

whose constraints C are contained in, and therefore are consistent with, the CBS.

They are regarded as the valid scenarios. Processes that do not fulfill this condition

are suspended. In order to keep track of the different processes, active processes are

kept in the active process set (APS), whereas suspended processes are kept in the

suspended process set (SPS).

4.2.2 Phases of Speculative Computation

Speculative Computation includes: the process reduction phase, the fact arrival
phase, and the default revision phase. Throughout these phases active processes

are represented according to the tuple ⟨← C ∥ GS,UD⟩, where C is a set of con-

straints, GS contains the goals in the form of literals to be proved, and UD is the

set of used defaults. If an atom is reduced through a default, it is added to the UD
of the process. Suspended processes have a similar structure, they are represented

by a tuple ⟨SP,← C ∥ GS,UD⟩, where SP is a set containing the atoms that were

responsible for suspending the process and whose constraints are not consistent with

the CBS.

The first phase is process reduction, which is depicted in Fig. 4a. The initial query

to the system becomes the initial goal set in the first active process. The process is
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Fig. 4 Diagram of Speculative Computation. Each bifurcation represents two new processes with

the displayed constraints

further reduced according to its goals. If an atom in the goal set is unifiable with a rule

in P then that atom is replaced in GS with the body of the rule, and the constraints

of the rule are added to the constraints of the process. This originates as many active

processes as there are rules with which the atom in GS is unifiable. This ensures that

different execution traces are explored, keeping all possible scenarios open. But, if

the atom in the goal is an askable atom Q@S, with and attached constraint C, for

which there is a default constraint Cd, the module verifies the consistency of C ∧Cd
and C ∧ ¬Cd. If C ∧ Cd is consistent, then a new active process is created from the

initial process with this constraint, and Q@S is added to UD. If the same happens

with C∧¬Cd, a suspended process is created as well, and Q@S is added to SP. With

this disjoint constraint processing, the objective is not to exclude any possible sce-

nario and keep active only the processes that are consistent with the CBS. While this

takes place, the real value of the atom is asked from the information source. These

procedures are applied to active processes until they have an empty goal set, which

means that there is nothing left to prove and they are valid scenarios according to the

default constraints. Fact arrival occurs when a constraint Qr@S ← Cr ∥ is returned

from an information source S for a question regarding an askable atom Qr@S. After

a step of process reduction is finished, the new constraint replaces the default in the

CBS for the corresponding askable atom. It is then necessary to revise the processes

in APS and SPS that have Qr@S either as a used default (in UD) or a suspended atom

(in SP). The revision of constraints occurs as shown in Fig. 4b. Since the replies from

the information sources are facts and, thus, regarded as definitive, there are execution

traces that are deleted when they are inconsistent with the CBS. The objective with

this phase is to remove scenarios that can no longer occur. The default revision phase

consists in changing all the processes according to the new default rules provided by

the method for the Generation of Defaults. The arrival of a new fact may change
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the remaining default rules. As such, a new MAP estimation is done using the BN

with the available facts as evidence. For every changed default, default revision is

performed. Processes in APS and SPS are revised in order to determine if their con-

straints are consistent with the new default constraint Qd@S ← Cnewd ∥. According

to the position of the atom attached to the new default, i.e., if it is a suspended atom

(in SP) or a used default (in UD), the existing processes may generate new active and

suspended processes, but their execution trace is never erased, unlike what happens

in the fact arrival phase. The revision of processes takes place as shown in Fig. 4c.

This keeps the scenarios coherent and increasingly aligned with the newly arrived

facts. It is a dynamic mechanism because it is triggered by changes in the default

rules. These changes, in turn, are caused by the arrival of facts from the information

sources. The treatment of processes in all of these three phases is implemented in

Prolog.

4.3 Example and Discussion

According to the situation described in Sect. 3.1 and the formalization in Sect. 4.2.1,

the question to pose to the Speculative Module would be nt(question1,F), which

seeks to determine which task should follow Question1 in the management of the

patient. The initial CBS assumes the values in 𝛥. Then, process reduction occurs with

the unification of the goals in the GS with the head of rules and facts in P . This will

happen through rules 1 and 2. By the time process reduction reaches rules 3, 4, 5, 6,

and 7, one will have five active processes representing the five possible alternative

tasks. At this point, it becomes necessary to reduce askable atoms. For instance, if

the system needs a value for the goal t(T)@ois, since there is only a default constraint

for that goal in the CBS, that constraint is used in process reduction, yielding active

processes which are consistent with the default and suspended processes which are

not. As such, a process representing action5 is split into two processes, an active

process using the default constraint t(T)@ois ← T ∈ {t3} ∥, and a suspended

process using the negation of the default constraint. Meanwhile, a question is sent to

ois so as to know the real value of t(T)@ois. The procedure is similar whenever an

askable atom is found. By continuing process reduction, it is possible to arrive at a

state in which there is a process with an empty goal set, achieved purely by relying on

default constraints. As such, the process is a tentative scenario. By outputting con-

straintsC and used defaultsUD, the system provides the task that will most likely fol-

low question1. In this case C = {F ∈ {action5},T ∈ {t3},N ∈ {n2},M ∈ {m1}}
and UD = {t(T)@ois, n(N)@ois,m(M)@ois}, which means that action5 should be

the next task, featuring a series of workup exams such as a colonoscopy, an abdom-

inal/pelvic CT, and so forth. Based on this, the health care professional may start

preparations. There might be cases in which more than one process with an empty

goal set are produced. In such situations, both are presented as scenarios.
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In fact arrival, answers from the ois trigger the revision of active and suspended

processes. Assuming that the fact (n(N)@ois ← N ∈ {n0} ∥) arrives, it becomes the

new rule for n(N)@ois in the CBS, and all the processes consistent with this and the

remaining CBS become active, whereas the others are deleted. Additionally, a new

MAP estimation is submitted to the BN with the new fact as evidence. It produces the

result T ,MMAP = argmaxT ,M P(T ,M ∣ N = n0) ≈ 0.9126 with T = t1 and M = m1.

The default value for t(T)@ois is the only one that changes. Through default revision,

t(T)@ois ← T ∈ {t1} ∥ replaces the old default in the CBS and all the processes are

revised accordingly, but no execution trace is deleted. In the end of these steps there

is an active process representing the most likely scenario given the configuration of

the information, achieved through fact and default constraints. Outputting constraints

and used defaults would give C = {← F ∈ {action5},T ∈ {t1},N ∈ {n0},M ∈
{m1}} and UD = {t(T)@ois,m(M)@ois}. Curiously, the scenario recommends the

same task, but achieved through a different route. In this case, the new default is

included in the process and n(N)@ois in no longer in UD because it is not a default

anymore. As information arrives for the other askable atoms, these procedures are

repeated. The Speculative Module provides a filter for rule-based clinical decision

support systems, managing different information states.

5 Conclusions and Future Work

Speculative Computation provides tentative scenarios for the state of a patient and,

based on them, the most appropriate clinical task. Speculative Computation is used

as an interface to clinical algorithms, bringing to clinical decisions a set of mecha-

nisms to reduce and revise scenarios according to facts and newly derived defaults.

As such, they ensure a convergence of all the scenarios towards the real state of

the patient. This kind of mechanism does not have a parallel in other CIG systems.

The computation is dynamic in the sense that it accounts for changes in the original

beliefs. As future work, it is necessary to incorporate the probability provided by

the MAP estimation into Speculative Computation so as to provide a measure of the

likelihood of the processes holding true.

AcknowledgementsThis work is part-funded by ERDF—European Regional Development Fund

through the COMPETE Programme (operational programme for competitiveness) and by National

Funds through the FCT—Fundação para a Ciência e a Tecnologia (Portuguese Foundation for Sci-

ence and Technology) within project FCOMP-01-0124-FEDER-028980 and project scope

UID/CEC/00319/2013. The work of Tiago Oliveira is supported by a FCT grant with the refer-

ence SFRH/BD/85291/ 2012.



A Reasoning Module for Distributed Clinical Decision Support Systems 397

References

1. Benson, A., Bekaii-Saab, T., Chan, E., Chen, Y.J., Choti, M., Cooper, H., Engstrom, P.: NCCN

Clinical Practice Guideline in Oncology Colon Cancer. Technical Report, National Compre-

hensive Cancer Network (2009)

2. Boxwala, A.A., Peleg, M., Tu, S., Ogunyemi, O., Zeng, Q.T., Wang, D., Patel, V.L., Greenes,

R.A., Shortliffe, E.H.: GLIF3: a representation format for sharable computer-interpretable clin-

ical practice guidelines. J. Biomed. Inf. 37(3), 147–161 (2004)

3. Fox, J., Ma, R.T.: Decision support for health care : the PROforma evidence base. Inf. Prim.

Care 14(1), 49–54 (2006)

4. Hastie, T., Tibshirani, R., Friedman, J., Hastie, T., Friedman, J., Tibshirani, R.: The Elements

of Statistical Learning: Data Mining, Inference, and Prediction, 2nd edn. Springer-Verlag, New

York (2009)

5. Hosobe, H., Satoh, K., Codognet, P.: Agent-Based speculative constraint processing. IEICE

Trans. Inf. Syst. E90-D(9), 1354–1362 (2007)

6. Hua, Z., Gong, B., Xu, X.: A dsahp approach for multi-attribute decision making problem with

incomplete information. Expert Syst. Appl. 34(3), 2221–2227 (2008)

7. Kononenko, I.: Inductive and bayesian learning in medical diagnosis. Appl. Artif. Intell. 7(4),

317–337 (1993)

8. Korb, K., Nicholson, A.: Bayesian Artifical Intelligence, 2nd edn. CRC Press, London (2003)

9. Oliveira, T., Novais, P., Neves, J.: Representation of clinical practice guideline components

in owl. In: Trends in Practical Applications of Agents and Multiagent Systems, Advances in

Intelligent Systems and Computing, vol. 221, pp. 77–85. Springer (2013)

10. Peleg, M.: Computer-Interpretable clinical guidelines: a methodological review. J. Biomed.

Inf. 46(4), 744–763 (2013)

11. Shortliffe, E.H., Davis, R., Axline, S.G., Buchanan, B.G., Green, C., Cohen, S.N.: Computer-

based consultations in clinical therapeutics: explanation and rule acquisition capabilities of the

mycin system. Comput. Biomed. Res. 8(4), 303–320 (1975)

12. Straszecka, E.: Combining uncertainty and imprecision in models of medical diagnosis. Inf.

Sci. 176(20), 3026–3059 (2006)

13. Tu, S.W., Campbell, J.R., Glasgow, J.: Nyman, M.a., McClure, R., McClay, J., Parker, C.,

Hrabak, K.M., Berg, D., Weida, T., Mansfield, J.G., Musen, M.a., Abarbanel, R.M.: The SAGE

guideline model: achievements and overview. J. Am. Med. Inf. Assoc. JAMIA 14(5), 589–98

(2007)

14. Van der Heijden, M., Lucas, P.J.F.: Describing disease processes using a probabilistic logic of

qualitative time. Artif. Intell. Med. 59(3), 143–155 (2013)

15. Visscher, S., Lucas, P.J.F., Schurink, C.A.M., Bonten, M.J.M.: Modelling treatment effects in

a clinical Bayesian network using boolean threshold functions. Artif. Intell. Med. 46(3), 251–

266 (2009)



Part X
2nd Workshop on Cyber Security

and Resilience of Large-Scale Systems
(WSRL 2015)



2nd Workshop on Cyber Security and
Resilience of Large-Scale Systems

Massimo Ficco and Salvatore D’Antonio

Abstract The 2nd Workshop on Cyber Security and Resilience of Large-Scale
Systems, WSRL 2015, features contributions in the topics of resilience, dependabil-

ity, and security of distributed systems.

Control and intelligent applications are a vital part of modern large-scale systems in
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address resilience issues affecting both cyber and physical systems.
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Abstract Consistency within the system life cycle is difficult to guarantee, due to

the cross of different skills and requirements, often expressed by means of differ-

ent languages. In particular, in safety-critical systems consistency between software

requirements and safety analysis requires checks to guarantee that safety engineer

needs are feasible and implemented by the system. Failure Mode and Effects Analy-

sis (FMEA) is a systematic technique to analyze the failure modes of components,

evaluating their impact and their mitigation actions, which are procedures to be

implemented by operators or by the system itself (usually by the software). Although

the actual efforts to centralize system information in a structured way, safety analy-

sis is not tied in a structured manner to other systems, in particular to software. This

paper proposes an automatic approach to check consistency between FMEA and soft-

ware requirements with a bit effort of formalization. The approach models FMEA

and software requirements with Resource Description Framework (RDF) triplets and

checks their consistency on the basis of consistency rules.
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1 Introduction

Consistency and completeness represent some of the main quality factors to design

a “dependable system”: inconsistent work-products imply system failures and unex-

pected behavior. In evolving software systems, consistency seems hard to main-

tain and to verify [2]. In safety-critical systems, consistency is hard to guarantee

at process level due to the different skills to be provided.

Model-based development allows to define the system at different levels of

abstraction, improving the consistency, the correctness and the completeness of its

functional aspects. On the other hand, non-functional aspects such reliability and

safety are more difficult to integrate. Safety standards require analysis during the

system development [9–11], which provides a further view of the system by means

of different formalisms. These dimensions of heterogeneity can easy lead to incon-

sistencies. In this context, providing evidence of consistency among the different

work-products is challenging [13].

System safety analysis often are not linked to system software, which is usually in

charge of recovery actions. These are identified in Failure Mode and Effects Analysis

(FMEA) and define further software safety functions. Thus, software requirements

model has to be consistent and complete against the FMEA model.

The idea discussed in this paper investigates a simple approach to verify incon-

sistencies between requirements and FMEA, both expressed in natural language.

It proposes to model both requirements and FMEA by means of RDF (Resource

Description Framework) triplets and to check consistency by means of empiric rules

on similarity measures between inconsistent triplets [14].

2 Background

2.1 Consistency Concept

Engineering communities have built a conceptual framework for inconsistencies in

system models, which proposes inconsistency management as a process. In litera-

ture, two general frameworks have been proposed: one by Finkelstein and one by

Nuseibeh [5]. The activities of the frameworks are: detection of overlaps; detection,

diagnosis, handling and tracking of inconsistencies; specification and application of

a management policy for inconsistencies [6, 14]. Such activities have been studied

at different levels. At process level, consistency is checked to hold between different

models: it is horizontal if the models to check have the same abstraction level, oth-

erwise it is vertical. At single level, consistency is checked within an artifact and is

referred as internal or evolution consistency [4].

Any idea of consistency starts from the intuitive concept of contradiction: it

denotes any situation in which a relationship ℜ, that should hold between models

or elements of a model, is found not to hold. Reference [3] defines inconsistency as
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“any situation in which two descriptions do not obey some relationship that should
hold between them”. Although such definition gives rise to a large debate, it remains

a reference starting point. In this way, the problem of detection can be completely

addressed by a robust set of consistency rules and by a good algorithm, that shall

browse the model and check the rules violation. Consistency rules can be simple

when they refer to notations, development and local contingencies, wherein contra-

diction is a direct refutation of previously stated presented information. Moreover,

information within the software models can be refuted in an indirect manner. A given

set of facts could establish a potential situation that would contradict other facts

within the models. Therefore, establishing consistency within a software model and

between different system models is also a semantic task.

2.2 FMEA

FMEA is one of the first systematic techniques for dependability analysis, but it is

still very popular throughout the safety-critical domains. It is a single point of failure

analysis for safety-critical systems [12]. It examines the consequences of potential

failures on the functionality of a system. Typically, FMEA is practiced on physical

systems and the considered failure modes are the failures of physical components.

More recently, different kinds of FMEAs are used in many domains to analyze gen-

eral safety-critical systems (also software or processes) and can either be qualitative

or quantitative [13]. FMEA goes through the following steps: identification of the

system boundaries; identification of each function and associated component; iden-

tification of the potential failures mode for each function/component; identification

of the impact of each failure at component level and at system level; allocation of the

probability of each failure (only for quantitative evaluations). Finally, in the case of

quantitative evaluations an additional step consists in allocating the probability of a

failure for the associated component.

2.3 Internal and External Inconsistencies of FMEA

FMEA uses natural language to describe failure modes, failure effects and mitiga-

tion actions. It usually contains hundreds of lines, filled by a team of engineers that

can be different from the development team, especially from the software team. In

this sense, the FMEA internal and external consistency cannot be easily guaranteed.

Failure modes should be the same type for each function and for each class of com-

ponents. They should be described by means of the same terms, otherwise the eval-

uation of occurrence probabilities is difficult. Furthermore, if a new failure mode is

discovered during the design, it should be added, resulting in a time consuming and

error prone operation. Failure effects should be consistent with the corresponding

failure modes. But if they are described in different ways, such check is difficult.
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The choice of a seamless modeling framework could be the proper solution to

such problems. Recent researches highlight difficulties to conceal system functional

and not functional properties. On the one hand, research effort focuses on propos-

ing unified approaches to system modeling by defining a comprehensive formalism.

The drawback of this approach is the difficulty to put into practices, as the develop-

ment team has to learn a new language [15]. On the other hand, research proposes a

multi-formalism approach, which models each aspect of the system using the proper

formalism and combines the different models for the overall system model by means

of powerful operators. The main problems are the operators and the consistence

between different formalisms.

Proposals of knowledge-based approaches, such as taxonomy or ontologies to

automatically define FMEA, are the scope of recent studies. Such techniques could

enforce the internal consistence, but the external consistence is still not covered. In

this paper, the external consistency between FMEA actions demanded to software

and software requirements is checked, being both specified in natural language.

3 Consistency Verification Framework

3.1 The Approach

The proposed approach adopts RDF to model each system artifact written in natural

language. It evaluates semantic distances between RDF triplets by using similarity

measures on the basis of referring ontologies. The semantic distances are checked

according to thresholds inferred from a previous study, proposing a high level classi-

fication of inconsistency in order to derive general consistency rules with a confident

level of possible inconsistencies coverage [14]. Finally, it experiments the defined

rules to check inconsistency between a part of system FMEA and a set of software

requirements with known inconsistencies.

3.1.1 The RDF Triplet Extraction

The use of RDF triplets allows to move to a more structured representation of the

artifacts. This representation is not semantically equivalent in strict sense, but the

key concepts are captured. Before the extraction, some well-known NLP (Natural

Language Process) tasks would be executed, such as: lemmatization, NER (Named

Entity Recognition) both for common entities (i.e., people, places and organization)

and domain specific entities; compound words, abbreviations or acronyms detection;

the word sense disambiguation, etc. These tasks often rely on one or more general

purpose or domain specific ontologies. The subj, pred and obj are not plain words

but they represent concepts of an ontology. In our approach triplets are identified

according to the following rules:
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∙ the passive form is translated into the active form;

∙ the complement of specification related to the subject is treated as a single entity,

with the subject that must be present in the domain ontology;

∙ the complement of specification related to the object is treated as a single entity,

with the object that must be present in the domain ontology;

∙ the complements of term, of agent, of half, of time, of motion are translated defin-

ing a triplet for each of them and associating to each verb the preposition they

imply (for example, the predicate and the term complement are translated in pred-
icate_TO, term complement);

∙ if the requirement expresses a conditioned action, which is an action that should

be performed only if a condition is true, the triplets are at least 3: the first asserting

the action with the object (main) A, the second expressing the precondition B, the

third <B, precondition, A> expressing that A is executed only if B is true;

∙ if the requirement expresses a constrained action, that is an action that should be

performed only if a constraint is true, the triplets are at least 3: the first asserting

the action with the object (main) A, the second expressing the constraint B, the

third < B, constraint, A> expressing that A is executed only if B is true;

∙ FMEA mitigation actions are translated as conditioned actions, where precondi-

tion triplets are built up with the failing component as subject, the verb “fails” as

predicate, the conjunction of failure mode and the phase to which FMEA refers as

object.

In the above definitions, we use the terms precondition and constraint pointing

out two different concepts. Precondition is a requirement that depends on the spe-

cific system, mission or operation, and it is extracted from the artifacts. Constraint

expresses a necessary condition due to physical issues (not depending on the appli-

cation) and it is provided by domain knowledge.

The extraction of precondition triplets has been implemented manually.

3.1.2 The Adopted Similarity Measure

First of all, it is necessary to identify a referring ontology to calculate similarity

measure. We adopted Wordnet 2.1 [7, 8] and some libraries of Wordnet 3. We model

some general main concepts of the domain under study by RDF triplets in a text file.

We choose the edge-based Wu and Palmer [1] similarity measure:

WP (x, y) =
2p (lcs)

p (x) + p (y) + 2p (lcs)
, (1)

where lcs is the last common subsumer of x and y and p (x) and p (y) are the levels of

x and y in the wordnet tree. To overcome the problem of similarity measure calcu-

lated on non-homogenous ontologies, we adopt the same technique proposed in [14],

extending the upper ontology by simply “attaching” the domain specific concepts to
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the common root concept. For example, to calculate the distance between ground

software (concept of the domain ontology) and system, Eq. (1) becomes:

WP (“ground software”, “system”)

=
2p (lcs)

p (“ground software”) + 1 + p (“system”) + 2p (lcs)
(2)

3.1.3 The Inconsistencies Rules

FMEA and software requirements are consistent if the following conditions hold:

every FMEA action assigned to software is a software function implemented under

a precise precondition, exactly the same of FMEA triplet precondition; no software

function contradicts or obstacles any FMEA action, that is, software requirements

are internally consistent. Such considerations led to the adoption of a subset of the

inconsistency rules proposed in previous paper [14], mainly related to conflicting

actions or conflicting preconditions.

Let us assume the RDF triplet ti = <si, pi, oi> and Ti = <ti> the set of triplets

under study. To detect inconsistent triplets in the identified set Ti, we consider the

following rules. Two triplets ti and tj are considered potentially inconsistent if:

Rule 1 1. have the same subject or included in the ti subject si;
2. have the same object or included in the ti object oi;
3. have the tj predicate, pj, equal to not ti predicate, pi;

Rule 2 1. have the same subject or included in the ti subject si;
2. have the same object or included the ti object oi;
3. have the tj predicate, pj, equal to the “opposite” of the ti predicate, pi;

Rule 3 1. express an interaction;

2. and have different objects;

Rule 4 1. ti expresses a constraint;
2. tj object is the subject of ti;

Rule 5 1. have a different number of preconditions or;

2. every precodition of ti is equivalent to at least one precondition of tj
and viceversa.

Two triplets ti and tj define an interaction if they have:

Rule 3.1 1. the ti object is the tj subject;
2. the tj subject is the ti object.

A triplet ti expresses a constraint or a precondition of another triplet tk if:

Rule 4.1 1. tk occurs only if ti occurs.

Furthermore, two triplets ti and tj are considered potentially equivalent if they:

Rule 6 1. have the same subject or included in the ti subject si;
2. have the same object or included in the ti object oi;
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3. have the same predicate, pj, equal or included in ti predicate, pi, or have
respectively predicates “constraint” and “precondition”.

Rules from 1 to 4 allow to verify internal consistency of software requirements

triplets. Rule 5 allows to identify inconsistencies between conditioned triplets to

verify both internal inconsistencies in software requirements and inconsistencies

with FMEA. Rule 6 allows to verify the presence of FMEA actions among software

requirements functions.

3.2 The Framework

Figure 1 shows a schema of the proposed framework implemented in Java. The green

boxes represent documents, the blue boxes represent the software functions, the

orange boxes represent the input rules according to which software functions check

inconsistencies. Input documents are pre-processed according to some NLP basic

rules. Then, they are processed by the software function Triplet Extractor. It trans-

forms the input documents into a set of triplets reported in text files: respectively,

File set Ri related to software requirements triplets and File set Fi related to FMEA

triplets. Input documents must have predefined formats. FMEA file is processed by

Fig. 1 The software

framework
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FMEA checker. It verifies the completeness of each row and groups the equivalent

actions, in order to have the complete set of preconditions for it. Requirements triplets

are checked for internal consistency by the Internal Consistencies Checker function

according to the rules identified in Sect. 3.1. In the case of possible inconsistencies,

the file is verified and manually updated, and the processing starts again until any

internal inconsistency is removed. At the end, the two text files are given in input

to the Cross checker function, which implements the rules related to external con-

sistency. In the specific case study, it checks if each triplet in FMEA is equivalent

at least to one triplet in the requirements set. In the negative case, it highlights a

possible inconsistency. In the positive case, it checks if preconditions are equivalent

to the current triplets. In the negative case, it highlights possible inconsistencies. To

detect contradictory or equivalent triplets, the software function searchs the relative

terms in the ontologies and evaluates semantic distances by means of Wu and Palmer

semantic metric. To detect if a term x is equivalent to a term y, it identifies the set of

all synonymous of y, verifies that x does not belong to it and evaluates the medium of

distances between y and each synonym. If the distance between x and y is between

0 and such medium, x can be considered equivalent to y. To detect if a term x is

opposite to a term y, it identifies the set of all antimony relations of y, verifies that x
does not belong to it and evaluates the mean of distances between x and each word

of such set. If the distance between x and y is major of the evaluated distance, x can

be considered opposite to y as well as is more “semantically related” to the opposite

terms.

The combination of such basic algorithms with the inconsistency rules provides

the underline logic of the verification framework.

3.3 Experimental Results

In our case study, we are interested to detect inconsistencies between a part of system

FMEA and a set of fifty software requirements. FMEA is relative to an unmanned

space vehicle and requirements are related to its on-board data handling software.

In such set, at least ten sentences express well-known inconsistencies. Requirements

describe some software functions: the mission organization in different phases from

pre-launch to vehicle landing; the exception reporting to the ground segment; the

issuing to ground segment of actual collected data related to vehicle health status; the

safety constraint, according to which ground operator shall always know the position

of the vehicle; the typical reaction to an on board over temperature problem. Here-

after, the set of inconsistent software requirements related to the on board software:

R1 it shall not never power off equipments until deceleration phase;

R3 it shall disable reporting in preflight;

R4 it shall activate the flight termination system only during flight or deceleration

phase in the case of RF power amplifier failure;
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Fig. 2 Little part of FMEA with known inconsistencies

R5 it shall reboot itself if it does not receive data from equipment.

The part of FMEA under study with known inconsistencies with the above require-

ments is reported in Fig. 2. The algorithm processed at least 50 requirements triplets

and 50 FMEA rows. Some examples of known inconsistent triplets between require-

ments and FMEA are reported in Fig. 3. R1 and F1, and R3 and F3 are in conflict

Fig. 3 Found inconsistencies between FMEA rows and requirement
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because the action required by FMEA is in contrast with that provided by require-

ments. F2 is inconsistent because the action required by FMEA is not present in

requirements. R4 and F4 are in conflict because they have different number of pre-

conditions. R5 and F5 are in conflict because they have different preconditions.

The program has detected all the known inconsistencies with 20 % of false posi-

tives. We think that this is mainly due to the fact that we do not use a precise word

sense but we consider all word senses of each word. This could be avoided by run-

ning first the word sense disambiguation that outputs the index of the intended word

sense for each element of the triplet. This index can allow to calculate distances

among Wordnet synsets belonging to the given word sense. We do not think results

can be influenced by the chosen metric. Obtained results encourage to go on verifying

the framework. Feedback from a more exhaustive testing should help to understand

the coverage level of inconsistencies in order to improve the RDF extractor model,

which should also take into account the software procedures formalization, usually

addressed by FMEA instead of single mitigation actions.

4 Conclusion and Future Work

In this paper, we use RDF to model software and safety artifacts like FMEA. If

the set of triplets represents a single software artifact, the presented algorithm will

check its internal consistency and the consistency with FMEA triplets according to

identified rules. RDF allows to check consistency from a semantic point of view in

a simple manner. We start our research from a simple case study: the verification

of known inconsistencies between a set of 50 requirements written in English and

FMEA rows. Results encourage to further investigate such approach. Future work

shall include the refinement of the framework, and the extension of the framework

itself, by automating all the steps of the analysis, as well as proposing a well-defined

domain ontology modeling the PUS standard for space data handling software.
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An Analytical Approach for Optimal
Resilience Management in Future ATM
Systems

Domenico Pascarella, Francesco Gargiulo, Angela Errico
and Edoardo Filippone

Abstract The air transportation system is a large-scale socio-technical system and

its modelling approaches emphasize the sociological dimension due to the increas-

ing importance of collaborative decision-making processes in the future Air Traffic

Management (ATM). Resilience is assuming an increasing importance within ATM,

but it is difficult or even impossible to establish the resilience role in realizing the tar-

geted performance levels of an air traffic system. This paper proposes a systematic

methodology for resilience management in ATM. It introduces an analytical defi-

nition of a resilience metric for an ATM system and formally states the resilience

management problem as an optimization problem. Moreover, it describes a strategy

for the problem solution and provides some preliminary results in order to quantita-

tively prove the validity of the methodology.

Keywords Resilience engineering ⋅ Resilience management problem ⋅ Resilience

metric ⋅ Atm systems ⋅ Key performance indicators ⋅ Key performance areas

1 Introduction

Resilience is assuming an ever increasing importance within the future Air

Traffic Management (ATM). The increasing traffic level, the typology of airspace

users and a stronger interconnection among world areas can affect the ATM sys-

tem performances in presence of unexpected events, not only from a safety perspec-
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tive, but from a more comprehensive point of view. This paper provides a defin-

ition of resilience for the ATM framework, by taking into account several perfor-

mance aspects and by implementing an innovative approach to support authority

sharing, as described within the on-going project SESAR (Single European Sky

ATM Research) JU (Joint Undertaking) E2.21 SAFECORAM (Sharing of Authority

in Failure/Emergency Condition for Resilience of Air traffic Management).

The project aims to:

∙ study, analyze and define a classification approach to non-nominal, abnormal and

emergency conditions in a highly automated ATM environment;

∙ identify a model to evaluate performance degradation on the base of classified

failures and emergency conditions;

∙ develop a concept for tasks allocation and authority sharing between humans and

systems, in those relevant degraded modes;

∙ build a software simulation environment to validate the concept with reference to

a meaningful highly automated ATM scenario.

The proposed concept will be based on an evaluation of residual system performance

and on a re-allocation strategy according to an assessment of which is the most per-

forming element (human or system).

2 Background

Socio-technical systems are systems that involve a complex interaction between
humans, machines and the environmental aspects of the work system [1]. Large-scale

socio-technical systems (LSSTS) are a class of socio-technical systems that span

technical installations embedded in large-scale social networks [2]. The air trans-

portation system is a (large-scale) socio-technical system that is constantly influ-

enced by internal and external events [3, 7], i.e., it is an open LSSTS. Therefore, it

is an intractable system [5].

In the following, we firstly introduce some relevant terms for the ATM resilience

framework and then we describe resilience engineering in air transportation.

2.1 Relevant ATM Terms

The following definitions are partly taken from references [9, 10].

An ATM system is performance-oriented due to the economic interests of its

stakeholders. The resilience framework shall address the ATM ability to reduce the

magnitude and the duration of the deviations from targeted performance levels. As a

consequence, a set of Key Performance Indicators (KPIs) shall have to be rigorously

established in order to include all the relevant performance dimensions. According

to ICAO (International Civil Aviation Organization) [11], KPIs are quantitative indi-

cators of current/past performance, expected future performance, as well as actual
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progress in achieving performance. KPIs are also grouped into Key Performance

Areas (KPAs), which are a way of categorizing performance subjects related to high-
level ambitions and expectations [11]. ICAO has defined eleven KPAs: safety, secu-

rity, environmental impact, cost effectiveness, capacity, flight efficiency, flexibility,

predictability, access and equity, participation and collaboration, interoperability.

The definition of state of an ATM system takes into account its performance indi-

cators. The current state of an ATM system is defined by the current values of its

KPIs, whereas the reference state of an ATM system is the specified set of values of

its KPIs. A disturbance is a phenomenon which may cause a stress in a system. A

stress is the state of a system caused by a disturbance which differs from the reference

state. It is characterized by a deviation from the reference condition. A perturbation

is the response of a system to the possible or current significant changes of the state

caused by a disturbance. Perturbation aims at preventing the state changes and/or at

minimizing the deviation from the reference state.

2.2 Resilience Definition for ATM

Considering that ATM is an open system, its operation is constantly perturbed by

disturbances, which may interact with each other, potentially creating a cascade of

adverse events. These events may pass without any discomfort for passengers, may

result in a small passenger discomfort or may arise a discomfort that is out of any

proportion [3, 7]. In the latter case, there are two categories of events: catastrophic

accidents and events that push the ATM state away from its point of operation. These

events are rare and exceptional, but they have large impacts. Hence, they have trig-

gered several studies that have led to an ultra-safe ATM, but with a conflicting safety

in respect to capacity, economy and environment requirements. Moreover, it is dif-

ficult or even impossible to establish the resilience role in realizing the ATM safety

levels: currently, there is only a qualitative understanding of ATM resilience and no

quantitative results exist. Thus, we are not able to assess whether an ATM system

design is more or less resilient then another one [3, 7].

EUROCONTROL defines resilience as the intrinsic ability of a system to adjust
its functioning prior to, during, or following changes and disturbances, so that it
can sustain required operations under both expected and unexpected conditions [5].

This definition of resilience is apparently similar to robustness. Actually, resilience

and robustness are complementary properties [9, 10]. They are both related to the

system reaction that is triggered by a disturbance. Robustness of an ATM system is

the ability of the system to experience no stress since a disturbance had occurred. On

the other hand, resilience of an ATM system is the ability of the system to respond

on disturbance within a time horizon by transient perturbation.

Currently, only an indirect measurement of ATM resilience has been defined [9,

10], whose concept is originated in material testing. On the contrary, performance-

based methods measure the consequences of disruptions and the impact that system

attributes have on mitigating those consequences, but they are not available for ATM

systems. Alternative approaches related to hybrid simulation are used in [6].
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3 ATM Resilience Management in SAFECORAM

The evolution of the resilience engineering concept follows three basic aspects: what

is intended for resilience, how it can be measured and according to which modeling

paradigm the ATM system can verify resilience measurements. In order to address

all these aspects, the SAFECORAM approach mainly refers to the ability of the ATM

system to “optimally” recover its global performance level, which is defined in terms

of the system behavior with respect to specific KPAs and their related KPIs [11, 13].

In the following, the adopted performance framework, the proposed methodology

and the experimental results are described.

3.1 Performance Framework

If a disturbance occurs, the ATM system can no longer perform its nominal con-

ditions. The system can absorb disturbance and no change of tasks and authority

reallocation is required. But if this robustness intrinsic property is no longer able to

maintain the performance of the system, mitigation actions can be applied.

SAFECORAM project expresses the resilience as the level of the residual ATM

system global performance as resulting from tasks reallocation due to a failure. This

concept is graphically emphasized in Fig. 1, where the yellow area represents the

nominal ATM system performance for a certain scenario under analysis. Once a

failure occurs, different KPIs values will be associated to the system performance

for each different mitigation action. In this way, every mitigation action will entail a

different residual global performance, as represented by the red area in Fig. 1.

The proposed framework focuses on ATM in long-term vision (2050 perspective),

based on the analysis of applicable documentation as resulting from the activities

carried out in Europe and worldwide in ATM (SESAR concept of operations [12],

ICAO [11] etc.). Starting from the 2050 scenario and a list of potential hazards [14],

twelve study reference scenarios have been developed [4, 8] and validated as test

cases for the proposed methodology of ATM resilience management.

Fig. 1 Residual ATM
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3.2 SAFECORAMMethodology for Resilience Management

In the remainder of this paper, we will refer with the term flow to the flows listed

both in main (nominal) flow and alternative flows sections in each scenario.

The resilience metric of an ATM system should be expressed as a function of

its performances. As a consequence, the statement of the resilience management

problem within SAFECORAM project shall address a performance-based metric

for resilience and shall take into account the KPAs and the KPIs that are prescribed

by the SESAR performance framework. Among all KPAs selected from the SESAR

performance framework, the following KPAs are considered within SAFECORAM

project: safety; efficiency; capacity; environment.

In order to describe a general approach, suppose that there are n KPAs, named{
A1,… ,An

}
, and suppose that the kth KPA is related to a set of KPIs, named

{
KPI(Ak)1 ,… ,KPI(Ak)mk

}
, where mk is the number of KPIs that are associated to Ak.

We group all the KPIs into the following set

𝛩 =
{
KPI(A1)1 ,… ,KPI(A1)m1

,… ,KPI(An)1 ,… ,KPI(An)mn

}
(1)

and we denote with m = m1 +⋯ + mn the total number of KPIs.

Suppose also that S is a flow and
{
C1,… ,Ca

}
are the actors involved in S. Each

Ci can execute a set of tasks T
(
Ci
)
=
{
Ti,1,… ,Ti,h

}
. From the performance point

of view, each task Ti,j may be also associated to a tuple

(
k(1)i,j ,… , k(m)i,j

)
, wherein k(t)i,j

represents the “contribution” of (the execution of) Ti,j in the evaluation of the tth KPI

in 𝛩.

Here, we define the flow state (both nominal and non-nominal) as the set of values

of its KPIs, that is, the state of a flow F (S) is the following tuple

F (S) =
⟨
KPI(A1)1 ,… ,KPI(A1)m1

,… ,KPI(An)1 ,… ,KPI(An)mn

⟩
(2)

Note that, by means of the KPI definition, it is possible to define an order relation

within a KPI associated to different flows of the same scenario and it is always possi-

ble to decide which is the “best” value of a certain KPI. In particular, we are interested

in specifying an order relation amongst the whole states of the flows of a same sce-

nario in order to establish if a flow Sp is better or worse than a flow Sq with respect

to their states, i.e., their key performances. Therefore, we aim to identify an order

relation between the following tuples

F
(
Sp
)
=
⟨
KPI(A1)1

(
Sp
)
,… ,KPI(A1)m1

(
Sp
)
,… ,KPI(An)1

(
Sp
)
,… ,KPI(An)mn

(
Sp
)⟩

F
(
Sq
)
=
⟨
KPI(A1)1

(
Sq
)
,… ,KPI(A1)m1

(
Sq
)
,… ,KPI(An)1

(
Sq
)
,… ,KPI(An)mn

(
Sq
)⟩

(3)
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Clearly, some “conflicts” may arise because the flow Sp may be better than Sp with

respect a KPI and, on the other hand, Sq may be preferable than Sq with respect

to another KPI. These conflicts may be handled only by means of a global distance

index for the whole state function F (S). In order to establish a relation order amongst

the flows of a scenario, we should define a similarity index for them, namely, a metric

that quantifies their differences. For this reason, we introduce a flow distance function

d. If 𝛺 is the set of all the flows of the same scenario, a function d ∶ 𝛺 ⟶ ℝ is a

flow distance if the following properties hold

d
(
Sp, Sp

)
= 0, ∀Sp ∈ 𝛺

d
(
Sp, Sq

)
= d

(
Sq, Sp

)
, ∀Sp, Sq ∈ 𝛺

d
(
Sp, Sr

)
≤ d

(
Sp, Sq

)
+ d

(
Sq, Sr

)
, ∀Sp, Sq, Sr ∈ 𝛺 (4)

A flow distance represents a quantitative measure of the similarity between two flows

of a scenario. Obviously, the flow distance should be related to the flow states for our

purposes. Indeed, Sp and Sq are similar and d
(
Sp, Sq

)
is low if their states F

(
Sp
)

and F
(
Sp
)

(i.e., their global ATM performances) are close.

Based on the previous considerations, we define the resilience metric in the fol-

lowing way. Let S0 be the nominal flow of a scenario 𝕊, that is, the main flow of

𝕊. Let Si be an alternative flow of the same scenario 𝕊 of S0. The SAFECORAM

resilience loss metric RL𝕊
(
Si
)

in the scenario 𝕊 is

RL𝕊
(
Si
)
= d

(
S0, Si

)
(5)

This metric is a function of the selected scenario 𝕊 (and its nominal flow) and of the

triggered alternative flow Si. It is a resilience loss metric because the more similar

are the performed alternative flow Si and the nominal flow S0, the lower is RL𝕊
(
Si
)
.

In this way, the proposed metric confirms that the ATM system is more resilient if

the chosen alternative flow is more similar to the nominal flow, i.e., if their states

(and so their global performances) are closer.

Several characterizations of the metric (5) may be provided according to the flow

distance index. For example, suppose we have four KPAs, that there is a KPI for every

KPA and that KPI(Ai) ∈ [0, 1], ∀i ∈ {1, 2, 3, 4}. If S is a flow, we denote with R (S)
the area of the quadrangles with vertices KPI1 (S), KPI2 (S), KPI3 (S) and KPI4 (S). It

may be seen as the “global performance area” of S. In this case, an intuitive definition

of the flow distance between the flows S1 and S2 is

d
(
S1, S2

)
= |
|
|
R
(
S1
)
− R

(
S2
)|
|
|

(6)

Hence, according to (6), two flows are similar if they entail similar global perfor-

mance area. This metric is also named area distance.

Another scalar real-valued formulation for the flow distance between the flows S1
and S2 of 𝕊 is the difference distance, that has the following expression
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Fig. 2 Example of area distance (left) and difference distance (right) for the SAFECORAM

resilience loss metric

d
(
S1, S2

)
= a1,1

|
|
|
|
KPI(A1)1

(
S1
)
− KPI(A1)1

(
S2
)|
|
|
|
+⋯ + a1,m1

|
|
|
|
KPI(A1)m1

(
S1
)
− KPI(A1)m1

(
S2
)|
|
|
|
+

+⋯ + an,1
|
|
|
|
KPI(An)1

(
S1
)
− KPI(An)1

(
S2
)|
|
|
|
+⋯ + an,mn

|
|
|
|
KPI(An)mn

(
S1
)
− KPI(An)mn

(
S2
)|
|
|
|

(7)

Figure 2 shows an example of the metrics (6) and (7).

Let 𝛿 be a disturbance in the nominal flow S0 of 𝕊 and let 𝛤
(𝕊,𝛿) =

{
S1,… , Sk

}
be

the set of alternative flows that may be executed in order to reach the same terminal

condition of S0. Here, we assume that 𝛿 is unique in 𝕊 and 𝛤

(𝕊,𝛿) = 𝛤

(𝕊)
. This set can

be modelled as a DAG (Directed Acyclic Graph) G = ⟨V ,E⟩, where V is the set of

vertices and E is the set of edges. Every vertex v ∈ V corresponds to a single task Ti,j.
An edge (u, v) ∈ E—with u, v ∈ V—states that the task u shall be executed before

the task v starts. Then, it represents a precedence relation. We also assume that the

there are a starting vertex vstart and an ending vertex vend. The former conventionally

represents a null task and also depicts the triggering condition (the disturbance) of

𝛤

(𝕊); the latter represents the terminal condition of 𝕊. Thereby, an alternative flow

Sl ∈ 𝛤

(𝕊)
is a route from vstart to vend. Figure 3 shows the structure of this resilience-

based DAG. Every edge is labelled with the tuple

(
k(1)i,j ,… , k(m)i,j

)
, which represents

the contribution of the destination vertex Ti,j in the KPIs evaluation.

Given a flow distance function d (⋅), we define the resilience management problem

as the following optimization problem

Sopt = argmin
Sl∈𝛤 (𝕊)

RL𝕊
(
Sl
)
= argmin

Sl∈𝛤 (𝕊)
d
(
S0, Sl

)
(8)

This problem consists in scheduling the best alternative flow Sopt in the scenario 𝕊 as

the alternative flow in 𝕊 that has the minimum resilience loss (i.e., the flow distance)

with respect to the nominal flow S0.
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Fig. 3 Directed acyclic

graph for the set of

alternative flows of a

scenario

3.3 Experimental Results

A software demonstrator has been implemented in order to prove the feasibility and

the validity of the SAFECORAM resilience management process. It is in charge

of building the equivalent DAG of a scenario and of processing all the associated

alternative flows by means of a depth-first search strategy.

The following scenario has been used as an application example of the proposed

methodology in this paper.

Uplink loss during en-route phase
This scenario shows a commercial vehicle flying from Naples airport (LIRN) to London

Gatwick airport (EGKK), in normal traffic level and bad weather over the destination airport. The

on-board systems are continuously linked to the System Wide Information Management (SWIM)

and to local meteorological data in order to improve the capability of the automatic 4D Flight

Management System (4DFMS) to predict the trajectory and to accurately track the assigned 4D

contract. During the en-route phase, an uplink loss occurs that prevents the reception in uplink

of a new 4D contract elaborated by the ground segment. This failure stimulates many alterna-

tive flows with respect to the main flow. For instance, the Controller may perform the following

actions: activate a procedure in order to assure the safe flight of the vehicles surrounding the

affected aircraft; confirm the validity of the latest 4D contract assigned to the affected vehicle in

compliance with the traffic picture of its sector of responsibility; communicate by voice the new

contract data to be inputted by the Flight Crew to the 4D FMS, in order to divert the aircraft to

another airport.
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The KPAs taken into account are efficiency, environment and capacity. The

related KPIs are:

∙ K1-efficiency: fuel burn (kg/min per movement);

∙ K2-efficiency delay (minutes);

∙ K3-environment: emission of pollutant (kg of CO2);

∙ K6-capacity: delay-predictivity (movements per one runway per hour);

This scenario involves 6 aircrafts. The adopted assumptions are the following:

1. movements: 15 movements per hour;

2. fuel burn: the average value of 65 kg per minute is used for all aircrafts;

3. duration: the time including TMA and Landing phases is 20min;

4. emission of pollutant: cCO2
= 3.149 kgs/kg of fuel burnt.

Both the area distance metric (6) and the difference distance metric (7) have been

used as a resilience loss metric for the experimental phase. Even if coefficients may

be assigned to each KPI in order to determine the importance of a KPI with respect

to the others, it is assumed that all KPIs have the same weight (i.e., all coefficients

are equal to 1). Besides, the KPIs values of the alternative flows are normalized with

respect to the KPIs values of the nominal flow. As regards the KPI associated to

Delay (K2-efficiency), the reported values refer to the whole duration of the flow

instead of the delay.

The reference scenario contains 9 alternative flows. Tables 1 and 2 respectively

report the KPIs values (absolute and normalized) of every flow and the distance

values from the nominal flow. Moreover, the optimal flow and its related values are

highlighted in bold.

Table 1 KPIs values of the nominal and alternative flows of the reference scenario

Fuel Burn Pollution Duration Capacity

Flow Absolute Norm. Absolute Norm. Absolute Norm. Absolute Norm.

Nominal 1560.0 1 4093.7 1 20.0 1 5.0 1

1 2236.0 1.43 5867.6 1.43 52.0 2.6 4.5 0.9

2 1846.0 1.18 4844.2 1.18 22.0 1.1 5.75 1.15
3 1898.0 1.2166 4980.6 1.2166 26.0 1.3 5.5833 1.1166

4 1937.0 1.24166 5083.0 1.24166 29.0 1.45 5.45833 1.09166

5 2236.0 1.4333 5867.6 1.4333 52.0 2.6 4.5 0.9

6 1872.0 1.2 4912.4 1.199 24.0 1.2 5.66 1.133

7 2262.0 1.45 5935.8 1.45 54.0 2.7 4.4166 0.88333

8 1872.0 1.2 4912.4 1.199 24.0 1.2 5.66 1.133

9 2262.0 1.45 5935.8 1.45 54.0 2.7 4.4166 0.88333
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Table 2 Alternative flows distances from the nominal flow of the reference scenario

Flow Area distance Difference distance

1 2.70554 2.56666

2 0.66388 0.66388
3 0.93611 0.84999

4 1.140277 1.02499

5 2.7055 2.5666

6 0.7999 0.7333

7 2.84166 2.71666

8 0.799 0.733

9 2.84166 2.71666

4 Conclusion and Future Work

This paper reports the design of a methodology to cope with the resilience man-

agement problem of the future ATM system. It defines the resilience metric for the

reference system and formally states the resilience management problem as an opti-

mization problem of tasks reallocation. The adopted strategy follows the scenario-

based approach of the SAFECORAM project. Furthermore, the paper illustrates the

achieved experimental results.

Future work will involve the development of a software simulation environment

to validate the proposed methodology with reference to a meaningful highly auto-

mated ATM scenario. Moreover, the reaction time of the system for the resilience

DAG building and exploration will be thoroughly analyzed in case of highly complex

scenarios.
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Enabling Convergence of Physical
and Logical Security Through Intelligent
Event Correlation

Gianfranco Cerullo, Luigi Coppolino, Salvatore D’Antonio,
Valerio Formicola, Gaetano Papale and Bruno Ragucci

Abstract Until now, in most organizations, physical access systems and logical

security systems have operated as two independent elements, and have been managed

by completely separate departments. The lack of interoperability between the two

sectors often resulted in a security hole of the overall infrastructure. An attacker who

has physical access can not only steal a PC or confidential data, but can also com-

promise network security. Therefore, a combination of physical and logical security

definitively allows for a more effective protection of the organization. In this work

we present a correlation system which aims at bringing a significant advancement

in the convergence of physical and logical security technologies. By “convergence”

we mean effective cooperation (i.e. a coordinated and results-oriented effort to work

together) among previously disjointed functions. The holistic approach and enhanced

awareness technology of our solution allows dependable (i.e. accurate, timely, and

trustworthy) detection and diagnosis of attacks. This ultimately results in the achieve-

ment of two goals of paramount importance, and precisely guaranteeing the protec-

tion of citizens and assets, and improving the perception of security by citizens. The

effectiveness of the proposed solution is demonstrated in a scenario that deals with

the protection of a real Critical Infrastructure. Three misuse cases have been imple-

mented in a simulation environment in order to show how the correlation system

allows for the detection of different attack patterns.
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1 Introduction

Technologies for implementing security services in the physical and in the logical

domain are both stable and mature, but they have been developed independently of

each other. Some of them have recently merged, but real convergence of physical and

logical security technologies is still a faraway target. By “convergence” we mean:

effective cooperation (i.e. a coordinated and results-oriented effort to work together)

among previously disjointed functions. In the recent years, some achievements have

been made, but much is yet to be done. As an example, Security Operation Cen-

ters (SOC) technology has improved significantly, but SOC solutions have typically

been developed using vertical approaches, i.e. based on custom specific needs. In

this paper we focus on SOC technology as key tool for increasing security of critical

infrastructures through the convergence of physical and logical security. Specifically,

a SOC aims to effectively detect and diagnose cyber-attacks and, in order to do so,

it collects and analyses activity reports (e.g. system logs, notification and alert mes-

sages, traps, etc.)—also known as “events”—provided automatically by electronic

and computer systems or manually by the personnel operating on the infrastructure.

In order to be effective, the analysis performed by a SOC must be dependable, i.e.

accurate, timely and trustworthy.

∙ Accurate—The detection rate will be high (i.e. a very high percentage—higher

than what is currently achieved by state-of-the-art products—of real attacks will be

detected) and the false positive rate will be low (i.e. a very low percentage—lower

than what is currently achieved by state-of-the-art products—of real attacks will

go undetected). It is worth emphasizing that in contexts such as highly available

systems and applications (e.g. Critical Infrastructures) and crowded places (e.g.

a stadium or an airport), false alarms can be as dangerous and harmful as false

negatives [1]. Accuracy will be achieved by performing sophisticated correlation

of the multitude of diverse events which will be collected in the two domains

(namely: logical and physical). Evidence is demonstrating that this approach is

effective [2–4].

∙ Timely—The aforementioned sophisticated correlation will be done in near real-

time. This is a challenging task, since the amount of data that the system will have

to process is massive and highly heterogeneous (both from the format and from

the semantics point of view).

∙ Trustworthy—A largely overlooked issue in the design and development of secu-

rity products is “who defends the defender” [5–7]. This means that the SOC plat-

form has to be designed and implemented using fault- and intrusion-tolerant tech-

niques. The platform will thus be resilient to fault and attacks, i.e. it will be able to

perform its tasks correctly even in the presence of faults and/or if it will be under

attack.

Typical systems that provide SOC with data are physical access control systems with

real-time data processing features, service monitoring systems, infrastructure perfor-

mance monitors, logical security systems. A number of facilities is also available to
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enforce controls for safeguarding the operation of the system, as well as for protect-

ing the surrounding environment. In this paper we illustrate how a SOC can be used

to detect attacks that are perpetrated by company employees and are usually referred

to as “internal” attacks. In particular, the SOC is required to understand whether an

outage is due to a misconfiguration caused by a legitimate maintenance operation or

it is the effect of a malicious attack. In addition to information about regular opera-

tions, a SOC analyzes the information contained in the maintenance reports in order

to distinguish the following cases:

∙ Events representing planned maintenance operations;

∙ Events representing failures of specific system components due to non-malicious

faults;

∙ Events representing failures of specific system components due to malicious faults

(attacks).

The paper is structured as follows. Section 2 presents the general architecture of

a Security Operation Center. Section 3 illustrates the proposed correlation system,

which allows to improve the capability of a Security Operation Center to combine

physical and logical security technologies, thus achieving a higher attack detection

performance. In Sect. 4 the correlation system is validated in three misuse cases

where the attack strategy consists in exploiting both physical and logical security

vulnerabilities. Finally, Sect. 5 provides some concluding remarks.

2 Architecture of a Security Operation Center

A Security Operation Center monitors and manages several types of security events

to perform Real Time Device Monitoring (RTDM), Network Fault Management,

Security Incident Management, Policy Management and Enforcement, Vulnerability

Assessment and Policy Compliance Verification.

The following subsections present the tasks performed by a SOC that contribute

to the implementation of the security scenarios addressed by this paper.

2.1 Real Time Device Monitoring

Real Time Device Monitoring is a continuous activity for real time monitoring of

security-related events. It manages events generated by network devices (routers,

switches), security devices (firewalls, IDS/IPS, antivirus, etc.), servers, and appli-

cations (e.g., web servers, application servers, proxies, etc.), physical access control

systems (badges, intrusion detection systems, door and window alarms, etc.). RTDM

systems are used for accurate analysis of alarms or events generated by monitored

devices and initialization of corrective actions for alarms that exceed specific security
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thresholds; implementation of appropriate alerting mechanisms in accordance with

defined procedures and escalation strategies; definition of new correlation rules to

identify new threats; and tuning of existing correlation rules to avoid/reduce false

positives. Security Information and Event Management (SIEM) systems are largely

used to perform Real Time Device Monitoring activities.

A SIEM system is responsible for collection and correlation of all the events com-

ing from the operational domain context and from the corporate areas.

2.2 Video Surveillance

In remote sites, the exterior zones of critical infrastructures are exposed to (some-

time) extreme weather conditions and the use of video surveillance is critical and

complex. In this case video surveillance is the complement to burglar alarms, and

is used to minimize false alarms of physical violations. Indeed, borders have pecu-

liarity for which intrusion can occur and must be accepted at a certain degree. Since

guards are not everywhere, an attacker could tag along to a car in transit hiding him-

self from view. In these circumstances, video surveillance is a support for forensic

and investigations, not being possible a continuous view and detection over all the

facilities disseminated in the sites.

2.3 Physical Access Control

Physical Access Control systems must provide identification, authentication and

authorization of people entering and exiting each zone of the infrastructure. Authen-

tication can be single or double factor based. The single factor authentication—

typically badge control—is less strong, but is the most commonly implemented,

because there is no need for acquiring additional (e.g. biometric) parameters from the

user. Also, in some countries there are laws limiting the usage of biometric data for

physical security. One of the most important requirements for a physical access con-

trol is the analysis of authentication attempts. Indeed, physical access attempts must

be recorded in order to discover when suspicious thresholds are exceeded. In order to

properly supervise physical alarms, the SOC must be correctly tuned through sever-

ity or priority values. Indeed, in some operational contexts many physical access

events are not so relevant, i.e. must be associated to low priority warnings. In other

contexts, such as access to very critical rooms, attempts must trigger highest priority

alerts.
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Fig. 1 Main functional blocks of a real-time intelligent event correlation system

3 Correlation System

The main contribution of this paper is the development and validation of a correlation

engine that has been implemented in order to enhance the capability of a Security

Operation Center to protect a critical infrastructure from sophisticated attacks involv-

ing both the physical and logical domain. Real time correlation allows to combine

huge amounts of micro-data generated by heterogeneous information sources, and

obtain semantically richer macro description of faults in real time. This process is a

key building block for a Situation Aware Security Operation Center since it enables

timely and accurate detection and diagnosis of (both maliciously induced and not)

faults on complex critical systems. The real time correlation process involves three

main tasks, which are: collection and preprocessing of events at the edge of the SOC

framework and in proximity of the data sources; distribution of these events from the

edge to the core processing systems; data processing, i.e. correlation of information

belonging to multiple layers of the infrastructure; semantic fusion of the information

and final generation of ranked evidence. This processing chain is represented in the

Fig. 1.

3.1 Data Collection

The collection task is in charge of gathering data generated from heterogeneous infor-

mation sources, and to output these messages in a format which is processable by

the centralized correlation engine. The main sub-tasks performed by the collection

system can be summered in: data gathering, i.e. collection of data based on different

transfer protocols; message format parsing, i.e. tokenization of fields from variously

structured messages; message filtering, i.e. dropping of irrelevant messages; message

pre-aggregation, i.e. coalescence of similar entries; format normalization, i.e. gener-

ation of fields in a standard format; forwarding, i.e. propagation of the events to the

core processing. The parsing step extracts tokens from streams of events represented

in syntactically and semantically heterogeneous data formats. In order to identify the

input format, an “Event Id” is typically configured on the parsing system and is asso-

ciated with the specific information source. For instance, IP address of the source,

data transfer protocol used, collection port, session-id and tags can be used to iden-

tify the input format. Filtering of events is typically based on Regular Expressions

(RegEx), so that it is possible to associate the specific filter to the required class of
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events. Filters wait for new Parsed Events to operate, or can be optimized to work

during the parsing process. In the latter case, events matching the dropping RegEx

rule are discarded and the parsing consumes the next message. Pre-aggregation step

performs a first level of aggregation when similar entries are coalesced into a single

message. In this case semantic reasoning is still required and is delegated to the core

processing, as we see below.

3.2 Data Distribution

The message forwarding model is demanded to the requirements of the processing

systems, i.e. how many processors will take charge of evaluating and processing the

collected events. An effective solution comes from the Publish/Subscribe mecha-

nism, which enables the publisher (i.e. the data collector in this case) to publish a

single message that can be consumed by multiple subscribers (i.e. the correlation sys-

tem and others): the Publisher only takes care of publishing its message on a “topic”

hosted by some broker; the latter provides the message to the consumers subscribed

to that topic. Finally, this messaging model supports asynchronous communication,

and improves the scalability of the system. The messaging system must ensure relia-

bility by guaranteeing the delivery of messages, through a trade-off between through-

put and reliability. It is possible to introduce different levels of reliability, which

assign to messages a greater or lesser relevance. Furthermore the messaging systems

are usually supported by persistent storage systems that preserve messages and pro-

tect them from attacks aiming at violating data confidentiality and integrity. Another

aspect is the robustness of the system. Actually publishers, subscribers and network

can have failures, and redundancy can mitigate this issue. In addition to the common

message brokering systems, such as Java Message Systems (JMS), a very effective

technology is provided by Apache Kafka, that combines the model of messaging sys-

tem with log aggregators. Also, it implements scalable and distributed processing of

queues and topics.

3.3 Data Processing

Data processing task concerns with the centralized correlation of events coming from

the distributed collectors at the edge. The centralized processing enables global view

of the infrastructure state, and can take advantage of high computing resources avail-

able at the core systems. The correlation process aims at finding a relation among the

data fields composing the normalized events, and eventually at producing an aggre-

gated message. The aggregated output contains fields extracted from the input events

and metrics obtained by combining each evidence. Whatever the metrics and the data

fusion model—one will be discussed in the next section—, the aggregated message

outputs the security risk level of aggregated events. In order to have effective sit-
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uational awareness of the system state, it is of paramount importance refining the

huge amount of information obtained from the monitoring systems. This ultimately

means correlating both the information coming from the system operations (e.g. sys-

tem logs, security incidents) with information related to the operational context (e.g.

maintenance plans, physical events). One of the most widely and effective solutions

to correlate streams of events is Complex Event Processing (CEP). We use CEP for

defining relations among the events, i.e. to describe the correlation model (e.g. a sim-

ple matching rule or more sophisticated inter-event analysis), for combining metrics

useful to rank the alerts, and for defining the structure of the output alert message. An

example of CEP is EsperTech Esper [19]. The computational load of this processing

is distributed by means of high performance and dependable computing technolo-

gies. An effective solution to merge the semantics of Esper with distributed, scalable

and fault-tolerant processing is Apache Storm [18].

3.4 Data Fusion

Data Fusion [8] is the process of combining information from a number of different

sources to provide a robust and complete description of an environment or process of

interest. Data Fusion process is applied where a large amounts of data must be com-

bined and fused to obtain information of appropriate quality and integrity on which

decisions can be made. In any data fusion problem, there is an environment, process

or quantity whose true value, situation or state is unknown. The sources provide

some parameters, imperfect and incomplete knowledge, that are processed and then

transformed in decisions, that provides effective support for human or automated

decision making. Data fusion is the process of combining data to refine estimates

and predictions of the state that is observed. Joint Directors of Laboratories (JDL)

defines data fusion as a “multilevel, multifaceted process handling the automatic

detection, association, correlation, estimation, and combination of data and infor-

mation from several sources”. The proposed correlation engine exploits the features

provided by the Dempster-Shafer Theory that allows to combine multiple pieces of

evidence for detecting an ongoing attack.

4 Misuse Cases

The Correlation Engine (CE) aims to correlate relevant information from the physi-

cal and the electronic domain in an effective way to ensure the security and the detec-

tion of potential attacks and threats. The information, coming from a huge amount

of sources, is aggregated in real-time fashion using correlation rules. A correlation

rule aggregates symptoms based on a set of parameters, such as the attack type, the

target component and the temporal proximity. Alerts are not generated as results of

all the monitored symptoms, but only when the correlation among such symptoms
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Fig. 2 Attack scenario storyboard

indicates a potential attack, thus reducing the number of false positives and improv-

ing the detection capability of the overall system. To explain the functioning of our

solution a storyboard with three possible cases of attack is presented. The actors

involved in the selected misuse cases are the Maintenance Scheduling Programming

(MSP), the Network Management System (MS) and the Videosurveillance System

(VS). An accomplice of an attacker wants to take advantage of a scheduled main-

tenance service on the server which manages the identity of users, named Primary

Server, in order to allow the attacker to enter the building. When the Primary Server

is down a Backup Server replaces it. The accomplice enters the Identity Manage-

ment Server Room and opens the rack, in which the servers are placed. After that,

he unplugs the Ethernet cord of the Backup Server, so that the system for identity

management fails down, and the attacker can enter the building with a fake badge,

as shown in Fig. 2.

∙ Case 1
In this case we consider only the MS. The Primary Server goes down and the

Backup Server replaces it. After a while also the Backup Server goes down and

the CE is aware of the anomalous events occurring within the infrastructure and

raises an alert. The CE observing an outage of the Primary Server and a non-

operation of the Backup Server considers this situations as a possible symptom of

an attack since the identity management system is out of service.

∙ Case 2
The actors involved in this scenario are MSP and MS. The first provides a mainte-

nance ticket in which it warns that the Primary Server stops the services offered,

due to a maintenance job performed by the system administrator. The administra-

tor logs in remotely and the Primary Server stops working. At the same time the

Backup Server replaces it, afterwards also the Backup Server goes down. The CE

correlates and aggregates the information provided by the two sources and raises

a warning because it considers this event as a possible attack. It is aware that Pri-

mary Server is down for a maintenance operation. As soon as the Backup Server

goes down, the CE detects this situation as a malfunction or an ongoing attack.
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∙ Case 3
MSP, MS and VS are the actors involved in this misuse case. The maintenance

ticket is sent to the CE and the administrator logs in remotely on the Primary

Server, that goes down. Now an accomplice of the attacker enters the Identity

Management Server Room, the VS detects his presence and sends a motion detec-

tion log to the CE. The CE considers the aggregated event as a normal situation

because the maintenance ticket warns that the Primary Server will be inactive

for a certain time window and the motion detection does not indicate an immi-

nent attack. After this the accomplice opens the rack, in which the Primary and

Backup Server are placed. At the same time the VS detects the contact and sends

a log to the CE that raises a warning since it interprets the information regarding

the contact with the rack as relevant for safety purposes. After few seconds the

accomplice unplugs the Ethernet cord of the Backup Server, which goes down.

The CE aggregates the information in a single event that is processed and through

the correlation rule returns the evidence of an attack. Then an alarm is raised.

5 Related Work

The use of correlation techniques for attack and intrusion detection has been largely

explored in literature. Some relevant papers dealing with this research topic are pre-

sented below. In [8] the authors propose a Simple Event Correlator relying on a rule-

based correlation approach, that is used to detect and filter out relevant symptoms

useful for fault diagnosis in a Supervisory Control and Data Acquisition (SCADA)

infrastructure. [9] presents a Generic Intrusion Detection and Diagnosis System for

detection and diagnosis of complex attack patterns in large scale Critical Infrastruc-

tures. In [10] a comprehensive analysis of the cyber-security issues concerning Smart

Grids, specifically network vulnerabilities, attack countermeasures, secure commu-

nication protocols and architectures, is performed. In [11] the authors present an

Intrusion Detection System (IDS) for correlating attack symptoms from diverse

information sources. The presented IDS relies on an ontology to drive the corre-

lation task and is implemented as a distributed and highly scalable system. In [12]

the authors identify limits of the current SIEM systems and propose a framework

to enhance services for data treatment. They also provide prototypal deployment of

a case study consisting in securing a dam monitoring and control system. In [13],

the authors provide a performance comparison of the most popular open source rule

based correlation engines. A distributed event correlation system which performs

security event detection is presented in [14]. The system detects several misuse cases,

with a low false positive rate. Our solution involves Level 0—Source Pre-Processing,

Level 1—Object Refinement and Level 2—Situation Refinement of the Joint Direc-

tories Laboratory (JDL) Data Fusion Process Model. A description of the JDL for

cyber-security is given in [15]. Information fusion is exploited in [16] to spot frauds

against a mobile money transfer service by using combination rules of the Dempster-

Shafer Theory.
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6 Conclusions

In this paper we addressed the need for convergence of physical and logical security

in order to enhance the protection of critical assets. The convergence of these two

worlds brings positive effects to the general security of an organization. Integrat-

ing the efforts of physical and logical security departments allows an organization

to significantly lessen security risks while also saving time and money. This paper

presented a correlation system capable of collecting and processing security rele-

vant information and events from both physical and logical domain, thus enabling

the convergence of these two security areas. The proposed system has been validated

in three different scenarios, where the correlation of events generated by heteroge-

neous probes made it possible the detection of sophisticated attacks exploiting both

physical and logical security vulnerabilities.
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Model-Based Vulnerability Assessment
of Self-Adaptive Protection Systems

Ricardo J. Rodríguez and Stefano Marrone

Abstract Security mechanisms are at the base of modern computer systems,

demanded to be more and more reactive to changing environments and malicious

intentions. Security policies unable to change in time are destined to be exploited and

thus, system security compromised. However, the ability to properly change security

policies is only possible once the most effective mechanism to adopt under specific

conditions is known. To accomplish this goal, we propose to build a vulnerability

model of the system by means of a model-based, layered security approach, then

used to quantitatively evaluate the best protection mechanism at a given time and

hence, to adapt the system to changing environments. The evaluation relies on the

use of a powerful, flexible formalism such as Dynamic Bayesian Networks.

1 Introduction

Many modern computer systems are needed and used for our day-to-day living.

For instance, e-mail, digital media news, or search engine websites are continuously

visited by Internet users—as pointed out by Alexa’s traffic top ten ranking websites.

These systems are exposed to Internet users with malicious intents (i.e., attackers)

who may disrupt its normal operation, thus leading to service unavailability and even

financial losses.

This work was partially supported by Spanish National Cybersecurity Institute (INCIBE)

according to rule 19 of the Digital Confidence Plan (Digital Agency of Spain) and the

University of León under contract X43.

R.J. Rodríguez (✉)

University of León, Leon, Spain

e-mail: rj.rodriguez@unileon.es

S. Marrone

DiMat, Seconda Università di Napoli, Napoli, Italy

e-mail: stefano.marrone@unina2.it

© Springer International Publishing Switzerland 2016

P. Novais et al. (eds.), Intelligent Distributed Computing IX,

Studies in Computational Intelligence 616,

DOI 10.1007/978-3-319-25017-5_41

439



440 R.J. Rodríguez and S. Marrone

Cyber-security helps protecting against these risks first by identifying assets tar-

geted by an attacker and then applying security measures (or policies) to protect

them. However, the ever-changing nature of Internet hinders the effectiveness of

these security policies, normally built upon a good design and relying on manual

tuning [1]. Although security of a system can be improved in several ways (e.g.,

secure communication protocols, additional security devices, strict security poli-

cies), it does not come at zero cost and affects other non-functional properties, such

as availability, QoS, or performance [2].

In that sense, systems able to change their behaviour and/or structure in response

to the environment and the system itself have become a recent, important trend in the

research community [3]. Self-adaptive systems can become a great solution to critical

systems where failures or malfunctions may result in catastrophic consequences [4].

For instance, a system can be secured following a self-adaptive approach where its

resilience, dependability, and configuration may change depending on several exter-

nal conditions (e.g., a system may redirect connections to a spare server with a dif-

ferent OS when detects several intrusion attempts to the original server). Of course,

self-adaption to different situations does not come either at zero cost [5].

In this paper, we propose a model-based approach that allows to represent critical

systems with self-adaptive capabilities. Our approach relies on security layers that

relate to them, being also complementary and increasing system’s complexity. A

security layer comprises sensors that monitor external conditions and produce an

assessment, reporting when an attack attempt is discovered. When this happens, our

approach counteracts adding other security layer, thus enhancing the security of the

system. Vulnerability assessment that is a prime step in the definition of such systems

is performed by means of formal models—in particular, using Dynamic Bayesian

Networks (DBN). An example inspired by a real network intrusion case illustrates

our approach.

The paper is organised as follows. Section 2 relates closest works in the litera-

ture and previous concepts. Section 3 introduces our model-based, layered security

approach while Sect. 4 describes the DBN modelling guidelines. Section 5 shows the

application to a network intrusion case. Section 6 states conclusions and future work.

2 Background and Related Works

DBN are a way to extend Bayesian Networks (BN) to model the probability distri-

butions of a collections of random variables taking time into account [6]. In such

variables, the Conditional Probability Table (CPT), the mean the probability distri-

bution function of a (D)BN variable is defined, also considers the dependency from

previous values of other variables (as well as from the variable itself). Figure 1 shows

a sample DBN model where a variable Y is subject to other variable X inside a sin-

gle slice time: this dependency is represented by the continuous arrow from X to

Y . Variables may also influence the value of others in a future time slice. This is the
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Fig. 1 A DBN example

case of X that influences its own future value X′
, represented by the dashed line from

X to X′
. In this sample model, Yt depends on Xt while Xt depends on Xt−1. In this

sense, the term “dynamic” means we are modelling a dynamic system, not that the

network changes over time.

Vulnerability evaluation represents a challenging topic especially in the field of

cyber-protection: the high mutability of the knowledge on both systems and pro-

tection systems causes a never-ending process where new defence mechanisms are

followed by the discovery of new exploitations in a very short time. For these rea-

sons, security of cyber-physical infrastructures is often considered a multi-faceted,

multi-disciplinary problem that requires an integrated approach [4, 7].

In security analysis, several modelling methods integrate attack and defence

aspects, at different level of abstraction: Garcia addresses both of them, but attacks

are described at a high level of detail [8]; Defence trees (an extension of attack

trees [9]) accounts for both attacks and countermeasures [10]; Attack Response Trees

incorporate both attack and response mechanism notations [11]. Another meaning-

ful example of integration of different aspects of modelling and sensing techniques

in [12] where a hierarchical approach to intrusion detection is boosted by the usage of

Knowledge Engineering techniques. Other works rely on the quantitative use of other

formalisms such as Generalized Stochastic Petri Nets (GPSN) [13] and Bayesian

Networks (BN) [14].

Notwithstanding their flexibility, DBN have not received the right attention from

the scientific community. With respect to the cited works, the proposed approach

aims at exploit all the features of the DBN: the DBN formalism has been chosen to

conjugate modelling expressiveness and capability to analyse models. In synthesis,

DBN are more powerful with respect to BN and more simple to use and analyse than

GSPN. Hence, with respect to the works in [13, 14], this paper respectively improves

time to analyse the model (allowing run-time usage possible for large systems) and

introduces relationships between events in time (that is not possible with plain BN).

To best of our knowledge, there are few works using DBN for vulnerability and

security analysis [15, 16]. With respect to these works, this paper proposes a DBN

modelling approach where, respectively, the focus is not only on attack phases but

can also capture the dynamic and evolving relationships between attack actions and
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Fig. 2 A security layer
model element

defence mechanisms; and DBN are not used as machine learning tool to infer knowl-

edge about the attacker habits, but as a tool for applying such knowledge in protection

system design. In fact, it could be possible a synergy between these approaches.

3 The Onion Security Model

Our approach relies on security layers. We define a Security Layer (SL) as a UML

Component Diagram (UML-CD) which comprises a Sensor component as depicted

in Fig. 2. A UML-CD is a UML structural diagram used to illustrate pieces of soft-

ware and/or controllers that make up a system [17]. A Sensor defines a model of a

system aimed at capturing and interacting with real-world events (e.g., a firewall, an

Intrusion Detection System (IDS), or a network load-balancer). The Sensor has two

inputs (left hand of the component) and two outputs (right hand).

The Attack input port describes the sequence of steps leading to a successful attack

on the system. This sequence of steps can be modelled, for instance, by means of

a state-chart diagram. Output ports are Assessment, which expresses the quantita-

tive assessment performed by the Sensor, and nextSecurityLayer, which allows for

connecting an SL with other SL′
through Countermeasure input port. Thus, differ-

ent security layers are connected through Countermeasure/nextSecurityLayer ports.

Note that these diagrams are only used for representing the static part of the system:

its dynamics is expressed by the DBN model, introduced in the next section.

Figure 3 sketches our model-based, layered approach using aforementioned secu-

rity layers. Several security layers are defined in a system to be protected, where each

security layer SLi+1 is more secure (and consequently more restrictive somehow)

than SLi. The specific moment of transition among layers SLi, SLi+1 is determined

by Assessmenti, depending on the input Attacki.

Fig. 3 The onion security
model
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4 Modelling Guidelines for DBN

The objective of this section is to guide the reader to structure a DBN model accord-

ing to the proposed approach. Figure 4 shows the proposed overall DBN model

schema. The actions accomplished by the Attacker are modelled by an Attack sub-

model: this submodel communicates system events to a Sensor submodel whose aim

is to represent real world sensing concerns (e.g., honeypots, monitoring systems, log

analysers can all be modelled as sensors). Detected events (detections) are then com-

municated to an Assessment submodel. This last submodel is in charge to analyse

detected events and to decide whether an attack is actually occurring, then assigning

a proper SL as a countermeasure.

Here, we propose a modelling approach able to capture the adaptive feedback

given by the Assessment model to the Sensor model: one of the simplest adap-

tive strategy may consist in (de)activating sensors when some operating conditions

require a more accurate estimation of the suspected threat. The model also highlights

proper alarms raised to the Security Operators. In the following, we focus on the sin-

gle submodels showing how some recurrent situations can be modelled with “DBN

patterns”.

4.1 Attack Modelling

We start from the general hypothesis that an attack is a sequence of attacking
steps: each of these is modelled by a DBN variable ranging {Unattempted,Ongoing,
Succeed,Failed} values. In the following, these values are expressed by their initials.

The most simple DBN pattern is constituted by a single attack step which evolves

in time and does not depend on other steps. Hence, the value of this variable is a

function only of its value at previous stage. Figure 5 shows the DBN submodel rep-

resenting this situation and its related CPT. The parameters used in the CPT are:

the probability Pstart of an attacker that attempts to exploit the step; the probability

Pend of the action ending in a single time slice; and the quantification of the vulner-

ability (i.e., the probability Psucc of a successful attack to the vulnerability). Finally,

Ps = Pend ⋅ Psucc, and Pns = Pend ⋅ (1 − Psucc).
A more complex situation is represented by two attack steps that are sequentially

dependent, i.e., a step A can influence a step B. Figure 6a depicts a scenario where a

Fig. 4 DBN model structure
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A(t - 1) A′(t)=U A′(t)=O A′(t)=S A′(t)=F
U 1 − Pstart Pstart 0 0
O 0 1 − Pend Ps Pns

S 0 0 1 0
F 0 0 0 1

(a) (b)

Fig. 5 DBN (a) model of single step and its (b) CPT

Fig. 6 DBN (a) model of a

sequence of steps and its (b)

CPT A(t - 1) B(t)=U B(t)=O
U 1 0

(a) (b)

O 1 0
S 1 − Pstart Pstart

F 1 0

dependency from A to B exists (i.e., from A at slice t to B at slice t+1). In this case, the

CPT in Fig. 6b shows that B is Ongoing when A is Successed with probability Pstart;
while it remains Unattempted with probability (1 − Pstart). Otherwise, B remains

Unattempted. Note that the CPT does not consider Succeed and Failed cases, since

they can be subject of other DBN submodels.

Other scenarios may involve non-deterministic choices where an independent

successful event can trigger only one of two successive events; deterministic choices,

used when the value of another boolean variable is used to determine which

specific event occurs; or parallelism, when two actions start in parallel after the suc-

cess of a first. Furthermore, more patterns can be combined to model complex attack

scenarios.

4.2 Sensor Modelling

DBN modelling of sensing activity refers to a single DBN pattern as depicted in

Fig. 7a. The pattern comprises four nodes: a node S that models the sensor itself; a

node D that models the detection activity; an activation node AC, which is described

AC(t) S(t - 1) S(t)=On S(t)=Off
On On

(a)

(b)

1 − Pf Pf

On Off Pr 1 − Pr

Off On 0 1
Off Off 0 1

Fig. 7 DBN Sensing pattern: (a) DBN submodel, (b) CPT of the S node



Model-Based Vulnerability Assessment . . . 445

later; a node AS that detects an attack step. The node AC means the activation of

the sensor by means of the Assessment submodel, i.e., it models the effects of the

“adaptive feedback” actions from the Assessment module as in Fig. 4.

The nodes have the following values: S can be {On,Off }, which represents the

functioning of the sensor; AS has four values as previously described; D can be

{True,False}, where True means the sensor detects the threat, False otherwise; AS
represents an activation command to the sensor (hence, it can be represented by

{On,Off } in its simplest form). S can depend on AC since this last node is not manda-

tory, representing an always-on device where it is not present. Moreover, the value

of S also depends on its previous value since failures and repairing are possible for

such devices. Figure 7b reports a typical CPT for an S node where Pf and Pr are

respectively the probabilities of failure and repairing of the device in a time slice.

Let T be the amount of time in a time slice, 𝜆 and 𝜇 the failure and repairing rates of

the device. Hence, Pf = 𝜆 ⋅ T and Pr = 𝜇 ⋅ T .; D nodes are more complex since they

involve three parent nodes. The underlying logic of a CPT for D nodes is described

by the following statements: when the sensor is off, an attack step is never detected;

when the sensor is on and it has previously raised an alarm, the device continues to

produce an alarm until it is switched off; when the sensor is on and the sensor has

not previously raised an alarm and the threat is unattempted or failed, the device can

erroneously detect a threat with a fpp probability; if the sensor is on and the sensor

has not previously raised an alarm and the threat is ongoing or successfully brought,

the device can detect a threat with a certain probability (1 − fnp). The value of fpp
(resp. fnp) is the false positive (resp. negative) probability, i.e., the probability that

the device does (resp. does not) detect an alarm if the threat does not (resp. does)

occur.

4.3 Assessment Modelling

TheAssessment submodel represents decision mechanisms combining atomic detec-

tions of threats into complex assessment of system SLs. The combination of simple

detections can be made by the algebraic operators inspired in [18]: AND, OR, NOT,

and SEQ operator (i.e., an operator that is true when the inputs become true in a

certain order). For the sake of space, we omit here the translation of these operators

into BN models, previously reported in [19].

Figure 8a represents the most interesting case of the SEQ operator. The correla-

tion is made between two detections D1 and D2 which are “D-nodes” of a DBN sens-

ing pattern; the output of such correlation is the D node. D has the same {True,False}
nature of D1 and D2. F is a node representing the feedback given to the sensor layer

(i.e., the AC node of the Sensing pattern). Another node, SQ, is in charge of keeping

memory of the sequence of the events; the values of this node are {NIL,OK,KO}
that respectively stand for: none of the events has arrived, the sequence is correct,

and the sequence is not correct. While the CPT of the D node implements an AND

of the three parent nodes, the CPT of SQ recognises if D1 occurs before D2 (see

Fig. 8b).
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SQ(t
(a) (b)

- 1) D1 D2 SQ=NIL SQ=OK SQ=KO
NIL True True 0 0 1
NIL True False 0 0 1
NIL False True 0 1 0
NIL False False 1 0 0
OK True True 0 1 0
OK True False 0 1 0
OK False True 0 1 0
OK False False 1 0 0
KO True True 0 0 1
KO True False 0 0 1
KO False True 0 0 1
KO False False 1 0 0

Fig. 8 SEQ-based DBN assessment: (a) submodel, (b) CPT of the SQ node

It is worth to note that more operators can be composed together in order to create

complex logical expressions: the D nodes of a DBN submodel can be used as input

node of another submodel. Moreover, the outputs of the top submodels represent the

alarms raised to Security Operators.

5 Case Study

This section applies modelling approach to an example inspired by a real network

intrusion case study occurred in a cancer and AIDS research organisation [20];

whose research laboratories became unavailable for several days resulting in finan-

cial losses.

As described in [20], an illegal user account was created in one of the organisa-

tion’s servers by first accessing—using a stolen account—and then exploiting vul-

nerable services in such a server. Using this server as a base of operations, other

computers were similarly compromised, while the user returned regularly to exfil-

trate sensitive data from the network. Since the organisation only monitored on

the Internet border, but not its internal subnets, these attacks launched from within

the organisation’s own network were totally in a blind spot and become unnoticed.

Applying our approach in this scenario, we define four different security layers

described textually as follows:

SL1: An Internet border firewall that monitors incoming network packets, analyses

them based on predefined filtering rules, and performs an assessment providing

the rate of suspicious incoming packets.

SL2: A behavioural-based network IDS focused on analysing any network packets,

comparing current network flow to previous known attack-flow models. Similarly,

the assessment returns a rate to express the confidence of being under attack at a

given moment.
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Fig. 9 DBN model of the running example.eps

SL3: An anomaly network IDS focused on analysing packets coming from a specific

network. In this case, the assessment provides a confidence level of having indeed

an intrusion.

SL4: A load-balance server, which redirects incoming suspicious network traffic to

an isolated machine acting as a honeypot. Thus, all suspicious traffic can be logged

for forensics analysis.

Figure 9 represents the DBN model of the case study. We suppose that the attack

starts from gaining unauthorised access (Access); it continues by intruding in the

machine M0 and using this system to attack M1 and then M2 by means of the gate-

way G0. The first Security Level is modelled by the SL1 node that is used as an acti-

vator of an Internet Border Firewall (modelled through the sensing pattern—iBF,

D0). The feedback of this pattern (considering a trivial assessment submodel) is to

trigger the SL2. At this level, all the networks (i.e., all the machines) are monitored

by a behavioural IDS: when any anomaly is detected (modelled by a sensing pat-

tern, bIDS-D1-D2-D3, and by an OR-based assessment, DOR) the SL3 is activated.

The last security level implements an anomaly network IDS focused on detecting a

sequence of non-normal packets sent from M0 and from G0. In this way, a sensing

pattern and an SEQ-based operator are used: the output is the activation of the SL4
which cut off the threat from the network to protect and isolate it.

6 Conclusions

This paper introduces an approach for the evaluation of the vulnerability of self-

adaptive protection systems. This approach is based on the Onion Security Model, a

high-level modelling approach where higher security levels increase the security by

improving sensing and countermeasures based on lower ones. To make the approach

concrete, Dynamic Bayesian Networks are used to capture probabilistic relationships

as well as dependency in time among attacking and protecting events. First applica-

tions to a real intrusion scenario show that DBN model well these concerns. This
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paper constitutes a first step in the modelling of such systems. Future works will

demonstrate the effectiveness of the approach also by comparing the efficiency of

DBN with related to other formalisms (e.g., BN and GSPN). Next steps will involve

the completion of the available DBN patterns also by giving some examples of coun-

termeasure modelling.
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Forensic Data Analysis Challenges in Large
Scale Systems

Damien Conroy

Abstract Large-scale systems generate data, including log data, on a different scale

to that typically subjected to either monitoring or forensic analysis. Where scale ren-

ders the tasks of security monitoring or investigation overwhelming this represents

a vulnerability. There is significant scope to apply big-data techniques to the chal-

lenges of monitoring and forensic data analysis in large-scale systems. However, it is

key that, where big-data techniques are applied, accepted standards for eDiscovery

are adhered to, so that the results of any forensic analysis stand the best chance of

being accepted as evidence.

1 Introduction

When applied to security, Data Analytic is also referred to as Security Analytic

[10]. In [5], authors highlight the need to adopt Big Data technologies in security

data processing since current security information and event management systems

(SIEMs) cannot cope with the increasing variety of data sources, i.e. structured,

semi-structured and unstructured data. Also, SIEMs cannot manage the increasing

volumes of data and requirements in terms of low latency and timely processing.

Moreover, big data technologies offer valid solutions to face low-and-slow attacks

and to detect Advanced Persistent Threats.

Forensic analysis of data from any system must be carried out in the context of

an acceptable framework, for example, the EDRM framework [7]. While addressing

the challenges presented by the big-data nature of their logs, any approach to the

forensic analysis of large-scale systems must also address the following challenges:

∙ the creation of evidence acceptable to a court;

∙ adherence to accepted processes;
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∙ maintaining integrity where tools are applied to deal with the big-data nature of

forensic data in large-scale systems;

∙ building support for forensic analysis through ‘forensics-by-design’ in large-scale

systems.

2 eDiscovery Reference Model

The EDRM is an organization comprising industry and academic partners that

provides resources to support the standardization of eDiscovery processes. The

eDiscovery Reference Model is a framework which practitioners may use to guide

their eDiscovery activities in order to preserve the integrity and authenticity of elec-

tronically stored information (ESI).

In the context of forensic data analysis the EDRM covers the following process

stages:

∙ Information Governance - The Information Governance stage of the EDRM

process refers to activity carried out as a matter of course (independent of any

event) to ensure that, in the event of an incident, the data pertaining to any foren-

sic investigation is accessible and fit for purpose.

∙ Identification - “Locating potential sources of ESI and determining its scope,

breadth and depth.” The identification stage must be supported by suitable tools

and techniques. In large scale systems this presents a particular challenge as

the sources to be located may be numerous and diverse. Where the Information

Governance stage has provided an up-to-date and accurate asset register this may

be leveraged during the Identification stage.

∙ Preservation - “Ensuring that ESI is protected against inappropriate alteration or

destruction.” This stage entails storing the relevant data in such a manner as to

preserve its integrity and provide assurances at a later stage in the investigation

that it could not have been tampered with. Preservation is achieved by, among

other measures, hashing and signing data at appropriate points in the Collection

stage.

∙ Collection - “Gathering ESI for further use in the e-discovery process (processing,

review, etc.).” The collection of data on large-scale distributed systems, especially

SCADA systems, presents challenges that are not encountered in other information

systems. Section 3.2 examines these differences in more detail and provides some

suggestions as to how “big-data” technologies could contribute to collection.

∙ Processing - “Reducing the volume of ESI and converting it, if necessary, to forms

more suitable for review and analysis.” Processing approaches have been revolu-

tionized by the emergence of big-data solutions. Sections 3.1 and 3.2 addresses

how developments in big data processing have impacted forensic data analysis.

∙ Review and Analysis “Evaluating ESI for relevance and privilege. Evaluating

ESI for content and context, including key patterns, topics, people and discus-

sion.” Overlapping with the “Processing” stage in this context, the “Review” and
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“Analysis” stages may be supported by the visualization techniques that have

emerged through big data work (Sect. 3.4).

∙ Production and Presentation - “Delivering ESI to others in appropriate forms

and using appropriate delivery mechanisms. Displaying ESI before audiences (at

depositions, hearings, trials, etc.), especially in native and near-native forms, to

elicit further information, validate existing facts or positions, or persuade an audi-

ence.” Data presented as evidence must be assembled correctly in a format that is

acceptable as evidence. Assembling it correctly means that it must be reviewed by

an expert who can testify as to its integrity and authenticity. Section 3.3 discusses

veracity in big data.

3 Forensic Analysis and Big Data

Real-time forensic data analysis in large-scale systems necessitates processing data

that exhibits the qualities of “big data”, the four “V”s, volume, velocity, variety and

(when correctly handled) veracity.

High quality trustable data, veracity, is the goal of carrying out the analysis. This

is achieved by adhering to EDRM standards while dealing with volume, velocity

and variety. This section examines the implications of the four ‘V’s for forensic data

analysis. A fifth ‘V’, visualization, and how it can contribute to forensic data analysis

is also considered.

3.1 Variety

3.1.1 Diversity in Monitoring and Control Systems

SCADA systems generate log data in a diverse range of formats and, in order to

achieve efficiencies, data must be normalized based on common semantic elements

before it is subjected to analysis. In order to ensure the veracity of the data it must

be forensically stored as it is generated at source, before it is normalized.

Systems must be capable of quickly assimilating previously unencountered data

formats. Processing tools for such data is not usually available “off-the-shelf” and

techniques such as grammars may be used to deal with this and they must be capable

of recovering where the format is not recognized [4].

Critical infrastructure relies on control system protocols that were designed

without security in mind. As they have become more connected to growing IT

infrastructure their payload is increasingly being carried over networks that expose

it to vulnerabilities. The forensic analysis of data from control networks is difficult.

The protocols of control systems do not lend themselves to analysis.
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3.1.2 Cyber and Physical Systems

In the context of security analytic, forensic data analysis is primarily focused on

information systems and has matured in that domain. While physical/control systems

may have logged data the data was collected for different purposes. The question is

how existing log analysis tools may be applied in emerging environments. Emerging

environments: cyber/physical systems. The SAWSOC project [8] examines how the

convergence of data from physical and logical/cyber systems presents challenges for

forensic data analysis that are not adequately addressed by current SIEM systems.

It also investigates the convergence of physical access control systems with logical

access control systems. Recently some achievements have been made (e.g., SEM and

SIM have merged into SIEM, and LACS and PACS have merged into IM), Security

Operations Center (SOC) technology has improved significantly, but much is yet to

be done. SAWSOC holistic approach and enhanced awareness technology will allow

dependable (i.e. accurate, timely, and trustworthy) detection and diagnosis of attacks.

3.2 Volume and Velocity

3.2.1 Integrity in Growing Volumes

The IoT and cloud applications can scale quickly and log analysis systems must

scale to handle the log (and other) data generated. Data generation increases in

both volume and velocity as the number of source systems increases. The analysis

infrastructure must scale to meet the demands of source systems while maintaining

the integrity of the data. This has implications for the application of techniques such

as hashing as signing that incur additional computational cost as volume and velocity

increase.

Employing distributed systems such as Hadoop clusters may provide a means of

scaling to meet some demands. However, aggregation techniques for the assembly of

evidence may not be as simple as those used in indexing large bodies of text. Some

forensics tasks may require orchestration between nodes of the cluster.

3.2.2 Complex Event Processing (CEP)

The “noise” and complexity of systems feeding into the SIEM could be combated

with data analytic and CEP to reduce the overhead on Security Operation Centre

analysts trying to make sense out of huge amounts of data and alerts. This approach

has been successfully applied to intrusion detection [6]. Some common complaints

about SIEM applications are that they are too complex; take a long time to deploy, are

too expensive with high installation costs, create a lot of data noise and are not cloud

friendly. The functions proposed above would help to alleviate these issues while also

helping to pinpoint risks that current technology usually requires contextual clues
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to distinguish. In SAWSOC [8] the convergence of logical and physical security is

dependent on the capture of physical security data by the logical security platform,

where it may be correlated with logical security data. For that reason, the distinction

between logical and physical security data may be unclear during some phases of

the security process. The distinction will usually be apparent at the data acquisition

layer where the infrastructure behind the probes used to capture data from physi-

cal systems will be quite different from that of logical security logging. The needs

referred to include meeting the requirements for full convergence of physical and

logical security provides easy-to-use dashboards with drill-down capabilities Sup-

porting the user, the expert.

3.3 Veracity

3.3.1 Integrity

The veracity of data is key if that data is to be used as evidence of activity. Data

acquisition is the first and most important process within digital forensics to ensure

data integrity and admissibility [2]. In some cases the source system may provide

log metadata such as hashes that can be used later to verify the integrity of the data.

Devices in SCADA systems, however, may not have the processing power or capabil-

ity to apply hashing or cryptographic techniques. Quite often when this functionality

is not be available on the device the system responsible for collecting the data must

also take responsibility for ensuring the veracity of the data.

The IoT must place authenticity of devices at its core [3]. Intel has done this

with a secure stack on the Quark SoC (system on a chip) that ensures from boot

that nothing has been tampered with. However, most devices currently deployed in

control systems are far less sophisticated and lack the processing power to support

such features.

3.3.2 Chain of Custody

Tracking the movement of the data maintains a chain of custody. A process used to

maintain and document the chronological history of the handling of electronic evi-

dence. A chain of custody ensures that the data presented is “as originally acquired”

and has not been altered prior to admission into evidence. Some providers main-

tain an electronic chain-of-custody link between all electronic data and its original

physical media throughout the production process.

Physically distributed environments introduce a number of challenges. Legal

restrictions may prevent the movement of data outside jurisdictions. Data collec-

tion may be impacted by the communications links available to devices in the field.

Critical infrastructure by its nature is often distributed geographically [1]. In a differ-

ent context, cloud environments present a similar challenge in forensic data analysis.
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The issues of where logs are located and how they can be accessed present the same

issues in any distributed system.

3.3.3 Data Forensics in the Cloud

Cloud-based services are becoming more popular and integration with secure stor-

age in the cloud is likely to become a more prominent consideration as this continues.

Furthermore, ensuring secure transmission and storage of data to ensure confiden-

tiality and integrity of all source data will be vital as this develops. Data analytic may

be applied to almost all event logs and some other enterprise information sources.

This is key in establishing baselines for network and resource utilization, event cor-

relation and event prediction. These requirements illustrate how NoSQL databases

such as Redis or Mongo DB would aid in faster searching of large and diverse data

sets; coupled with Hadoop for data analytic integration to provide fast and valuable

insights into the organizations infrastructure and threat environment.

3.4 Visualisation

Visualization is key in allowing security experts to analyze the data [9]. Analysts

must have the facility to drill down through vast volumes of data and recognize fea-

tures in the data in a timely fashion. Forensic data analytic can borrow from big-data

visualization to enhance the user experience of facilities such as SOCs and SIEMs.

4 Emerging Models

System designs and productivity models are undertaking changes by taking into

account increasing complexity of operative environments into business intelligence

activities, as indicated in [12]. In [11], authors present an application of Big Data

with hard requirements typical of mission critical infrastructures. Specifically they

provide a system for automated sensor planning (or sensor management) based on

shared situation awareness (SA), i.e. sensors are dynamically tasked (or re-tasked)

based on the latest status of information requirements and On-Line Analytic Predic-

tive Processing (OLAP). In the work, scalable data mining/analysis algorithms are

systematically applied as well as tools and platforms for ingesting real-time sen-

sor data for SA and predictive monitoring. This approach is applied in a multi-

intelligence sensor data use case and in a man-machine crowd-sourcing use case.

Authors define tactical environments as characterized by: Intelligence, Surveillance

and Reconnaissance (ISR) applications, mission-driven goals and heterogeneous

data sources.
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5 Conclusions

Increased levels of automation in systems deployment, increasing volumes and

increasing variety of data are a reality as the IoT grows and cloud computing becomes

more widely adopted. It is clear that forensic data analysis must adopt the tools and

techniques of ‘big-data’ to keep up with developments in large-scale systems. How-

ever, it is vital that, while the technical challenges of addressing these changes are

tackled, the nature of evidence is recognized when gathering and processing digital

forensics. Key in maintaining that recognition is ongoing integration of big-data data

analysis activities with the stages of an accepted forensic analysis model such as the

EDRM, ensuring that, at all stages of the EDRM model, the ‘big-data’ tools adopted

provide analysis that can be incorporated into evidence.

References

1. Afzaal, M., Di Sarno, C., Coppolino, L., D’Antonio, S., Romano, L.: A resilient architecture

for forensic storage of events in critical infrastructures. In: 2012 IEEE 14th International Sym-

posium on High-Assurance Systems Engineering (HASE), pp. 48–55. IEEE, (2012)

2. Alqahtany, S., Clarke, N., Furnell, S., Reich, C.: A forensically-enabled iaas cloud computing

architecture. In: Australian Digital Forensics Conference (2014)

3. Basnight, Z., Butts, J., Lopez, J., Dube, T.: Analysis of programmable logic controller firmware

for threat assessment and forensic investigation. In: Proceedings of the 8th International Con-

ference on Information Warfare and Security: ICIW 2013, pp. 9. Academic Conferences Lim-

ited, (2013)

4. Campanile, F., Cilardo, A., Coppolino, L., Romano, L.: Adaptable parsing of real-time

data streams. In: 15th EUROMICRO International Conference on Parallel, Distributed and

Network-Based Processing, PDP’07, pp. 412–418. IEEE, (2007)

5. Cárdenas, A.A., Manadhata, P.K., Rajan, S.P.: Big data analytics for security. IEEE Secur. Priv.

11(6), 74–76 (2013)

6. Ficco, M., Romano, L.: A generic intrusion detection and diagnoser system based on complex

event processing. In: 2011 First International Conference on Data Compression, Communica-

tions and Processing (CCP), pp. 275–284, (2011)

7. E.: ediscovery reference model. http://www.edrm.net (2014)

8. E.: A situation aware security operations centre. http://www.sawsoc.eu (2015)

9. Krasser, S., Conti, G., Grizzard, J., Gribschaw, J., Owen, H.: Real-time and forensic network

data analysis using animated and coordinated visualization. In: Proceedings from the Sixth

Annual IEEE SMC Information Assurance Workshop, 2005. IAW’05, pp. 42–49. IEEE, (2005)

10. Mahmood, T., Afzal, U.: Security analytics: big data analytics for cybersecurity: a review of

trends, techniques and tools. In: 2013 2nd National Conference on Information Assurance

(NCIA), pp. 129–134. IEEE, (2013)

11. Savas, O., Sagduyu, Y., Deng, J., Li, J.: Tactical big data analytics: challenges, use cases, and

solutions. ACM SIGMETRICS Perform. Eval. Rev. 41(4), 86–89 (2014)

12. Yu, E., Lapouchnian, A.: Architecting the enterprise to leverage a confluence of emerging

technologies. In: Proceedings of the 2013 Conference of the Center for Advanced Studies on

Collaborative Research, pp. 408–414. IBM Corp. (2013)

http://www.edrm.net
http://www.sawsoc.eu


Part XI
International Workshop on Future

Internet and Smart Networks
(FI&SN’2015)



International Workshop on Future Internet
and Smart Networks
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Abstract The International Workshop on Future Internet and Smart Networks,
FI&SN’2015, has been organized in conjunction by the Computer Communications

and Networks Group, Centro ALGORITMI, University of Minho, Portugal and Uni-

versity of Haute Alsace, France.

Future Internet is a very meaningful name for the real evolution of Internet tech-

nology nowadays. Internet should no longer mean the concept of having a desktop

or portable computer, or even any smart device, connected to plenty other of such

systems, servers, or to the cloud.

Future Internet is to be the place where smart objects, smart phones, smart vehi-

cles, computers, grids, clouds, cities, etc, are to be interconnected using dynamic and

evolving intelligent network solutions. Underlying the possibility of having every-

thing interconnected—computers, devices, things and people - and being able to

ubiquitously exchange useful information, even in mobility, there should be high-

speed broadband links to enable Smart Networks.
Smart Networks solutions here discussed range from Software Defined Networks

to Named Data Networking and also fromNetwork Resilience Optimization to Auto-

mated NetworkManagement. As an important sum up, an insight into the challenges

and key enabling technologies for a People-Centric Internet of Things, leading the

way to a people-centric society in the near future, is presented and discussed.
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People-Centric Internet
of Things—Challenges, Approach,
and Enabling Technologies

Fernando Boavida, Andreas Kliem, Thomas Renner,
Jukka Riekki, Christophe Jouvray, Michal Jacovi, Stepan Ivanov,
Fiorella Guadagni, Paulo Gil and Alicia Triviño

Abstract Technology now offers the possibility of delivering a vast range of
low-cost people-centric services to citizens. Internet of Things (IoT) supporting
technologies are becoming robust, viable and cheaper. Mobile phones are
increasingly more powerful and disseminated. On the other hand, social networks
and virtual worlds are experiencing an exploding popularity and have millions of
users. These low-cost technologies can now be used to create an Internet of People
(IoP), a dynamically configurable integration platform of connected smart objects
that allows enhanced, people-centric applications. As opposed to things-centric
ones, IoP combines the real, sensory world with the virtual world for the benefit of
people while it also enables the development of sensing applications in contexts
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such as e-health, sustainable mobility, social networks enhancement or fulfilling
people’s special needs. This paper identifies the main challenges, a possible
approach, and key enabling technologies for a people-centric society based on the
Internet of Things.

Keywords Internet of people ⋅ People-centric IoT ⋅ Smart systems integration

1 Introduction

Although considerable work has been done in the recent past regarding the Internet
of Things (IoT) [4], most technologies and solutions for accessing real-world
information are vertical, i.e., they are either closed, platform-specific, or
application-specific. Recent efforts to define IoT reference architectures, such as
IoT-A [7], OpenIoT [8], SENSEI [9], or FIWARE [10], are important steps in the
right direction, but still they lack adaptability, intuitiveness, and integration features
that are crucial for people-centric applications. So, on one hand, there is need to
define an IoT architecture that goes beyond vertical solutions by integrating all
required technologies and components into a common, open and multi-application
platform. On the other hand, there is need to develop a set of common building
blocks, middleware and services that can be used to construct people-oriented
applications in an open, dynamic and more effective way into smart environments
including but not restricted to smart cities, businesses, education and e-health. We
call it an Internet of People (IoP) [5].

One important, overall challenge for IoP is to define a generic version of an
architecture that can be used for supporting specific solutions for each particular
people-centric application domain. Naturally, this will require identifying specific
challenges regarding several key aspects, such as interoperability, reliable com-
munications, self-management and adaptability, human-machine interaction, secu-
rity and privacy, ontologies, and big data analytics.

Subsequently, in addition to the IoP architecture definition, it is important to
develop and make generally available several easy-to-use tools, namely middleware
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and services, on which people-centric applications can be built. These will build on
technological solutions such as wireless sensor networks, wireless mesh networks,
mobility, and ubiquity. Moreover, these tools must be context-aware, so they can be
used to build applications in a variety of contexts, such as smart cities, e-learning,
and e-health contexts, thus enhancing the autonomy and quality of life of citizens.

Following this general identification of motivations and overall approach, the
remainder of this paper is organised as follows. Section 2 identifies the main
challenges for developing people-centric Internet of Things solutions. Section 3
details a possible approach, by addressing the vision, infrastructural needs and
design principles. Section 4 identifies enabling technologies, including relevant
related work. Section 5 provides the conclusions and identifies guidelines for fur-
ther work.

2 Challenges

Several challenges can be identified in what concerns developing people-centric
Internet of Things platforms and applications. This section identifies two overall
challenges and several related and/or complementary challenges. All of them are
key to the success of the IoP paradigm that will be presented in Sect. 3.

Open, Smart Platform The IoP concept requires an open, smart platform that
will support People2People and People2Thing interactions and can be used to
develop a variety of people-centric applications. Moreover, IoP does not limit itself
to a technology-oriented approach nor to an application-oriented view. IoP provides
a comprehensive approach that brings together actors along the value chain, from
suppliers of components and customized computing systems to system integrators
and end users, going from reference architectures to applications, from
application-specific approaches to an open application-development framework,
from an individual devices view to resource virtualization, and from the Internet of
Things to the Internet of People.

Sharing in IoT Environments Sharing physical devices leads to a paradigm
shift in how IoT-related applications can be designed. Paradigms like Infrastructure
as a Service (IaaS), On-Demand Resource Provisioning or Pay-As-You-Go
(PAYG) pricing models became very popular along with the proliferation of
cloud computing and its applications. However, looking at IoT-related applications,
a completely different picture of how these applications work and are designed can
be observed. IoT applications are often built upon a gateway-based approach. This
can be briefly described as a single system (e.g. a router or a smart phone), that
integrates available sensors, collects data from them and forwards the resulting data
streams to application layer components (e.g. a computer centre hosting data
analysis applications). The IoP approach aims at broadening our understanding of
the term cloud. By introducing concepts for provisioning of sensors and embedded
devices on a PAYG basis, the cloud turns from an endless remote resource to an
overall resource surrounding us constantly.
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Connectivity, Mobility and Ubiquity As we witness an unprecedented increase
in the deployment and use of wireless technologies (mobility management, per-
vasive sensing, automated object-to-object and object-to-person communications,
the Internet of Things, etc.), it is becoming important to guarantee universal con-
nectivity, using a variety of communication technologies, including 4 G, 5 G, IEEE
802.11ad, wireless mesh networks (WMN), mobile and vehicular ad hoc networks
(MANET/VANET), and devise new and more efficient ways for their operation.
WMNs and MANET/VANET may play an important role in generalised use of IoT.
Nevertheless, despite considerable work done in the past in the area of routing in
WMNs [1], the fact is that several challenges persist and there is need to go beyond
traditional proactive or reactive routing algorithms and protocols.

Adaptive, Dynamic and Mobile Configuration Capabilities There is need for
tools and methods to cope with moving or disappearing nodes while keeping the
transparency constraint. Device integration platforms should enable integrating
sensors into any smart devices capable of doing so. This properly reflects the
mobility of devices and users, because devices with limited communication range
may need to be integrated at different locations (e.g. medical sensors moving with a
patient in case of an emergency). In addition, service might have to be migrated or
the data routing probably has to be adapted, which may have significant impact on
the overall network structure. New nodes can introduce new features, which again
may require adapting significant parts of the service deployment, routing and net-
work structure.

Effective Device Integration Novel device integration and management plat-
forms able to handle large amounts of devices (proprietary and standard based) are
needed, assuring device integration and platform adaptation at runtime
(online-reconfiguration), and providing device abstraction to expose uniform
interfaces of heterogeneous devices to applications. For this purpose, platforms will
need to understand the devices (e.g. capabilities, data structures they produce,
device configurations) or at least need to be able to gather integration knowledge if
required (e.g., when a new device joins the platform). This may demand for sensor
markup languages (SensorML) and sensor ontologies.

Scalability and Expandability There is need for dynamic expandability of
network components (things), services, applications and users. These capabilities
are fundamental for an effective device integration and adaptive, dynamic and
mobile configuration capabilities. Scalable and expandable systems for a large
amount of heterogeneous devices and data streams, as well as ability to establish
billions of different IoT connections between devices and objects, are an important
challenge.

High Availability, Dependability and Fault Tolerance Adaptive and dynamic
functionalities are needed for monitoring and managing the infrastructure in a
self-manageable mode at runtime. This will allow platforms to be permanently
available and have the ability to quickly recover from faults, as well as dynamic
access and network management for a large number of robust and dynamic con-
nections. There is also the need for integrating online adjustment technologies from
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other domains, like Software-Defined Networking (SDN) and Data-Centric
infrastructures.

Quality of Service and Non-Functional Requirements There is the need for
functionalities to manage and differentiate between critical (e.g. e-Health) and
non-critical (e.g. entertainment) applications and their data streams from different
domains on the same commodity transport and infrastructure. Therefore, platforms
should consider and allow for quality-of-service and non-functional requirements
such as reliability, determinism, or performance to transmit and deliver data in
real-time.

Interoperability, Data-Models and Nomenclatures One important challenge is
the ability for independent devices to cooperate and exchange information with
each other. Therefore, there is need to efficiently provide knowledge repositories,
which allow handling heterogeneous (probably unknown) incoming data streams in
a protocol agnostic fashion. This will be a key enabler to provide technologies like
context-awareness, content-based routing or quality of service, and integrate dif-
ferent IoT domains with each other.

User-Centred Requirements Analysis Nowadays, IoT systems are mainly
focused on the technical level, like performance, interoperability, integration, etc.
However, whenever use-cases are targeting human users the focus must not be
solely on these aspects, as the human factor must be also considered. It is thus
essential to apply a user-centred approach based on the use of the repertory grid
method as well as the application of personalized and interactive e-assessment
technology. This will allow identifying application-specific user features and
understanding the users’ needs, motivations and beliefs.

Big Data (Graph) Analysis People-centric IoT architectures must be used for
modelling the Internet of People and the things they interact with, i.e., the rela-
tionships of people-to-people and people-to-things. In this respect, there is clear
need for research and progress beyond state-of-the-art in at least the following three
areas: efficiently and scalably streaming data into the graph; real-time discovery of
effected patterns; and discovering trends based on social and temporal proximity.

Security and Privacy Secure granting and withdrawal of device access tokens is
required to allow for device sharing. Issues related to trusted nodes, authentication,
security and, privacy are crucial for the implementation, deployment and success of
any people-centric application platform. Final users must be able to define privacy
preferences in order customize policies according to their demand. Legal aspects
and regulations must be completely met.

3 Approach

This section presents an overall IoP vision, a possible supporting infrastructure, and
some design principles.
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3.1 Vision

The emerging Internet of Things (IoT) concept and the availability of a multitude of
sensors, smart devices and applications for use by individuals and communities
point to the need for defining a people-centric IoT architecture—which we name
Internet of People, IoP (Boavida 2013)—that can go beyond devices, technologies,
services and passive entities and can be used in people-oriented IoT applications.
The IoP paradigm can be considered as a specialization of the IoT paradigm, in
which humans and their interactions can simultaneously be viewed as data sources
and sinks, in a network of connected embedded devices, bridging the gap between
IoT and the beneficiaries of technologies.

The basic IoT assumption is that people are no longer supported by a single
monolithic computing system, such as a PC, but rather use all the small embedded
systems (smart devices/objects) surrounding them to fulfill their needs. Currently,
most of these smart devices act like closed “boxes” and barely interconnect or
collaborate with each other. Moreover, usually an application domain oriented
segmentation of IoT related solutions can be observed (i.e. one box for entertain-
ment, one box for smart home control, one box for e-health services). Hence, in
order to allow for both efficient resource utilization and smarter applications, an
application domain independent solution serving multiple applications within an
openly designed and integrated IoP infrastructure is required. The infrastructure
needs to open and connect so far isolated heterogeneous devices with each other,
provide sufficient enablers for spontaneous interoperability, and offer open APIs
that allow people and services to utilize the infrastructure in an application domain
independent and technology agnostic manner.

3.2 Infrastructure

As shown in Fig. 1, several basic components can be identified as elements of a
possible IoP infrastructure, on which services and applications can be built. The
complexity introduced by the IoP vision and its infrastructure design requires
establishing a uniform notion of abstraction throughout the whole architecture.
Neither sensors or devices nor applications or users should have to care about the
heterogeneity of the corresponding spaces (i.e. which nodes integrate or execute
them). To hide the complexity of the IoP infrastructure, it is separated into three
spaces, namely Physical Space, IoP Runtime Space and Social Space.

The Physical Space includes all physical devices, systems and networks col-
laborating in the IoP domain. In order to allow for seamless integration of all
available nodes in the physical space, the following segmentation is defined:
(i) Device Nodes (DN) refer to data resources (i.e. sensors); techniques such as
sensor virtualization or on-demand provisioning of the physical device itself can be
used to enable them for IoP operation; (ii) Aggregation Nodes (AN) refer to smart
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devices that additionally provide computational or storage resources and allow
hosting the IoP Runtime Nodes (i.e. a software node of the distributed IoP runtime
middleware corresponding to the IoP Runtime Space); (iii) Backend Nodes
(BN) refer to regular servers (e.g. IaaS Cloud) and provide management and
monitoring components used for the IoP runtime.

The IoP Runtime Space will provide capabilities to uniformly access the dif-
ferent types of nodes. Its distributed runtime environment abstracts from the
technical details of the underlying physical space and therefore hides the com-
plexity of the physical infrastructure from the application layer. The following
components are defined: (i) IoP Runtime Nodes (IRN) refer to software nodes that
constitute the distributed IoP Runtime Middleware; (ii) Distributed IoP Runtime is
the core middleware solution composed out of the connected IRNs; it is used by the
IoP to integrate physical resources and expose them to applications and services;
(iii) Management Layer, which provides repositories, like a device directory,
offering knowledge about devices and data streams (e.g. nomenclatures,
data-models) and therefore allowing IRNs to reconfigure themselves at runtime in
order to properly handle unknown devices and incoming data streams in an
application domain independent manner; (iv) the Resource Pool abstracts from all
individual resources of the underlying physical space and centralizes all resources
of the platform in federated and virtual resource pool.

Fig. 1 IoP infrastructure components
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The Social Space models the people and their things as nodes in a Big Graph
along with their applications collaborating in the IoP domain. These people have
access to the shared resource pool and can use the data sensed by different DNs and
the computational resources of all ANs for their applications and services.

3.3 Design Principles

A possible IoP platform addressing the identified challenges and implementing the
presented vision and infrastructure will benefit from several design principles
identified in the following paragraphs.

Technology and Protocol Agnostic The IoP infrastructure shall be designed in
a technology and protocol independent manner. Based on modularity features,
knowledge required to integrate and operate newly developed devices and com-
munication protocols shall be addable at runtime without the requirement to
manually change or adapt core components of the infrastructure.

Platform Independence The IoP Runtime has to ensure platform independence.
Each software module provided by the knowledge base needs to be compliant with
the IRN specifications and is therefore executable on each instance, regardless of
the underlying platform.

Adaptability and Openness The infrastructure, in particular the IoP Runtime,
should run in a highly dynamic environment, in which changes occur very fre-
quently, creating the need for adaptation support for changes in environment and
changes that are imposed by the users themselves. The IoP Runtime shall be able to
autonomously adapt itself to the requirements of the current environment, (e.g.,
changes in device, network, service, application, and user requirements). This
means that the distributed IoP middleware should act as a general device integrator
and service executor, not statically related to any pre-defined set of devices,
application domains or vendors.

Peer to Peer Collaboration Because of the federated shape of the resource pool
and the possibly huge amount of participating actors that can contribute and con-
sume resources, a peer-to-peer style of interaction is required. This interaction
happens both locally with nearby people and resources, and system-wide.

Abstraction and Spontaneous Interoperability The IoP infrastructure must be
highly dynamic regarding the resources available in the pool and the communi-
cation links established between the participants or between the spaces (i.e. between
applications and devices). A related requirement is providing appropriate measures
for abstraction that allow hiding functional details like device control or protocol
logic from applications.

Cloud Computing Paradigms As mentioned in Sect. 2, one of the main
technical requirements for the IoP runtime is to map resource virtualization and
provisioning concepts into the IoT world. This goes along with several upcoming
approaches like sensor virtualization or cyber physical cloud computing. From the
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perspective of a user, the platform that serves his/her needs is no longer a set of
statically bound physical devices and sensors.

Context Awareness The IoP architecture needs to provide dynamic and adap-
tive capabilities to support a great variety of smart environments, services, business
and persons. Context awareness can be a key driver to enable these capabilities,
because it allows applications to adapt its behaviour automatically to the current
user context.

Quality of Service Given the huge amount of sensors and smart devices, the
rapidly increasing amount of data, and the dynamic IoP infrastructure, efficiently
applying and monitoring Quality of Service will become a major issue in
IoP. Services can only be delivered efficiently if the required data are available at
the required location at the required time.

Security and Privacy The IoP infrastructure shall provide necessary security
and privacy features. This can include code signing mechanisms to ensure the
integrity of software modules, mechanisms to ensure integrity and confidentiality
for exchanged data, authentication and authorization mechanisms, or anonymiza-
tion techniques. Users shall have the possibility to define different levels of con-
fidentiality or integrity.

4 Enabling Technologies

IoP in particular and IoT in general have a strong relationship to and partially rely
on other technologies and paradigms known from the distributed systems and
computing domain. Some of these technologies and paradigms, which contribute
foundations necessary to set up the IoP approach, will be introduced and put into a
contextual relationship.

Machine-to-Machine Communication M2M describes the exchange of infor-
mation between devices like machines, cars, sensors or, actuators usually performed
in an automated manner and without human interaction [16]. Thus, M2M is often
referred to as the building block of IoT, because the virtual representations of things
made available by IoT can also be described as the service endpoints to an M2M
system. M2M has a high relevance to the IoP approach, since it deals with similar
challenges like heterogeneity of devices and communication networks, device
manageability or scalability in general that altogether lead to the overall problem of
device integration.

Mobile Grid and Mobile Cloud Computing Mobile computing evolved out of
the dissemination of small, mobile and wirelessly connected devices like smart
phones that offer computing capabilities. The term mobile grid covers both, the
demand for users with mobile devices to access resources offered by the grid and
the utilization and integration of the resources offered by the mobile devices
themselves. Thus, the mobile grid can be defined as an extension to the regular grid
providing capabilities to support mobile users and resources in a seamless, trans-
parent, secure and efficient way [13].
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Sensor Networks and Cloud Integration Wireless Sensor Networks
(WSN) may consist of several up to thousands of resource-constrained nodes, and
are often designed towards the specific requirements of the application domain. In
contrast to cloud computing, data consumers usually have to be aware of the actual
location, the resource constraints and the infrastructure management requirements
of the sensor nodes in order to properly access and utilize them. This often limits
the set of consumers being able to access the WSN. As a remedy, concepts like
sensor-cloud integration [3] or sensor virtualization [2] were introduced. These
approaches basically aim at overcoming the resource constraints of traditional
WSNs by integrating cloud resources and providing access of multiple users to
physical sensors.

Cognitive Services A number of models of selective attention have been pro-
posed in Cognitive Science (e.g., [11]). Particularly related with these models is the
issue of measuring the value of information. Most of those measures rely on
assessing the utility or the informativeness of information (e.g., [14]). However,
little attention has been given to the surprising and motive congruence value of
information, given the beliefs and desires/goals of a user or of an agent acting on
his/her behalf. Cognitive models for ordinary or creative reasoning are of high
importance in the IoP architecture.

Big Graph Technologies In the era of Big Data, Big Graphs have a special
place, by modelling not only the objects, but the relationships between them. The
proliferation of social networks is the main driver behind the evolution of Big
Graph technologies, as the interactions of people over social network map naturally
into a graph. Social networks often model not only people (as nodes), but also
objects that they interact with (e.g., online documents, posts, comments).

In the following paragraphs, some architectures/frameworks, resulting mostly
from R&D activities under public funding (EU-FP7), are also mentioned, as they
are related to and can be used in the development of the IoP vision.

Future Internet Architectures Future Internet Architectures is a generic term
for several research projects and initiatives, like FI-PPP [12], FIWARE [10] or,
FI-STAR [15], that investigate in the improvement or redesign of the aging
IP-based infrastructure in order to cope with challenges like ubiquitous network
access, mobility, or integrated security. It is assumed, that the increasing amount of
users and the demand for future applications require a paradigm shift from
machine-centered and packet delivery based infrastructures towards data, content
and, user-centered ones.

SOCIETIES [6] Open scalable service architecture and platform for pervasive
computing was developed during a European funded research project. The project
expands the concept of pervasive computing from the scope of an individual user to
a community. Relevance, similarity of contextual information and social net-
working history are used to connect users and organize them into communities. The
communities are formed in an intelligent manner to ensure their ability for
self-organization, self-orchestration, self-healing. The communities are further used
for information exchange and resource sharing between users and their devices.
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SENSEI In the SENSEI project [9] the focus has been drawn on the realization
of ambient intelligence in a future network and service environment. In this envi-
ronment, heterogeneous wireless sensor and actuator networks (WSAN) are inte-
grated into a common framework of global scale and make it available to services
and applications via universal service interfaces. In this pursuit, SENSEI intended
to create an open business driven architecture that fundamentally could address
inherent scalability problems for a large number of globally distributed wireless
sensor and actuator nodes.

IoT-A IoT-A [7] technical objective was to create the architectural foundations
of the Future Internet of Things, allowing seamless integration of heterogeneous
IoT technologies into a coherent architecture and their federation with other systems
of the Future Internet. In this context an architectural reference model for the
interoperability of IoT systems was introduced. The project also focused on other
technological issues, such as scalability, mobility, management, reliability, security
and privacy.

5 Conclusion

Current low-cost sensing technologies and IoT-related developments make it now
possible to go from simple sensing and actuating applications to people-centric
applications. Nevertheless, despite considerable advancement of the state of the art,
most emerging systems and applications are still platform-specific and/or
application-specific. In the current paper we identified the main challenges, a
possible approach and the key enabling technologies for open, platform- and
application-independent, people-centric systems.

The main overall challenges are the development of an open, smart platform able
to support people-to-people and people-to-thing interactions, and the virtualisation
and sharing of physical and logical devices. Complementary challenges include
connectivity, mobility and ubiquity, dynamic configuration and provisioning,
device integration, scalability and expandability, dependability and fault tolerance,
quality of service, data models and nomenclatures, user-centred analysis big data
analysis and, last but not least, security and privacy.

A possible approach to the implementation of the IoP vision was briefly pre-
sented, by identifying the infrastructure components and main design principles.
Lastly, several enabling and supporting technologies were identified in order to
provide the reader with relevant information on related work.
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SDN-Based Service Delivery in Smart
Environments

Lucas Mendes Ribeiro Arbiza, Liane Margarida Rockenbach Tarouco,
Leandro Márcio Bertholdo and Lisandro Zambenedetti Granville

Abstract Internet of Things scenarios demand adaptability to hold the heterogene-

ity of systems and devices employed; gateway-based solutions are a common answer

to the issues of smart environments. The development of software for gateways, using

a middleware to handle the different devices demands, is possible in our working sce-

nario, but the maintenance cost of such a solution is high because of software devel-

opment constraints imposed by hardware and system limitations of the gateway. This

paper depicts an SDN approach for smart environments resulted from a refactoring

of a previous middleware proposal. Through an instantiation of the refactored mid-

dleware in a home network to deliver a health monitoring service the benefits are

demonstrated; the benefits regard the digital representation of the physical realm,

deployment and maintenance of services, and management of devices and networks.

1 Introduction

The rapid growth of population impose to cities a major challenge to their sustain-

ability, as well as a threat to the infrastructure of main services provided to the popu-
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lation. A solution is expected to show up with the advent of smart cities. As discussed

in [1], more than 150 cities can be documented around the world as smart.

Smart cities require IT services to capture, integrate, analyze, plan, inform, and

act intelligently on city activities, resulting in a better place to live. This implies

services to make life easier for people and businesses. A smart community is a com-

munity that carries out conscious efforts to use information technology to transform

significantly and fundamentally the way of life and work within its territory, instead

of following an incremental way.

From this perspective, a smart city refers to a physical environment in which com-

munication and information technology, and sensor systems that are part of it, disap-

pear as they become embedded into physical objects and the environments in which

people live, travel, and work [2]. Smart cities should use smart computing technolo-

gies to build critical infrastructure components and services of a city more intelligent,

interconnected, and efficient [3].

Homes have becoming increasingly smarter embedding many devices able to

sense their surroundings; usually those devices are part of a solution for home

automation, security, healthcare, among other purposes. Smart solutions employed

in citizens homes may be part of broad system, such as a smart city solution for intel-

ligent use and distribution of energy. Smartness in home environments bring some

issues for network management, security and orchestration due to the demands to

handle the heterogeneity of smart devices when they are employed in services deliv-

ering.

Software-Defined Networking (SDN) is a paradigm where network intelligence

and control are taken from forwarding devices and are deployed in central controllers

where network logic behavior is defined by software, developed or customized to fit

the needs of each network environment. SDN provides to the network the flexibility

of software, allowing the development of features not available in network hardware;

using SDN enables the development or the use of applications for network orches-

tration and management, suitable to deal with heterogeneity of smart environments.

This paper presents the use of a SDN-based middleware [4] in a health monitoring

environment aiming to achieve a simpler and easier to manage solution to monitor

patients in their own homes, when compared to a previous middleware where SDN

was not used. In the same scenario, we also exploit the use of SDN resources for

network management for smart environments. The presented approach also enables

the delivering of multiple services for smart environments, sharing the same network

infrastructure.

The rest of this paper is organized as follow. Section 2 presents some concepts of

smart environment, focusing specially in healthcare. Section 3 details what is SDN

paradigm, how it works, and its resources. In Sect. 4 we discuss how SDN can be

used to empower smart environments, we present the SDN-based middleware used

detailing its architecture, implementation and workflow. Section 5 demonstrates the

use of the SDN-based middleware for health monitoring and benefits achieved by

using the SDN approach. In Sect. 6 we present our final considerations.
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2 Smart Environments

Smart cities are composed of smart devices. Currently, a large number of smart

objects and different types of devices are interconnected and communicate via the

Internet Protocol, which creates a worldwide ubiquitous and pervasive network

referred to as the Internet of Things (IoT) [5, 6]. With the inception of IoT, the Inter-

net is further extended to connect things, such as power meters, heartbeat monitors,

temperature meters, and many powerful operations, such as health care units, green

energy services, and smart farming utilities, that can be made available to people for

enhanced quality of life.

IoT is becoming the Internet of Everything (IoE) [7]. Most of smart devices, used

in the context of Internet of Things (IoT), do not employ generic/open standards

when communicating. One of the challenges in this context derives from the need

to find a form of automated communication and to integrate the various devices

and protocols, making it possible to obtain information about the scenario being

monitored.

Data collected by devices on a given environment are combined to provide ser-

vices (e.g., smart homes, and healthcare) [8]. The combination can also be made

through mashups [9], where data from different sources and using various resources

are handled to make possible creating a vision of a whole.

3 Software-Defined Networks

SDN is mainly known for decoupling network control plane from the forwarding

devices, usually combined in the same device, such as routers. Decoupling enables

the network logic to be defined at the software level and to implement features that

may not be available in the network hardware in use [10]. In general, the network

logic behavior is defined configuring every network device individually, using ven-

dor specific syntax and limited to the features available according to the licenses

acquired. SDN allows to centralize network intelligence in a controller that sends for-

warding rules, called flow entries, to the switches and routers defining logic behavior

of the network [11].

Figure 1 illustrates the three layers SDN architecture: (1) Infrastructure layer:

comprised of forwarding devices (switches and routers) enabled with an SDN stan-

dard, such as OpenFlow; (2) Control layer: one or more devices running a controller

software enabling the communication between application and infrastructure layers;

and (3) Application layer: one or more applications by which network intelligence

is implemented; this layer makes use of the control layer to configure forwarding

devices. Control layer communicates with infrastructure layer through OpenFlow

messages or other SDN standard.

When a forwarding device, also called OpenFlow switch, receives a packet the

switch looks up in its flow tables for a flow entry matching the received packet. If
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Fig. 1 Software-defined networking architecture [10]

none of the existing flow entries match the packet, the switch sends a packet-in to

the controller. packet-in is processed at the application layer and a flow entry is sent

to the switch through the controller containing forwarding rules for the packet.

The controller has an entire view of the network; it is aware of every switch con-

nected to it and of every device connected to the switches. That privileged view is

a valuable resource exploited in some works that propose SDN-based approaches

in different network related fields, for example: network virtualization: SDN is used

to create isolated slices in the network over the same physical hardware [12–14];

routing: routes established by BGP and OSPF are reflected to low cost switches not

enabled with routing protocols [15]; QoS: network paths are dynamically allocated

assuring the best performance and availability for differentiated traffic [16]; mobility:

aiming to prevent Wi-Fi handover from occurring when users are moving the traffic is

sent to more than one access point simultaneously [17]; network management: SDN

is used combined with SNMP and others protocols and security and authentication

mechanisms existing in a campus, events arising from different sources and network

policies are translated to flow entries to be installed on the forwarding devices [18].

Taking network control to the application level empowers a low cost network with

capabilities not available in the existing hardware, as seen in [15]. By using SDN,

network administrators do not dependent on features provided by vendors anymore,

since new features can be developed using high level abstraction programming lan-

guages and management solutions may be combined with control applications to

improve network intelligence, management, and automation.
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4 Empowering Smart Environments with SDN

Recently, SDN started to be exploited in smart environments. In research efforts

such as [19, 20], the authors made use of SDN in home networks, as we do in our

work as well. In [19], the authors provide a simplified interface by which non tech-

nical users are able to configure their home networks properly. Those users usually

expose themselves to security and privacy risks just because they do not know tech-

nical information required to configure most of access points. OpenFlow is used

to translate network settings configured by users to flow entries to be installed in

the SDN empowered access point. In [20], SDN is used to slice the network in iso-

lated virtual networks allowing different service providers to share the same network

infrastructure to deliver their services at users’ homes. Each provider have control

over its slice to deliver the service as needed.

Based on the works mentioned above, in [4] we used SDN to refactor an IoT

middleware designed to enable health monitoring of patients with chronic illnesses

in their own homes [21]. In an environment empowered with SDN, we are able to

provide a wider view of a sensed environment. In [22], IoT is defined as a digital

representation of the physical realm built from data collected by devices enabled

to sense the environment they are in. Although off-the-self sensing devices usually

employ a vertical communication called silos [23–25], in this case retrieved data are

sent to proprietary servers and cannot be retrieved directly from devices. OpenFlow

provides resources by which one can build a representation of an environment based

on the communication of all connected devices in a home network. SDN also benefits

IoT in network orchestration and management. The following subsections present our

approach to achieve our goals in IoT environments through SDN.

4.1 Architecture and Workflow

The architecture depicted in Fig. 2 is split into three layers: the access points, the

controller called Derailleur, and the application called ThingsFlow. APs act as Open-

Flow switches forwarding packets according to the flow entries received. Derailleur

controller listens to AP connections; when an AP establishes a connection, Derailleur

uses OpenFlow messages to retrieve information from the AP to build an abstraction

as a switch object. Each AP may be identified and accessed individually. Derailleur

owns and manages switches objects that are created or destroyed reflecting APs sta-

tus. The controller triggers events to be handled by the application when APs con-

nect, disconnect, or send OpenFlow messages. ThingsFlow is the application where

network intelligence is implemented. Each AP may provide a different set of ser-

vices, so ThingsFlow installs in a given AP only the flow tables of services that AP

provides. The ThingsFlow also collects counters from APs and make it available to

the services, thus to be used for different purposes, for example, management and

services features.
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Fig. 2 Architecture overview and components roles [4]

4.2 Implementation Details

APs run OpenWRT firmware, a Linux-based operating system for embedded devices,

built containing the virtual switch Open vSwitch which provides OpenFlow capabil-

ities to APs. APs can be replaced by any other hardware and operating system able

to run Open vSwitch.

The Derailleur controller was developed in C++ using libfluid [26], the winner of

Open Networking Foundation OpenFlow Driver Competition. libfluid is composed

of two libraries: libfluid_base, that provides server features such as listening loop

and events handling; and libfluid_msg, that provides mechanisms to build and parse

OpenFlow messages.

ThingsFlow was developed inheriting an abstract application class provided by

Derailleur. Through the abstract application class, the controller shares and provides

access to the switches objects to ThingsFlow.

5 SND-based Healthcare

To demonstrate the benefits achieved employing our SDN-based approach in a smart

environment, we use the same health monitoring example that we were working

when we designed the previous middleware, in the REMOA
1

project. REMOA is a

1Rede Cidadã deMonitoramento do Ambiente Baseado no Conceito de Internet das Coisas (Citizen

Network for Environment Monitoring Based on the Concept of Internet of Things).
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project that targets home solutions for care/telemonitoring of patients with chronic

illnesses. The project also encompasses the design and implementation of a mid-

dleware to address issues found in monitoring devices used in the project, enabling

interoperability and security needed in the context of IoT for healthcare. The issues

addressed are the following:

∙ Interoperability: used devices do not reply requests; they just send the data they

read to vendor servers employing proprietary standards to communicate, what

characterizes a silo. Settings, such as destination server or protocols to be used

when transmitting data, cannot be changed.

∙ Security and privacy: data transmission is neither encrypted nor authenticated.

∙ Management: traditional management mechanisms, such as those based on ICMP

or SNMP, cannot be used because of the sleeping scheduled mechanism employed

by devices to save battery.

∙ Data structure: proprietary standards are also used to structure the data sent. It

forces every data received to be parsed according to vendor standards. Usually ven-

dors of devices designed for end-users do not provide the documentation required

for parsing. The scheme used to parse the messages results from the analysis of

the communication of the devices.

Fig. 3 Comparison between digital representations of the same environment with and without

using OpenFlow counters. a Environment sensed by monitoring devices. b Environment sensed

using all connected devices

Figure 3 illustrates two different views of the same environment at the same

moment. The hypertensive patient has fallen asleep while was watching TV; the

patient is late with blood pressure measurement. Movements of patient are not cap-

tured by presence sensor because do no exceed thresholds. The left side illustrates
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the view provided by the REMOA middleware, where digital representation of the

environment is based only on data provided bymonitoring devices. The right side

illustrates a view built combining data from monitoring devices and all other devices

transmitting at that moment.

Monitoring based on health devices and presence sensor would trigger an emer-

gence event if data from OpenFlow counters were not taken into account. The view

illustrated in the right side of the figure is built using OpenFlow counters from flow
entries installed on APs to forward traffic of devices used in the house of the mon-

itored patient. These counters allow monitoring staff to know that the patient is not

alone because a smartphone and a notebook belonging to one of the residents are in

use at that moment. It is also possible to know that the TV is on. Monitoring staff

can suppose that the patient is watching TV, making short movements and forgetting

to do measurement. The action to be taken could be a phone call to remember the

patient about the missing measurements.

In [21], the management of health monitoring devices was based in SNMP. Infor-

mation about devices communication were stored in a Management Information

Base (MIB) in the AP by a middleware module. In the SDN-based approach, this

information is provided by OpenFlow counters, collected from APs by ThingsFlow,

that makes counters available to the service provider that implements management

mechanisms suitable for each monitoring device. Counters are combined with other

data sources, such as the battery level transmitted by monitoring devices along col-

lected data. Another important benefit achieved is the scalability regarding deploy-

ment of APs and monitoring devices. The configuration of the network behavior

in the patient’s residence is completely automated by OpenFlow; ThingsFlow pro-

vides the suitable flow entries for each AP. Through the orchestration of the network

provided by SDN the network complexity was moved from APs to remote servers

allowing developers to use of any development resources available in services fea-

tures development instead of getting limited by hardware and system constraints of

the APs. OpenFlow also rewrites packets headers to prevent health data of patients

from being sent to proprietary serves; those packets are so forwarded to the moni-

toring server where patient data are processed.

6 Final Considerations

Designing a network solution for an smart environment is not an easy task because

of the different demands of the smart devices. Solutions are usually based on local

gateways that not only are in charge of related communication tasks but also must

provide security, compatibility, and network management. To keep a gateway-based

solution simple and less expensive, it is necessary to use an approach that enables

the flexibility and functionality demanded, without high complexity and cost. In this

sense, transferring more complex functions to a remote server and leaving the gate-

way to take care of only the task of switching and routing is the proposed solution

presented in this paper.
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Moving network control to the application level empowers a low cost network

with capabilities usually not available in the gateway hardware. By using SDN, net-

work administrators are neither dependent nor limited to the features provided by

gateway vendors anymore. New features can be developed using high level abstrac-

tion programming languages and management solutions can be combined with con-

trol applications to improve network intelligence and automation.

The environment presented in this work provides health care service at home level

to patients with chronic illness, but can also be used in other smart city environments

as well. This work demonstrated how SDN can be used to build a wider view of

an smart environment combining data from sensing devices with counters of net-

work communication of all connected devices. SDN is also a good choice for smart

environments because it enables the development of more appropriate management

mechanisms and improves flexibility in network orchestration to fit the diversity of

smart devices. As future work, we will deploy more complex scenarios with a wider

range of services, aiming to exploit deeper SDN resources and its benefits for this

kind of environment.
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Automated Network Resilience Optimization
Using Computational Intelligence Methods

Vitor Pereira, Miguel Rocha and Pedro Sousa

Abstract This paper presents an automated optimization framework able to pro-

vide network administrators with resilient routing configurations for link-state pro-

tocols, such as OSPF or IS-IS. In order to deal with the formulated NP-hard opti-

mization problems, the devised framework is underpinned by the use of computa-

tional intelligence optimization engines, such as Multi-objective Evolutionary Algo-

rithms (MOEAs). With the objective of demonstrating the framework capabilities,

two illustrative Traffic Engineering methods are described, allowing to attain routing

configurations robust to changes in the traffic demands and maintaining the network

stable even in the presence of link failure events. The presented illustrative results

clearly corroborate the usefulness of the proposed automated framework along with

the devised optimization methods.

1 Introduction

Nowadays, IP based network infrastructures have to support a myriad of applications

and services generating high volumes of traffic and many of them with strict oper-

ational and availability requirements. In this perspective, actual network infrastruc-

tures should present high levels of resilience in order to correctly behave under a

wide set of operational conditions [6]. As is well known, routing protocols are key

elements of IP converged networks, thus having a major influence in the operational

conditions of such communication infrastructures. In this specific field, link-state
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approaches such as Intermediate System to Intermediate System (IS-IS) or Open

Shortest Path First (OSPF) [7] protocols are very popular, being often used by Inter-

net Service Providers (ISPs) administrators to deliver connectivity between all net-

work equipment.

The area of Traffic Engineering (TE) usually deals with performance evaluation

and performance optimization of operational IP networks. In particular, relevant

research in this area focused on the objective of achieving an efficient traffic dis-

tribution in the networking infrastructure, taking into account the expected traffic

demands (e.g. [1, 2]). This translates to a NP-hard optimization problem that seeks

to find a set of routing weights that are able to optimize the congestion levels of

the network, considering the aggregated traffic demands specified for each source-

destination pair (usually expressed by traffic matrices [8]). The use of computational

intelligence methods to solve this TE related problem has presented encouraging

results, namely with the use of Evolutionary Algorithms to solve congestion based

formulations, or other variants involving multi-constrained optimization approaches

(e.g. [3–5]).

Considering the above mentioned, this work aims to foster this research field by

presenting a contribution specifically focused on devising mechanisms able to pro-

vide resilient aware routing configurations, using now Multi-objective Evolutionary

Algorithms (MOEAs) as the optimization engines. As result, this paper presents an

automated and intelligent optimization framework assisting network administrators

in the configuration of resilient network infrastructures, providing them with a set

of configuration alternatives expressing distinct trade-offs between the considered

objectives. In order to illustrate the capabilities of the devised solution two opti-

mization methods are presented being able to provide resilient routing configurations

capable to deal with multiple demand matrices and with possible link failure events

that may occur in the network infra-structure.

The paper proceeds with Sect. 2 which describes an optimization framework for

routing configurations, the adopted mathematical formulation and the used multi-

objective optimization engines; Sect. 3 presents an optimization method assuring the

correct network behavior for multiple demand matrices assumptions; Sect. 4 focus on

a resilient mechanism providing adequate configurations even in the case of network

link failures; Sect. 5 presents the conclusions.

2 A Computational Intelligence Aware Optimization
Framework

Figure 1 provides a high level description of the devised optimization framework and

its main components. The framework has two main core components: the routing

simulator and the computational intelligence optimization module. In a simplified

perspective, the former computes shortest paths in the same manner as the link-state

OSPF protocol (using the Dijkstra algorithm [10]) and distributes the traffic aggre-
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Fig. 1 High level description of the computational intelligence optimization framework

gates along the network links. The latter is responsible for performing complex rout-

ing configuration optimization tasks. This module integrates two Multi-Objective

Evolutionary Algorithms (MOEAs), the NSGA-II [13] and the SPEA2 [12], pro-

vided by a Java-based library entitled JEColi [11]. Such computational intelligence

engines, along with the optimization approaches discussed along this paper will be

publicly available in a new release of the NetOpt tool (http://darwin.di.uminho.pt/

netopt).

As also depicted in Fig. 1, the framework receives a description of the network

topology to be optimized, along with the traffic matrix representing the estimated

traffic traversing the network [9]. Furthermore, and in the context of one of the meth-

ods proposed in this work, network failure related inputs might also be provided to

the framework. Additional input parameters tuning the MOEAs operation during the

optimization processes are also allowed to be configured by the user. As output, the

framework provides the network administrator with near-optimal routing configu-

rations for the addressed optimization problem(s). More technical details about the

configuration outputs provided by the framework are discussed in Sect. 2.2.

2.1 Mathematical Formulation

The resilience aware methods proposed in this work aim to attain an efficient distri-

bution of the traffic aggregates in the links of the network domain avoiding, as much

as possible, the existence of congested links. The framework represents the network

topology as a direct graph G (N,A), with N representing a set of nodes (network

routers), and A representing a set of arcs (network links), with a capacity of ca for

each a ∈ A.

For a specific routing configuration, and considering the given traffic matrix, f (s,t)a
expresses the amount of traffic routed over the arc a having source s and destination t.
Thus, the utilization of an arc a can be defined as in Eq. (1) with 𝓁a being the sum

of all flows f (s,t)a that travel over it. Considering the utilization degree of an arc we

http://darwin.di.uminho.pt/netopt
http://darwin.di.uminho.pt/netopt
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adopt the cost function,𝛷a, proposed by Fortz and Thorup [14] and which derivate is

presented by Eq. (2), as a linear cost function which penalizes high congested links.

ua =
𝓁a
ca

(1)

𝛷

′
a =

⎧
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎩

1 for 0 ≤ ua <

1
3

3 for 1
3 ≤ ua <

2
3

10 for 2
3 ≤ ua <

9
10

70 for 9
10 ≤ ua < 1

500 for 1 ≤ ua <

11
10

5000 for ua ≥
11
10

(2)

𝛷 =
∑

a∈A
𝛷a (3)

Given this formulation, a possible optimization objective consists in distributing

traffic demands in the network in order to minimize the sum of all costs, as expressed

by Eq. (3). A normalized congestion measure, 𝛷
∗
, is also defined in order to enable

results comparison between distinct topologies. It is important to note that when 𝛷

∗

equals 1, all loads are below 1∕3 of the link capacity, while when all arcs are exactly

full the value of 𝛷
∗

is 10 2/3. In the results presentation, this value is considered as

a threshold that bounds the acceptable working region of the network.

The resilient aware methods proposed in this work deal with multi-objective opti-

mization problems, which means that they target the simultaneous minimization of

several 𝛷
∗

functions under distinct operational conditions. More details regarding

such approaches are given in Sects. 3 and 4.

2.2 Multi-objective Optimization

Since the mid-1980s, MOEAs are being used to solve several multiple-criterion

problems, being one of the most competitive approaches in this field [15]. The

MOEAs integrated in the devised optimization framework are two popular algo-

rithms, the SPEA2 and the NSGA-II, widely accepted as two of the algorithms with

best performance.

In the used MOEAs each individual encodes a routing solution as a vector of

integer values, where each value (gene) corresponds to the weight of a link (arc) in

the network, and therefore the size of the individual equals the number of links in

the network. Although OSPF link weights are integers valued from 1 to 65535, only

values in range [1; 20] were considered, allowing to reduce the search space and,
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Fig. 2 Conceptual view of

the solutions (pareto front)
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simultaneously, increasing the probability of finding equal cost multipaths which

benefits effective bandwidth use by load-balancing traffic over multiple paths. The

individuals that populate the initial populations were randomly generated, with arc

weights taken from a uniform distribution within the reduced range. The MOEAs

resort to the following reproduction operators for solutions combination and genetic

diversity: (i) Random mutation, replaces a given gene by a random value, within the

allowed range; (ii) Incremental/decremental mutation, replaces a given gene by the

next or by the previous integer value, with equal probabilities, within the allowed

range and (iii) Uniform crossover, this operator works by taking two parents as input

and generating two offspring. For each position in the genome, a binary variable is

randomly generated: if its value is 1, the first offspring takes the gene from the first

parent in that position, while the second offspring takes the gene from the second

parent; if the random value is 0, the roles of the parents are reversed.

MOEAs are appropriate to deal with the multi-objective nature of the optimiza-

tion problems discussed in the following sections. In fact, MOEAs return a set of

solutions with distinct trade-offs between the considered objectives, allowing the

network administrator decide which solution to implement. This is illustrated in

Fig. 2, which provides a simplified view of the framework optimization outputs for a

generic multi-objective problem involving the minimization of two objective func-

tions. As observed in Fig. 2, the framework computes a Pareto front (i.e. a set of non-

dominated
1

solutions) containing a distributed set of solutions covering the whole

set of possible trade-offs between the optimization aims of the addressed problem.

The administrator is then allowed to selected the most adequate solution according

with the desired tradeoff. In this case, each one of the Pareto front solutions (i.e.

each black filled dot represented in Fig. 2) represents a set of routing weights to be

configured in the network.

1
When a solution is dominated by another one, it means that it is worse than the second in at least

one of the objectives and it is not better in none.



490 V. Pereira et al.

3 Optimization Methods—Demand Matrices

The functional conditions of a network environment are not static, they rather change

over time. Traffic volume and behavior, for example, suffer alterations over par-

ticular periods. Although some of the fluctuations on traffic can be unpredictable,

others, such as global variations over specific periods of time (e.g. night and day

variability) can be foreseen and translated into distinct traffic demands estimations.

Those estimations, represented in the form of matrices, frequently have uncorrelated

source-destination individual entries or different overall levels of traffic. Traditional

TE methods are not well suited to address those variations, as they usually assume

fixed traffic volumes between each source-destination pair. A routing configuration

may be appropriate to warrant a good performance of the network regarding a spe-

cific traffic estimation, but can fail in respect to another. Finding a configuration

that is adequate for both can be addressed as a multi-objective problem (MOP) that

summarizes as follows.

For a given network topology and two traffic demand matrices, the cost func-

tion 𝛷

∗
is used to define two functions, 𝛷

∗
1 and 𝛷

∗
2 , that evaluate the congestion of

the network associated to each of the traffic demand matrices respectively. The aim

consists in finding a weights configuration (w) that simultaneously minimizes both

objectives, 𝛷
∗
1 and 𝛷

∗
2 .

To evaluate this mutli-objective (MO) approach, three synthetic network topolo-

gies were used, with different sizes (30 and 50 nodes) and distinct average in/out

degree of each node (2 and 4). For each of these topologies, a set of traffic demands

matrices Di were randomly generated with different levels of traffic amount. The i
variable reflects the expected mean of congestion on all links of the network and

takes values in (0.3, 0.4, 0.5). The correlation between two matrices in the same

scenario is also kept under control with an approximated value r = 0.5. For compar-

ison purposes, two traditional and commonly used weights configuration schemes

are included in the presented results: Unit (unitary weights are assigned to each

link) and InvCap (with weight inversely proportional to the link capacity). Further-

more, to highlight the benefits of the MO approach, two single-objective optimiza-

tions, that solely minimize one of the two objectives, are also included. The single-

objective optimizations were performed resorting to a Single-objective EA (SOEA),

while NSGA-II was used on MO optimizations. The obtained results are presented

in Table 1. Values above the threshold of acceptable congestion on the network are

identified with a grey filled background, meaning that in such cases the network

was unable to accommodate the considered traffic demands. The results for the case

regarding the optimization for two D0.4 traffic matrices on the 304 and 502 networks

are not presented as all values were above the threshold of acceptable congestion

cost.

The results show that, in most cases, by resorting to multi-objective optimization,

it is possible to obtain a routing configuration that enables the network to perform

well even if two disruptive traffic demands matrices need to be considered. Since

the MO optimization provides a set of equally good solutions with distinct trade-offs
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Fig. 3 Pareto front for two

demands optimization.

(Scenario: Topology 502 and
two traffic demands D0.3)
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between the objectives, as can be seen in the non-dominated solution set representa-

tion in Fig. 3, the results presented in Table 1 are the solutions where both objectives

are just as important. Nevertheless, it would be possible for a network administrator

to choose from the Pareto solution set a configuration that more accurately reflects

its needs. Also presented in Table 1, are the congestion values provided by the tra-

ditional configuration schemes, Unit and InvCap, where they totally fail to warrant

a good performance level for heterogeneous traffic demands. When the two traffic

matrices are divergent, single objective optimizations are also often unable to deliver

suitable solutions. Although they provide a good level of congestion for the opti-

mized objective, they do not grant the same level of performance for the other, being

the network unable to accommodate the traffic for the unconsidered demand matrix.

For most of the cases, the MO optimization algorithm was the only one capable to

achieve weights configurations that enable a satisfactory network behavior for the

two demands matrices by concurrently minimizing both objectives. Another impor-

tant aspect of MOEA is that the optimization mechanisms included in the algorithms,

such as the NSGA-II algorithm, allow to attain better congestion levels even in the

scope of a single traffic demand matrix weights optimization. This can be observed in

the 302 topology scenario, with demands level 0.3, where the MO optimization pro-

vides a better ranked solution in both objectives. This is mainly due to the diversity

of solutions kept within the population during the optimization process.

4 Optimization Methods—Link Failures

Other types of events, which have severe impact in the network performance, can also

successfully be tackled by MO optimization. When a link fails, the network traffic,

that previously flowed through it, is shifted to other shortest paths which have mean-

while been recalculated by the routing protocol. This relocation of traffic can lead to
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Fig. 4 Pareto front for link

failure optimization.
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congestion in some parts of the network, and undermine its performance. Although

it is not possible to predict such events, a network administrator can identify which

link failure can cause for some reason (e.g. link capacity, network architecture, failure

probability, etc.) a significant impact on the network functional conditions. It would

therefore be adequate to protect this link against such event, whilst ensuring the con-

tinuity of an acceptable congestion level on the network. This new MO problem, that

aims to minimize the network congestion before and after the failure of a single link,

can be defined as follows. For a given network topology, a traffic demand matrix and

a previously selected topology link, the target consists in finding a set of weights (w)
that minimize simultaneously the objective functions 𝛷

∗
n and 𝛷

∗
n−1, which, respec-

tively, assess the congestion cost of the network in a normal state (n), and when the

selected link fails (n − 1).
The optimization results for the link failure MO problem are shown in Table 2,

and, as above, congestion costs obtained by applying traditional weights configu-

rations schemes (Unit and InvCap) and a single objective optimization were also

included for comparison. Again, the included MO results are those where the solu-

tions give equal importance to both objectives. The considered single objective opti-

mization only minimizes the congestion for the network normal state, as it would

make no sense to optimize the congestion considering only the failing state, disre-

garding the performance of the network before a link failure that may never take

place. In the experiments, the link that belongs to the largest number of shortest

paths, when a InvCap weights configuration is applied, was used as criteria to select

the failing link. The NetOpt framework, however, offers a broader set of selection

criteria, such as the link with higher load or the link whose failure has the greatest

impact on the network congestion cost.

Within this set of experiments, the MOEA was also the algorithm that showed

the best overall results. Even in cases where the threshold is surpassed, such as in

the 502 topology experiments with demands level 0.4, the MOEA offers a solution

set that can assure a near acceptable congestion performance, where all other meth-
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Table 2 Link failure congestion optimization (minimum values)

Algorithm Demands 302 304 502
𝛷

∗
n 𝛷

∗
n−1 𝛷

∗
n 𝛷

∗
n−1 𝛷

∗
n 𝛷

∗
n−1

Unit 0.3 130.68 165.30 198.96 234.23 339.96 373.56

InvCap 15.60 88.13 323.76 269.23 437.70 565.62

Single (n) 1.56 30.89 2.00 58.65 1.98 18.09

Multi-obj 1.44 1.48 2.30 2.25 1.77 1.78

Unit 0.4 160.95 165.30 426.75 499.26 339.96 478.33

InvCap 108.28 271.60 717.95 723.39 812.00 919.68

Single (n) 2.03 94.68 7.88 107.13 19.63 97.77

Multi-obj 1.75 1.80 18.66 10.13 11.52 11.49

ods clearly failed. A Pareto front of the solutions provided by the MOEA, for the

304 topology with D0.3 demands specific case, is shown in Fig. 4, and illustrates the

broad choice of solutions available to the administrator. It is important to remark that

small penalties on the congestion cost for the network in its normal state are entirely

justified by the gain on the failing state congestion, when the MO optimization algo-

rithm is used. This can be observed in particular by comparing some single objective

optimization results with those provided by the MOEA.

As an example of a possible choice given to an administrator, in the experiments

with the network topology 304 and demands D0.4, the congestion cost value pair

(18.66, 10.13) is presented in Table 2 as a representative result. There are, nonethe-

less, other options such as the cost value pair (9.22, 34.29) that keeps the congestion

on the normal state under the acceptable threshold, but, although better than those

provided by the other algorithms, with a worst congestion in a failed state. An admin-

istrator should choose which is the most adequate. The NetOpt framework, for that

matter, provides a set of tools that can help the decision making, with several infor-

mations regarding individual links usage within each weights configuration solution.

Nevertheless, the results obtained in all the demand instances and topologies clearly

indicate the obvious advantages for an administrators to resort to this preventive

multi-objective link failure optimization method.

5 Conclusions

This paper presented an optimization framework for routing configurations based

on computational intelligence methods. In particular, Multi-objective Evolutionary

Algorithms are used to solve complex optimization problems pursuing near-optimal

network configurations able to improve the resilience levels of network infrastruc-

tures. As a proof-of-concept two illustrative TE methods were described along with

illustrative optimization results. The first method allows to achieve network rout-

ing configurations that are robust to changes in the traffic demands traversing the

infrastructure, which are expressed by traffic matrices. The second proposed mech-



Automated Network Resilience Optimization . . . 495

anism ensures that the network continues to operate with an appropriate level of

quality even in the presence of fault situations of certain infrastructure links. In

both cases, the network operator is able to select a specific solution, from a com-

puted Pareto front, representing the most appropriate trade-off between the consid-

ered objectives.

The presented optimization results clearly corroborate the effectiveness of the

used optimization engines on solving complex network optimization problems. Thus,

the devised optimization framework is a valuable tool for network administrator

allowing for automated optimization processes of network resilience levels.
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An Automated Framework for the
Management of P2P Traffic in ISP
Infrastructures

Pedro Sousa

Abstract Peer-to-Peer (P2P) is nowadays a widely used paradigm underpinning the

deployment of several Internet services and applications. However, the management

of P2P traffic aggregates is not an easy task for Internet Service Providers (ISPs). In

this perspective, and considering an expectable proliferation in the use of such appli-

cations, future networks require the development of smart mechanisms fostering an

easier coexistence between P2P applications and ISP infrastructures. This paper aims

to contribute for such research efforts presenting a framework incorporating useful

mechanisms to be activated by network administrators, being also able to operate as

an automated management tool dealing with P2P traffic aggregates.

1 Introduction

P2P overlay networks [1] are becoming omnipresent in current networking infrastruc-

tures and it is expected that many future Internet applications may increasingly rely

on this network communication paradigm. However, some P2P applications, as Bit-

Torrent [2], are responsible by a relevant portion of the Internet traffic [3] and their

behavior is many times unpredictable, generating high volumes of traffic traversing

network infrastructures and leading to coexistence problems with ISPs. As a conse-

quence, several efforts have been made in order to attain ISP-friendly P2P solutions

(e.g. [4, 5]). Aligned with such efforts there is also the need for efficient and auto-

mated management mechanisms allowing ISP administrators to better deal with P2P

traffic aggregates in their infrastructures, in place of being only restricted to use tra-

ditional bandwidth throttling mechanisms [6].

In this context, this work presents the rationale of an automated framework able

to contribute for a better coexistence between ISPs and P2P applications. The frame-

work is sustained by a BitTorrent-like collaborative P2P system integrating config-

urable P2P trackers also with the ability to exchange valuable information with the
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ISP level (as also proposed by other works, e.g. [7]). Based on the devised framework

some illustrative capabilities are described, focusing on some methods that can be

useful from the ISP point of view, namely: the capability to estimate the traffic impact

that a given P2P swarm will have on the ISP infrastructure; the ISP ability to divert

P2P traffic from specific network components of the network topology; the inclusion

of mechanisms allowing for P2P service quality differentiation. With the proposed

solution, network administrators may explicitly trigger the described mechanisms

whenever required, or use the framework as an automated tool to implement specific

policies controlling the P2P traffic aggregates in the ISP domain.

Section 2 presents the rationale of the proposed framework and Sect. 3 explains

some of the supported methods. The simulation platform is described in Sect. 4 along

with illustrative results. Finally, Sect. 5 concludes the paper.

2 Framework Architecture

Figure 1 presents the main components of the devised framework: (i) illustrative net-

work management and optimization tasks usually required to manage and improve

the ISP infrastructures; (ii) the ISP infrastructure integrating several links and routers,

some of which providing access to ISP end-users/customers; (iii) the P2P tracker

internal components. The framework assumes the scenario where P2P applications

and the ISP assume collaborative behaviors. Furthermore, the framework assumes
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Fig. 1 High level description of the P2P management framework and associated components
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the specific case of BitTorrent [2, 8] like applications, here with the tracker being

the unique entity able to provide peering information, returning for this purpose a

random sample of peers participating in the swarm to contacting peers. As depicted

in Fig. 1 the ability to manage P2P traffic aggregates in a given infrastructure has also

some relevance for other management/optimization tasks (e.g. traffic matrices esti-

mation [9], routing optimization [10], QoS provisioning, etc.). The proposed frame-

work assumes the existence of a P2P traffic management module (which may assume

an automated behavior or be directly controlled by an administrator) able to interact

with a configurable P2P tracker(s) (e.g. [11]) controlling the P2P swarm(s) behav-

ior. The internal modules of the configurable P2P tracker are also depicted in Fig. 1,

where several mechanisms are available to be activated/programmed by the P2P traf-

fic management module (using the tracker management interface).

The devised framework assumes a collaborative perspective between the ISP and

P2P levels. This is materialized by the existence of network level ISP collaborative

services able to interact with the P2P tracker (using the tracker external interface),

as depicted in Fig. 1. Using this interface the P2P tracker is able to access several

network level information useful in the context of some specific tracker configura-

tions (e.g. network topology, routing paths, network location of specific peers, etc.).

As a reward for assuming a collaborative perspective the traffic generated by P2P

applications using the proposed framework are positively discriminated by the ISP.

3 Examples of Methods Supported by the P2P Tracker

3.1 P2P Impact Estimation

This mechanism allows the P2P tracker to inform the P2P Traffic Management mod-

ule (or the administrator) about the traffic impact that a given pre-scheduled P2P

swarm, involving a considerable number of peers, will have in the network links of

the ISP. Based on this feedback, and depending on the particular objectives in place,

the ISP is able to influence the P2P swarm composition in order to protect specific

elements from the underlying infrastructure (method described in Sect. 3.2).

The behavior of a P2P system as the assumed here is influenced by a large num-

ber of factors, as network level factors (e.g. network topology, peers locations, net-

work paths, etc.) and data transfer protocol level factors (e.g. rules used by peers

to exchange data pieces, etc.). Such large number of factors affecting the P2P over-

lay, along with the fact that some of those are extremely hard to foresee, make very

difficult to define a highly accurate model to estimate the P2P traffic impact. The

presented method centers the estimation efforts on the particular case of large Bit-

Torrent P2P swarms and focus on specific network level factors that have major influ-

ence on the P2P traffic distribution. To evaluate the P2P traffic impact on the network

links the P2P tracker models the network ISP infrastructure as a graph G = (N,L).
Furthermore, the tracker will receive from ISP level collaborating services other
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Table 1 Syntax of the symbols used to compute the P2P link impact values

Symbols Description

G = (N,L) Graph expressing a network infrastructure (e.g. an ISP)

L Set of network links of the ISP

N Set of network nodes/routers of the ISP

A Set of end-user areas where peers are located (each area is denoted by

the corresponding network router, a, with a ∈ A and A ⊆ N)

pathsi,j Number of shortest paths between end-user areas i and j
pathsi,j(l) Number of shortest paths between end-user areas i and j that include

link l
lifi,j(l) Link inclusion factor for link l considering areas i, j, with

lifi,j(l) =
pathsi,j(l)
pathsi,j

wi,j Ratio between the number of peers involved in possible peering

adjacencies involving areas i, j and the number of peers involved in

possible adjacencies involving all areas

pi←j Factor denoting how close are areas j and i, with pi←j ∈ [0, 1] and∑
j∈A,j≠i pi←j = 1

associated information, such as: network peers location (peers are located on end-

users areas), network topology, routing information, etc. In a simplified perspective,

the model extends and adapts to this P2P approach the concept of betweenness cen-

trality that is one of several graph measures [12, 13]. The model integrates several

factors used to estimate the P2P traffic impact in the network links (see Table 1 for

a detailed description of the used mathematical symbols): (i) a link inclusion factor,

lifi,j(l) ∈ [0, 1], is evaluated for each link l ∈ L considering all the available end-

user areas pairs. If all the available shortest paths between areas i, j include link l then

lifi,j(l) = 1; (ii) a weighting factor, wi,j, dealing with unbalanced distribution of peers

in the network, increasing the importance of shortest paths connecting areas involv-

ing higher number of peers; (iii) a preference value, pi←j, favoring near end-user

areas pairs, as BitTorrent peers often have a higher probability to establish peering

adjacencies with nearest peers in the network favoring TCP connections with lower

RTTs. Equation 1 presents the devised normalized P2P impact metric (IP2P) for each

link l (which assigns impact values in the interval [0, 1]). This method is used by the

tracker to inform the P2P Traffic Management module (of Fig. 1) about the estimated

impact, where links that are assigned with higher IP2P(l) values are expected to be

traversed by higher volumes of P2P traffic.

IP2P(l) =
∑

i,j∈A, i≠j
[(|A| − 1) ⋅ pi←j] ⋅ lifi,j(l) ⋅ wi,j l ∈ L (1)
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3.2 ISP-controlled P2P Swarms

The framework also allows the ISP to influence the P2P swarms operation. The

methods might be triggered by the administrator or integrate an automated approach

programmed in the P2P Traffic Management module, e.g. allowing to react to the

traffic impact values provided by the tracker or other events. Figure 2 depicts some

supported methods: link/router protection, the tracker is informed that a given net-

work link/router equipment should be protected from P2P traffic; overlay minimiza-
tion, the tracker should minimize the number of routers/links traversed by P2P traffic.

As depicted in Fig. 2, the P2P tracker computes the best peer sample to be returned to

a given peer based on: the activated method imposing a given selection criteria, the

contacting peer id, the available peers of a swarm and the collaborative information

provided by the network level. Algorithm 1 presents a pseudo-code of the router pro-
tection method that can be activated by the P2P Traffic Management module or the

administrator. The algorithm assumes a Ps set with all end-user areas pairs having

swarm s peers (line 2). Each pair (ai, aj) indicates that peers from area i may receive

peer samples with peers from area j. Next, the set J is defined to contain all links

that are connected the router n that the ISP wants to protect (line 3). For each link

in J an auxiliary set Z is defined containing area pairs connected by network paths

traversing such link (i.e. lifi,j(l) > 0, line 5). Next, it is verified if each area pair of Z
can be removed from Ps in order to avoid that such P2P traffic aggregates between

the areas traverses router n. The pair (ai, aj) is only removed (line 8) if the swarm

does not get partitioned, i.e. possible connections established between peers of areas

i and j are not necessary to guarantee that all peers of the swarm have access to all the

pieces upload by the seeds of the swarm. After all the iterations, Algorithm 1 com-

putes the allowed peering adjacencies that can be formed between swarm s peers,

expressed by the Ps set. If none of Fig. 2 methods is triggered the Ps set will contain

all the available area pairs. Thus, when contacted by a given peer the tracker returns

a random sample (random_peer_sample() in Fig. 2) selected from all the available

peers not violating the restrictions expressed by Ps set.

P2P 
Tracker

Management
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 - link protection

   - router protection
   - overlay minimization
   - other

Peers locations, Routing paths, 
Network Topology, etc.

 Available Swarm Peers
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Fig. 2 High level description of methods of the framework allowing ISP-controlled P2P swarms



502 P. Sousa

Algorithm 1 router_protection (swarm s, router n, data info)
1: {s: swarm identification; n: protected router; info: auxiliary data provided by the network}

2: Ps ← Set with all (ai, aj) area pairs having peers from swarm s, ai, aj ∈ A
3: J ← Set with all links l ∈ L that are connect to router n ∈ N
4: for all l ∈ J do
5: Z ← decreasingly ordered subset of Ps with all (ai, aj) area pairs having lifi,j(l) > 0

{Z is a wi,j ∗ pi←j ordered set}

6: for all (ai, aj) ∈ Z do
7: if swarm_partitioned(s,Ps ⧵ {(ai, aj)}) = FALSE then
8: Ps ← Ps ⧵ {(ai, aj)}
9: end if

10: end for
11: end for
12: update_allowed_pairs(s,Ps)

3.3 Peers Differentiation Strategies

This section addresses the framework capabilities in order to attain the differentiation

of the P2P service offered to the peers. The objective is to enforce the ISP ability to

benefit or penalize a given set of peers participating in a specific P2P swarm.

In this context, two method are defined in the framework allowing that the P2P

tracker benefits or penalizes a given set of peers of a particular swarm (penal-
ize_peers() and benefit_peers(), respectively). These methods are able to be used

in a wide set of scenarios. As merely illustrative examples, the ISP may explicitly

request the P2P tracker to activate such penalizing methods to punish peers which

P2P behavior is contributing to the degradation of the network service quality or,

alternatively, benefit specific peers of the P2P swarm as a reward mechanism for

their past behavior. Independently of their particular use, the methods might be

activated on-the-fly by the network administrator or integrate an automated approach

where the P2P Traffic Management module of Fig. 1 is programmed to automatically

activate such differentiation strategies in the tracker when a given event occur (a spe-

cific network condition event, a specific time period during the day, etc.).

Algorithms 2 and 3 present the pseudo-code of the penalize_peers() and bene-
fit_peers() methods implemented at the tracker. As illustrated in Algorithm 2, the

penalize_peers() method will firstly verify if the contacting peer belongs to the set

of peers that should be penalized. In this case, the adopted strategy is to return to

such peers a peer sample with a reduced number of peers (defined by peer_limit)
and that can only be renewed after a given time (defined by time_limit) as observed

in lines 2,3 of the algorithm. As consequence, such peers will be limited in the aim of

discovering other peers in the swarm, thus experiencing lower service quality levels

comparatively to non penalized peers receiving normal samples (line 9).

Algorithm 3 presents the pseudo-code of a tracker strategy benefiting some peers

of the swarm. Here, benefited peers will form a privileged sub-swarm that will

receive a given incentive which is controlled by the parameter decision_rule (lines

2, 3). The other peers will form a normal swarm with no access to such privileges
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Algorithm 2 penalize_peers(peer p, swarm s)
1: if action(p, s) == PENALIZE then
2: if first_request(p, s) or (current_timer() - last_request_timer(p, s)) ≥ time_limit) then
3: peer_sample ← reduced_peer_sample(s, peer_limit)
4: else
5: peer_sample ← null

6: end if
7: last_request_timer(p, s) ← current_timer()

8: else
9: peer_sample ← random_peer_sample(s)

10: end if
11: update_swarm_info(p, s)
12: return(peer_sample)

Algorithm 3 benefit_peers(peer p, swarm s)
1: if action(p, s) == BENEFIT then
2: peer_sample ← privileged_peer_sample(s)
3: peer_sample ← add_additional_incentives(peer_sample, decision_rule)

4: else
5: peer_sample ← random_peer_sample(s)
6: peer_sample ← exclude_privileged_peers(peer_sample)

7: end if
8: update_swarm_info(p, s)
9: return(peer_sample)

neither to the peers included in the privileged sub-swarm (lines 5, 6). In Sect. 4 exper-

iments the decision rule for the privileged sub-swarm is to include in the peer sample

two seeds with high upload capacity that are hidden from unprivileged peers.

4 Simulation Testbed and Illustrative Results

The main components of the framework were implemented at the ns-2 simulator [14]

(Fig. 3). In order to present some illustrative results the network topology mentioned

in Fig. 3 was used integrating 300 peers distributed along six end-user areas that

participate in a P2P swarm exchanging a 50 MB file. In the presented experiments,

one seed is assumed to exist in end-user area 1. The network uses the minimum

number of hops as the criteria to compute the network routes.

4.1 P2P Impact Estimation

This example assumes the tracker programmed to inform the P2P Management

module about the impact estimation of a given pre-scheduled P2P swarm. Several
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Fig. 3 Modules implemented in ns-2 and a topology with six end-users areas integrating 300 peers.

P2P swarm exchanges a 50 MB file with chunks of 256 KB. Peers have upload/download capacities

of 1 and 8 Mbps and propagation delays of access links vary within [1, 50] ms. The collaborative

scenario assumes 50 Mbps of ISP links reserved for P2P traffic, with propagation delays two times

higher than end users access links. By default, the peer sample returned by the tracker has 25 peer

contacts

scenarios involving distinct peers and seeds distributions along the six end-user areas

were tested. Due to space constraints only a small set of results are presented, but

representative of the mechanism overall performance. Figure 4 presents the compar-

ison between the estimated IP2P(l) metrics
1

and the cumulative traffic values that

traversed the ISP links at the end of the simulation time, considering three distinct

peers distributions (PD) along the six end-user areas. As observed, the P2P impact

metrics follow a similar trend to the traffic aggregates effectively traversing the links,

thus providing a valuable information for network administrators.

4.2 ISP-controlled P2P Swarms

This section presents illustrative results obtained when the P2P Management module

of the ISP (or the administrator) instructs the P2P tracker to protect some elements

of the topology from P2P traffic (mechanism detailed in Algorithm 1).

Figure 5a compares the P2P traffic aggregates that traverses the routers of the ISP

when the P2P tracker behaves in the normal configuration mode (white filled bars)

and when the tracker is configured by the ISP in order to protect the router R11
from the topology of Fig. 3 (black filled bars). As observed in Fig. 5a the P2P tracker

forced that none of the traffic generated by the P2P swarm traversed the router R11

1pi←j was set to 0.4 for nearest areas, the remaining areas were assigned with values of 0.15.
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(a) (b)

(c)

Fig. 4 P2P traffic versus Estimated IP2P(l) values for each ISP link in scenarios with peers

distributions of a PD = (50, 50, 50, 50, 50, 50); b PD = (70, 70, 10, 10, 70, 70); c PD =
(10, 70, 70, 70, 70, 10)

(a) (b)

Fig. 5 P2P traffic traversing each ISP router with the tracker in the normal configuration mode and

a programmed to protect Router 11; b programmed to protect Router 9

of the ISP. A slightly distinct scenario is presented Fig. 5b. Here, the ISP informs

the tracker to try to protected router R9. As in this specific scenario only one seed is

assume to exist in end-user area 1, it is not possible to completely avoid P2P traffic

from traversing allR9 links (otherwise the P2P swarm will become partitioned). Nev-

ertheless, using the logic of Algorithm 1 the P2P tracker achieves a configuration that

allows to substantially reduce the P2P traffic crossing such network element (cumu-

lative amount of P2P traffic traversing R9 is reduced from 7817 MB to 1575 MB, a

decrease of nearly 80 % of P2P traffic traversing the equipment).

4.3 Peers Differentiation Strategies

Figure 6 results were obtained during a time period where the P2P Traffic Manage-

ment module is programmed by the administrator to inform the P2P tracker that when

managing new P2P swarms it should penalize/benefit specific network peers. In the

first scenario, the tracker penalizes three groups of peers in end-user areas 2, 4 and

6 using the mechanism explained in Algorithm 2, returning a reduced peer sample

to those peers (Fig. 6a). In the second scenario the tracker benefit two specific peer
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(a) (b)

Fig. 6 Peers download times with tracker programmed to a penalize peerids in (50, 75), (150, 175)
and (250, 275); b benefit peerids within the intervals (125, 135) and (175, 185)

groups from end-user areas 3 and 4 (Fig. 6b) which form a privileged sub-swarm

having access to high upload capacity seeds that are hidden from the other peers of

the swarm (using the configuration of Algorithm 3). In both cases there is a clear

differentiation in the file download times obtained by distinct peers using the ISP

network infrastructure. This confirms that the ISP was able to induce an effective

P2P service quality differentiation among the selected peers.

5 Conclusions

This paper proposes a P2P management framework based on a BitTorrent-like P2P

collaborative system. The solution integrates useful management methods allowing

ISPs to better manage P2P traffic aggregates in their network infrastructures. Several

illustrative methods were described allowing to automate some important ISP tasks

in the context of P2P traffic aggregates management: (i) the possibility to estimate the

traffic impact that a given pre-scheduled P2P swarm will have on the ISP topology;

(ii) the protection of specific network elements from P2P traffic aggregates and (iii)

the capability of the ISP to influence the P2P service quality obtained by the peers.

The devised framework was implemented and tested resorting to simulation. Sev-

eral examples of the supported methods were presented and corresponding results

discussed, clearly corroborating the feasibility of the proposed mechanisms.
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Abstract Recent advanced intelligent devices enable vehicles to retrieve infor-
mation while they are traveling along a road. The store-carry-and-forward paradigm
has a better performance than traditional communication due to the tolerance to
intermittent connectivity in vehicular networks. Named Data Networking is an
alternative to IP-based networks for data retrieval. On account of most vehicular
applications taking interest in geographic location related information, this paper
propose a Geographical Opportunistic Forwarding Protocol (GOFP) to support
geo-tagged name based information retrieval in Vehicle Named Data Networking
(V-NDN). The proposed protocol adopts the opportunistic forwarding strategy, and
the position of interest and trajectories of vehicles are used in forwarding decision.
Then the ONE simulator is extended to support GOFP and simulation results show
that GOFP has a better performance when compared to other similar protocols in
V-NDN.
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1 Introduction

Recent advanced intelligent devices enable vehicles to retrieve information while
travelling. Message transmitting normally follows multi-hop routing that use
moving vehicles as intermediate nodes. However, efficient routing is challenged by
high mobility of vehicles. To overcome intermittent connectivity, the
store-carry-and-forward paradigm of Delay-Tolerant Networks (DTNs) is proposed,
in which appropriate relay selection is the key problem. On the other hand, Named
Data Networking (NDN) [1] is developed as an effective content-centric model for
information retrieval, in which each node maintains three structures: Forwarding
Information Base (FIB), Pending Interest Table (PIT) and Content Store (CS), to
process Interest Packet (IntPkt) and Data Packet (DatPkt). A node (called con-
sumer) sends out an IntPkt with a name to retrieve desired data. After receiving an
IntPkt, nodes check local CS. If desired data is found, this IntPkt is satisfied and a
DatPkt containing name and data is generated and is transmitted back along IntPkt’s
reverse path to consumer. Otherwise IntPkt is added in PIT and is forwarded based
on FIB until desired data is found or IntPkt TTL expires. Though DTN and NDN
are developed for different purposes, they have some similarities: flexible routing
and network packet storage. Thus, they can be combined to improve data delivery.

Most vehicular applications are interested in location related information.
Though some studies proposed to encode Position of Interest (POI) into data names
to identify data, packet forwarding still adopts broadcasting or location-independent
routing in traditional NDN. Since a node would not store data unless it has cor-
responding pending interest in its PIT [2], IntPkt is hardly to satisfy at any place far
from POI and broadcasting IntPkt results in poor performance. Besides, forwarding
DatPkt to consumer along IntPkt’s reverse paths is impractical in V-NDN because
of dynamic topology. As a possible solution to these problems, this paper presents a
Geographical Opportunistic Forwarding Protocol (GOFP) for V-NDN. To the best
of our knowledge, this work is the first that applies geographic information to
routing named data. The store-carry-and-forward paradigm is supported in GOFP,
and geographic location of POI and the trajectories of vehicles are used to select
better next relay nodes. To evaluate GOFP, the ONE simulator is extended and
simulation results show that GOFP has better performance, when compared to
similar forwarding strategies in V-NDN.

The rest of the paper is organized as follows. Section 2 briefly summarizes
related work in DTN and NDN. The proposed application scenario is discussed in
Sect. 3 and the design of GOFP is described in Sect. 4. Section 5 shows simulation
results and related analysis and Sect. 6 concludes presenting suggestions for future
work.
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2 Related Work

As most vehicular applications need to disseminate information to specific geo-
graphic areas, many geographic routing protocols are available. A position-based
greedy forwarding approach and a repair strategy to choose the next hop are pro-
posed in [3]. Distance based routing protocol [4] selects next hop base on
in-vehicular distance and connectivity duration. Geographical opportunistic routing
[5] and GeoSpray [6] follow the store-carry-and-forward paradigm and minimum
estimated time of delivery is used as a utility function to make routing decisions.
These protocols are designed for the scenario where the destination is stationary and
forward process is one-way, so they do not apply in situation that destination
(consumer) is mobile and communication process is a query-reply mode.

In terms of research about NDN, Grassi et al. [7] applied named data to net-
working running vehicles and described a prototype implementation of V-NDN.
A named data based traffic information dissemination application was developed in
[8], which shows that data names can greatly facilitate the dissemination process.
But using broadcast to propagate packets potentially leads to poor performance.
Furthermore, Kuai et al. evaluated IntPkt broadcast in [9] and indicated that it incurs
to increased loss ratio at high density scenarios in V-NDN. Pesavento et al. in [10]
pointed that most vehicular applications focus on getting POI related information
and proposed an approach to map bi-dimensional geographic areas into a
uni-dimensional naming scheme to identify geographic areas related data. Yu et al.
in [11] proposed a Neighborhood-Aware Interest Forwarding (NAIF) routing
protocol to improve the NDN Forwarding protocol [2]. Instead of indiscriminate
flooding, NAIF selects cooperative nodes to forward IntPkt fractions. Lu et al. [12]
presented a social-tie based content retrieval algorithm, where K-mean clustering
algorithm is used to structure an hierarchical architecture among nodes, but it needs
a process to build the social-ties.

3 Context and Application Scenario

We present the relevant application scenario to help explaining this research work
motivation. Some vehicular applications require information about specific geo-
graphic areas. For instance, the parking application may need to know any available
parking spaces around the vehicle’s destination in order to direct the driver to the
most convenient one. The service platform of parking lots broadcasts information of
parking fees, current capacity and estimated available spots in several hours later.
The vehicles moving near the parking lots can receive the information. We cannot
assume constant connectivity between the vehicles and the service platform because
of sparse vehicle density or high vehicles mobility. There are two potential pro-
cesses in this scenario: (1) Consumer vehicle sends IntPkts with geo-tagged name to
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request the information about POI; (2) Once IntPkt reaches a vehicle carrying
desired data, corresponding DatPkt is generated and is forwarded back to the
moving consumer. GOFP is proposed for both these two processes.

4 GOFP Protocol Design

4.1 Data Naming Scheme and Packets Structure

The application should have a good data naming scheme that lets data providers to
describe what they have and consumers to express what they want. Our data naming
scheme is proposed as: /application/geo-reference/temporal-field/nonce/. The field
application indicates different application-dependent data. The geo-reference pre-
sents ID of POI, which can be converted to geographic coordinate (x, y) by GPS
devices. The temporal-field is represented as start-time/end-time in IntPkt, and is set
as data published time in DatPkt. The start and end time designate the time interval
of desired data, e.g. the user may indicate he want the parking information from 10
AM to 11 AM. If all other fields are matched and published time of data is within
the time interval of IntPkt, IntPkt is satisfied. The nonce is a random number used to
distinguish different data providers.

The proposed structures of IntPkt and DatPkt are shown in Fig. 1. To differ-
entiate IntPkt and DatPkt, the “type” field is reserved. The TTL (Time-To-Live)
defines live time of packets in seconds and packet is discarded once it expires. The
trajectory info indicates the consumer’s trajectory till TTL expires. Outdated items
will be deleted from the trajectory every time the packet is forwarded. DatPkt has
the field content to store data.

4.2 Forwarding Strategies for Interest and Data Packets

Under assumption of equipping vehicles with GPS devices, vehicles can obtain
their current position and future trajectory. GOFP is based on the opportunistic
forwarding, so the most important issue involves the selection of relay nodes. Since

Fig. 1 Structure of interest packet (IntPkt) and data packet (DatPkt)
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it is possible to obtain desired data from carried nodes, IntPkt is just forwarded to
the vicinity of POI to increase satisfied probability, rather than to data provider.
Conversely, DatPkts must be delivered to certain moving consumer. Thus, GOFP
adopts different forwarding strategies for the IntPkt and DatPkt respectively.

4.2.1 Interest Packets Forwarding

To propagate IntPkt close to POI quickly, wireless channel should be used as much
as possible because its transfer speed is faster than moving speed of vehicles.
The GPS equipped vehicle knows its own trajectory and can convert place ID in
IntPkt name to specific geographic position ðxa, yaÞ. Thus, when carrier vehicle
meets a vehicle which is nearer or moves faster toward POI in a future period, the
IntPkt will be forwarded to it. The position of vehicle i at time t is denoted by PiðtÞ
and the time is slotted with customizable interval. The trajectory of the vehicle is
defined as Definition 1.

Definition 1 (Manifestation of Vehicle’s Trajectory) The trajectory of vehicle i is a
sequence of positions in a given time span ½ta, tb�, denoted by

Ti = ⟨ðta,PiðtaÞÞ, ðta+1,Piðta+1ÞÞ, . . . ðta+ k,Piðta+ kÞÞ, . . . ðtb,PiðtbÞÞ⟩

Each vehicle can calculate the nearest distance to ðxa, yaÞ on its trajectory in time
period ðCurrent Time≤ t≤Current Time+ δÞ, where δ is the defined time interval.

The Euclidean distance of two points ðx1, y1Þ and ðx2, y2Þ is calculated by for-
mula (1).

di, j = dððx1, y1Þ, ðx2, y2ÞÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 − x2Þ2 + ðy1 − y2Þ2

q
ð1Þ

Definition 2 (Near Degree to POI): The near degree of vehicle i to POI is defined
as the shortest distance of its trajectory to POI in a given interval δ. It is indicated as
formula (2):

dminði, poiÞ=mindpi,POIðtÞ t∈ ½Current Time≤ t≤Current Time+ δ� ð2Þ

The Near Degree of vehicle i to POI is calculated as shown in Fig. 2. If the
dminði, poiÞ is smaller than communication range, vehicle i can get data from POI
server directly.

The better relay vehicle is the one can potentially satisfy IntPkt earlier, which
means a vehicle is chosen as next relay node if either it holds desired data in their
CS or it will move closer to POI. In GOFP, vehicles announce the cached data name
digest to their neighbors. If there is a neighbor that holds the desired data, the carrier
will forward IntPkt to it. Otherwise, dminði, poiÞ is the metric to select the vehicle
that meets the second condition. When δ is set a proper value, e.g. it is enough to let
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two contacted vehicle passing each other’s current position using current speed,
dminði, poiÞ is able to reflect if vehicle i is moving closer to POI in future period. The
smaller dmin the vehicle has, the closer it is to POI. If no vehicle meets these two
conditions, current vehicle continues to carry IntPkt. The pseudo-code in Fig. 3
presents that vehicle i forwards IntPkt process. The forwarding list indicates sub-
sequent relay node for each IntPkt. If there is desired data in neighbor j’s CS or
vehicle j has smallest near degree dminði, poiÞ for IntPkt pi, an item (pi, j) will be
added into forwarding list. Finally, all IntPkts are transferred based on this for-
warding list.

4.2.2 Data Packets Forwarding

The better relay nodes would route DatPkt from the vehicle where IntPkt is satis-
fied, nearer or quicker to the moving consumer, which means that any vehicle that
either goes closer to, or travels faster near, consumer should be the next carrier.
Two conditions are considered: (1) The proximity of the trajectories of candidate
node and target consumer before DatPkt expires; (2) The instant time when these
two vehicles would travel closest. Unlike IntPkt forwarding, in DatPkt forwarding
we consider the nearest distance between the trajectories of candidate vehicle and

Fig. 2 Calculating the near degree to POI (pseudo-code)

Fig. 3 IntPkt forwarding process (pseudo-code)
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consumer vehicle before DatPkt expires. The consumer’s trajectory in IntPkt
appends in “trajectory info” field of DatPkt when DatPkt is generated.

Definition 3 (Trajectory Nearest Distance dminði, cÞ to moving consumer): The
vehicle i’s trajectory nearest distance to the consumer c before TTL of DatPkt
TTLDatPkt is defined as:

dminði, cÞ=mindpi, pcðtÞ=min
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxpiðtÞ− xpcðtÞÞ2 + ðypiðtÞ− ypcðtÞÞ2

q
t∈ ½Current Time,TTLDatPkt�

ð3Þ

Definition 4 (Nearest Time tnearði, cÞ): The nearest time tnearði, cÞ is defined as the
earliest time when vehicle i and consumer c reach nearest distance dminði, cÞ apart.

dminði, cÞ and tnearði, cÞ are calculated in the same way as dminði,POIÞ, the only
difference is that the consumer’s trajectory is obtained from DatPkt fields, rather
than data name. They serve as metrics to determine next relay node of DatPkt and a
comprehensive metric is defined as Definition 5.

Definition 5 (Comprehensive Nearest Metric dtminði, cÞ): The comprehensive
nearest metric dtminði, cÞ combines the nearest distance and nearest time. It is rep-
resented as formula (4).

dtminði, cÞ= k
dminði, cÞ
Dðnsat, cÞ + ð1− kÞ tnearði, cÞ

TTLDatPkt
ð4Þ

where Dðnsat, cÞ is the constant distance between consumer and the DatPkt provider
vehicle when DatPkt is generated. k is the impact ratio of dminði, cÞ and tnearði, cÞ.
Similar to IntPkt forwarding process, if contacting a vehicle with smaller dtminðk, cÞ
for a DatPkt, vehicle i forward this DatPkt to it, else vehicle i continues to be the
carrier.

4.3 Receiving Process for Interest and Data Packets

The pseudo-code of processing an incoming IntPkt is shown in Fig. 4. Whenever an
IntPkt is received, the node checks local CS. On name matching, the IntPkt is
satisfied and corresponding DatPkt is generated. In case of local CS not containing
desired data, unsatisfied interest is stored in PIT. Only one entry is created in PIT
for the same data name. If there is no entry for this name, a new entry is created and
consumer information from IntPkt is stored in request hosts list that stores all hosts
requesting the same data. Otherwise, consumer information is appended or updated
in the existing PIT entry of this name.
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After receiving a DatPkt, the node check local PIT for corresponding interest. If
current node is subscriber, the interest is satisfied and the data from DatPkt is stored
in repository. If there is a PIT entry for this data, this PIT entry is deleted and the
data is stored in local CS, then DatPkt is sent to each requested hosts respectively.
Otherwise, DatPkt is discarded.

4.4 Validity of Messages

The validity of message is also one of the important issues for GOFP. Firstly, a
retention period is set for the data stored in CS. Its value is application-depended
and indicates the freshness of data. After retention period has elapsed, the data is
useless and will be deleted from CS. Secondly, IntPkt and DatPkt all contain TTL
field: TTL of IntPkt is assigned by consumer to represent the expected latest time to
obtain desired data and TTL of DatPkt is set as the rest of TTL of corresponding
IntPkt. The node monitors the validity of each carried packets and discards the
packet once its TTL expires. Consumer will resend the interest if it never receives
desired data until TTL expires. Finally, each node maintains delivered packets
information it knew. The node will delete any packet that is stored in its bundles
buffer and is announced as delivered by neighbor nodes.

5 Performance Evaluation

To evaluate the performance of GOFP, we extended the Opportunistic Networking
Environment (ONE) [13] simulator to support the proposed forwarding strategy and
compared GOFP with two algorithms: (1) FirstContact [14], an opportunistic
routing algorithm in which carrier vehicle forwards packets to the first contact
vehicle. Like in GOFP, current carrier removes these packets after forwarding;
(2) P-Random [14], another opportunistic routing protocol, which randomly decides

Fig. 4 IntPkt receiving process (pseudo-code)
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whether or not to forward packets to other node by a certain probability and only
one copy of every packet is retained in the network. In simulations, the probability
is set to 0.2. The metrics used to evaluate GOFP for different vehicle densities
include the hops of Interest Packet, the hops of Data Packet, the satisfied delay of
Interest Packet and the delivery delay of Data Packet.

5.1 Simulation Scenario

The deployment scenario of simulation was the map of Helsinki city, Finland.
There are four groups of vehicles: a stationary data provider with zero velocity at
POI, two groups of cars with different velocity whose numbers are varied to con-
struct different traffic density and a tram group with one tram node. The main
simulation parameters are listed in Table 1.

For different traffic densities, the simulation was run 25 times with different
movement random seeds. A vehicle was selected randomly as the consumer in each
simulation and only a single IntPkt was generated at a preset time. Results are
always presented with 90 % confidence interval. Our goal is to just evaluate for-
warding performance, thus the packet size is small and message drops are not
considered.

5.2 Experimental Results

Figure 5a presents the average number of hops of IntPkt resulting in different
algorithms. The value of k has no effect on IntPkt forwarding in GOFP. GOFP

Table 1 The main simulation parameters

Parameter Value

Simulation
time:

21600 s

Deployment
field:

4500 m × 3400 m

Transmission
Range:

Cars: 50 m; Trams: 200 m

Transmission
rate:

Simple Interface: 250 k; High Speed Interface: 10 M

Node Speed
(m/s):

The first group of cars: 2.2–8.34; The second group of cars: 2.7–13.9;
Trams: 10–30

Traffic density: 40, 60, 80, 100, 120
NDN
Parameter:

Interest TTL: 180 min; Trajectory interval: 10 s; Given period δ: 360 s;
Weight factor k: 0.0, 0.5, 1.0

A Geographic Opportunistic Forwarding … 517



outperforms two other algorithms to make the average hops of IntPkt holding
steady under 20 nodes, which decreased respectively up to 85.8 and 69.8 % over
FirstContact and P-Random algorithms whenever vehicles density is low or high.
FirstContact and P-Random algorithms all show a larger number of hops which
increases as vehicles number increases. This is mainly because that it has more
chance to contact and transmit IntPkt to other vehicles in high density situation.
GOFP choose relay vehicle with optimal forwarding metric, thus, the vehicles
density does not influence the average hops of IntPkt. Figure 5b plots the average
hops of DatPkt of different algorithms in varying vehicle destinies. With different
values of k, GOPFs still have lower hops than FirstContact and P-Random. Though
selecting next carrier vehicle at random, P-Random shows better performance than
FirstContact that constantly attempts to forward the packets to first neighbors within
its communication range.

Due to variation of k, GOFP presents different values for the average hops of
DatPkt. When k equals 0, the nearest time metric is only considered to select next
relay node; when k equals 1, only the nearest distance metric is considered; when
k is 0.5, both nearest time and nearest distance are take into account. Figure 5b
shows that smaller hops are required when the nearest distance is used in next
carrier selection (as k = 0.5 or k = 1), while for k = 1, hops are higher. This is
caused by the fact that the vehicle with nearest trajectory distance may carry DatPkt
closer to consumer and potentially reduce the forwarding frequency.

Figure 6a presents the average satisfied delay of IntPkt, taken as the difference
between the instant in time when IntPkt is generated and the instant in time when
IntPkt is satisfied by a vehicle holding desired data. GOFP exhibits a 74–89.1 %
delay improvement over the FirstContact and P-Random algorithms under different
vehicles density. This verifies the effectiveness that the trajectory distance to POI
can indicate if the vehicle is moving towards to POI in next period of time. The
average success delivery delay of DatPkt is presented in Fig. 6b, which describes
the difference from the time instant when the consumer sends out interest to the
time instant when it receives desired data. FirstContact and P-Random present
unstable performance, as their delivery delay depends much on specific situations,

Fig. 5 Average number of Hops of IntPkt and DatPkt in different algorithms

518 X. Liu et al.



which means that they only have better performance when the consumer is in a
relatively near area. As one can see, average delivery delay of GOFP is significantly
lower, no matter how many vehicles are on the road. Though only little differences
between GOFPs with various value of k, it still can be seen in Fig. 7a that the delay
is a little lower if the shortest time is used in next carrier selection (as k = 0 or
k = 0.5). This is mainly due to the vehicle with shortest time being able to forward
packets faster near to the consumer.

Figure 7b shows how GOFP performs under different values of k in the trans-
mission delay which is the difference between the time instant when DatPkt being
sent to the network and the time instant when the consumer receives it. It is obvious
that the higher the vehicles density is, the less delay the GOFPs exhibit. Besides,
when k equals 0 or 1, only shortest time or nearest distance is taken into account to
select next carrier vehicle separately, which is incomplete and has unstable per-
formance, while GOFP with k = 0.5 is better and presents satisfactory performance.

These simulation results show that GOFP has a better performance than those
other two similar routing strategies, both in terms of lowering the average hops and
delay.

Fig. 6 Average satisfied delay of IntPkt and delivery delay of DatPkt (GOPF vs. others)

Fig. 7 Average success delivery delay and transimission delay of DatPkt in GOFP
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6 Conclusions

This paper proposed GOFP, a new Geographic Opportunistic Forwarding strategy
for Vehicle Named Data Networking. Through using geographic position of POI
and vehicles trajectories, the different forwarding strategies are provided for IntPkt
and DatPkt, respectively, in GOFP. The ONE simulator is extended to evaluate
GOFP and the simulation results show that GOFP has better performance and
outperforms other two similar algorithms.

As future work, the interval of vehicles’ trajectory will be evaluated and the
trams with fixed route, in-line with the findings in [15], will be also considered in
message delivery, in order to reduce the amounts of trajectory information in
packets.
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