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Abstract. This paper presents the knowledge discovery process that aims to
improve the forecast quality of the success of new product development projects.
The critical success factors for new product development are identified on the
basis of information acquired from an enterprise system, including the fields of
sales and marketing, research and development, production, and project manage‐
ment. The proposed knowledge discovery process consists of stages such as data
selection from enterprise databases, data preprocessing, data mining, and the use
of the discovered patterns for forecasting new product success. The illustrative
example presents the use of fuzzy neural networks for forecasting net profit from
new products.
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1 Introduction

Popularity of data mining and knowledge discovery is caused by an increasing demand for
tools that help reveal and comprehend information hidden in huge amount of data [1]. Such
data is routinely generated in scientific domains (e.g. astronomical, biological data) as well
as through business transactions in banks, credit card companies, supermarkets, and other
organizations. Data reflecting business transactions is stored increasingly in an integrated
enterprise information system such as enterprise resource planning or customer relation‐
ship management system. As the amount of available data in companies becomes greater
and greater, companies have become aware of an opportunity to derive valuable informa‐
tion from their databases, which can be further used to improve their business [2]. One of
the most important aspects of continuing business is the successful new product develop‐
ment (NPD) and launch.

The NPD process allows the company to maintain its competitive position and
continue business success. This process consists of the stages such as idea generation,
idea screening, concept testing, development of the selected concepts, testing and
commercialisation of new products [3]. As the success of the NPD projects is closely
connected with the success of the entire company, the NPD projects play an important
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role in an organisation’s growth and development [4]. In turn, the unsuccessful products
may decrease the volume sales, profit, and finally, lead the company to bankruptcy. To
survive and succeed in the dynamic business environment, companies usually focus on
several areas to improve their new product development, such as identifying customer
needs for continuous new product development, improving product quality, and accel‐
erating the process of commercialization [5].

The new product development literature focuses on identifying success factors of
new products with the use of multi-sectors surveys that often base on evaluating NPD
process, organization, culture, and company strategy [6–8]. These surveys are useful to
identify the key success factors, which bring positive influence on NPD (e.g. clear
definition of product before development begins, high-quality preparatory work), and
trends in the context of the various industries. However, the usefulness of multi-sectors
surveys is limited for forecasting the success of a new product in the specific company.
Therefore, the proposed approach bases on the success factors of NPD that are identified
with the use of an enterprise system. The advancement of information technology helps
today’s organisations in business management processes and collecting data that is
potential source of information [9]. A main task faced by NPD projects is how to acquire
knowledge and sustain success rate among the products.

The previous research has focused mainly on the use of the econometric models for
forecasting the success of a new product [10, 11]. This paper aims to present the use of
fuzzy neural network as data mining techniques to forecast the success of new products
and compare the forecast quality with the econometric models. The proposed approach
takes into account data of the previous projects that is stored into an enterprise system.
The remaining sections of this paper are organised as follows. Section 2 presents the
knowledge discovery and data mining process. The proposed method of forecasting new
product success is presented in Sect. 3. An example of the proposed approach is illus‐
trated in Sect. 4. Finally, some concluding remarks are contained in Sect. 5.

2 Knowledge Discovery and Data Mining Process

Knowledge discovery in databases is a nontrivial process of identifying valid, novel,
potentially useful, and ultimately understandable patterns in data [12]. Knowledge
discovery (KD) is concerned with the development of methods and techniques for
making sense of data. The basic problem addressed by KD is mapping low-level data
(which is typically too voluminous to understand and digest easily) into other forms that
might be more compact (e.g. a short report), more abstract (e.g. a descriptive approxi‐
mation or model of the process that generated the data), or more useful (e.g. a predictive
model for estimating the value of future cases) [12].

A knowledge discovery process can be described as a series of steps that differ in
their number and range. Fayyad et al. presented the nine-step model that includes devel‐
oping and understanding of the application domain, creating a target data set, data
cleaning and preprocessing, data reduction and projection, choosing the data mining
task, choosing the data mining algorithm, data mining, interpreting mined patterns, and
finally consolidating discovered knowledge [12]. Cabena et al. described five steps of
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the KD process: business objectives determination, data preparation, data mining,
domain knowledge elicitation, and assimilation of knowledge [13]. Cross-Industry
Standard Process for Data Mining (CRISP-DM) states which tasks have to be carried
out to complete a data mining project. These tasks contain business understanding, data
understanding, data preparation, modeling, evaluation, and deployment [14]. Cios et al.
adapted the CRISP-DM towards providing a more general, research-oriented description
of the KD model through the following steps: understanding the domain, understanding
the data, preparation of the data, data mining, evaluation of the discovered knowledge,
and using the discovered knowledge [1, 14]. In general, the presented KD models include
the stages such as data understanding and selection, data preprocessing, data mining,
and implementation of the discovered patterns [15]. This framework of the KD process
is further considered in this study (see Fig. 1).
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Fig. 1. Framework of decision support system for forecasting new product success

At the core of the KD process is the application of specific data mining methods for
pattern discovery and extraction [12]. Data mining tasks can be classified as descriptive
and predictive [15]. While the descriptive techniques provide a summary of the data,
the predictive techniques learn from the current data in order to make predictions about
the behaviour of new data sets. The most commonly used tasks in data mining include
classification, clustering, associations, visualization, and forecasting that is further
considered. Among data mining techniques, a fuzzy neural system has been chosen for
identifying patterns and forecasting new product success.

The fuzzy neural system has the advantages of both neural networks (e.g. learning
abilities, optimization abilities and connectionist structures) and fuzzy systems (e.g. if-
then reasoning, simplicity of incorporating expert knowledge). The outcome of a fuzzy
neural system is a set of if-then rules that can be used to perform nonlinear predictive
modelling, classification, simulation, and forecasting [16, 17]. One well-known struc‐
ture of fuzzy neural networks is the adaptive neuro-fuzzy inference system (ANFIS) that
has been used in this study.

The methodology of the proposed approach is based on CRISP-DM model in which
understanding the business and data is provided by a domain expert, the variables to
analysis are preprocessed according to principal component analysis, data mining is
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implemented in the ANFIS, and discovered knowledge is used for forecasting the
success of a new product in order to support the project manager.

3 The Proposed Method of Forecasting New Product Success

The success of a new product depends on several external (e.g. customer demand,
changes in technology, environmental regulations) and internal factors (resources and
processes used during new product development). The challenge is to increase the fore‐
cast quality of product success on the basis of an accessible enterprise database. The
forecasts of the product success can help the project manager in taking decision of
continuing or deleting NPD projects.

Nowadays, more and more enterprises support their business processes using an
enterprise information system such as enterprise resource planning (ERP), customer
relationship management (CRM), or computer-aided design (CAD) [18]. Databases of
these systems store specifications of the previous NPD projects, customer requirements,
and design parameters. Consequently, an enterprise database is a potential source of
information that can be revealed. Figure 1 illustrates the framework of knowledge
discovery from an enterprise system and the use of knowledge base for forecasting new
product success.

The presented approach includes the stages of the knowledge discovery process such
as data understanding and selection, data preprocessing, data mining, addition of the
discovered patterns to knowledge base, and the use of knowledge base for forecasting
new product success. A domain expert selects from an enterprise system the data that is
suspected of the impact on the product success. The expert can also add some facts and
constraints (e.g. amounts of resources, the number of activities in a NPD project) directly
to knowledge base. In the next step, the chosen variables are reduced and preprocessed
according to principal component analysis. Taking into account good forecasting prop‐
erties and the possibility of obtaining if-then rules that can be stored in knowledge base,
among the data mining techniques, the ANFIS has been chosen in this study. The iden‐
tified patterns are stored in the form of rules in knowledge base that helps the project
manager forecast the success of a new product. The forecasts can be further used for
selecting a set of the most promising new products [19].

Taking into account the large number of potential new products, there is a need to
use some techniques that reduce a search space. The processing time of calculations can
be significantly reduced with the use of constraints programming techniques [20].
Constraints programming has embedded ways to solve constraints satisfaction problems
with greatly reduction of the amount of search needed [21]. This is sufficient to solve
many practical problems such as supply chain problem [22, 23] or scheduling
problem [24].

Selection of new products for further development usually bases on metrics of the
product success, and it should also take into account the company’s resources.
A successful NPD project can be considered as the achievement of an acceptable level
of performance such as sales, market share, return on investment, profit, or customer
satisfaction [8]. Taking into account the product lifetime and return on product
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development expense, the average net profit from a product per month is considered as
a metric of the product success in this study. This metric is estimated on the basis of the
previous developed products which specification can be retrieved from an enterprise
system. The next section presents an example of using the proposed decision support
system for forecasting the success of a new product.

4 Illustrative Example

The example refers to the above-described KD process and includes the steps such as
data selection, data preprocessing, data mining, and the use of the retrieved patterns for
forecasting the success of a new product. Table 1 presents the input variables of four
fields that are suspected of the impact on the success of the NPD project.

Table 1. Input variables

Marketing and sales R&D Production Project management

Number of customer
requirements for the
NPD project

Percentage of existing
parts used in the NPD
project

Number of resource
overloads in the
production phase of
NPD

Number of project team
members

Number of customer
complaints for the
NPD project

Percentage of customer
requirements
translated into speci‐
fication

Number of work orders Average time spent on
communication in
project team
members

Duration of marketing
campaign of the
product

Number of standard
activities in the NPD
project

Number of
subcontractors for
the NPD project

Duration of the NPD
project

Cost of marketing
campaign of the
product

Number of activities in
the NPD project

Unit cost of production
for the product

Cost of the NPD project

Data selection can be divided into two phases. First, the expert selects the variables
from the enterprise database according to his/her experience (Table 1). In the second
phase, the optimal number of variables is sought with the use of a variable selection
method. In this study, the stepwise procedure has been used, in which the size of the
input vectors may be reduced by retaining only those components that contribute more
than a specified fraction of the total variation in the data set. After using the stepwise
procedure, the data set has been reduced from 16 input variables to 5 following variables:
percentage of customer requirements translated into technical specification (CR), dura‐
tion of the NPD project (D), cost of the NPD project (C), unit cost of production for the
product (UC), and cost of marketing campaign for the product (MC).

The considered example includes data from 33 previous product development
projects (P1-P33) that derive from 3 separate product lines. The collected data has a

Knowledge Discovery in Enterprise Databases for Forecasting 125



numerical format but different units, for example, cost of the NPD project is measured
in monetary unit, duration of the NPD project in days, whereas the share of customer
requirements translated into technical specification is measured in percent. As a result,
the data requires transformation in order to use data mining techniques more effective.
Data preprocessing facilitates the improvement of modeling accuracy of a fuzzy neural
system (ANFIS). In this study, the principal component analysis has been used to trans‐
form data before the learning phase of ANFIS.

Data mining stage is connected with revealing the hidden relationships with the use
of ANFIS. In order to reduce the overtraining of ANFIS and to increase the forecast
quality, the data set has been divided into learning (P1-P27) and testing sets (P28-P33).
Fuzzy inference system has been generated with the use of two methods: grid partition
and subtractive clustering. The grid partition (GP) method has used three triangular
membership functions for each input variables, and constant and linear type of output
membership function (MF). In turn, the subtractive clustering (SC) method has used
Gaussian membership functions and different values of the parameter concerning the
range of influence (RI). After learning phase, the testing data has been led to input of
the fuzzy neural system to compare the RMSE for ANFIS and other models. The results
have been obtained in the Matlab® software and presented in Table 2 as the root mean
square errors (RMSE) for the learning set (LS) and testing set (TS), as well as the number
of rules generated. The comparison also includes the average and linear regression
model.

Table 2. Comparison of forecasting models

Model RMSE for LS RMSE for TS Number of rules

ANFIS (SC, RI = 0.3) 0.001 68.78     15

ANFIS (SC, RI = 0.5) 0.134 21.35         6

ANFIS (SC, RI = 0.7) 1.58     6.97         3

ANFIS (GP, MF = constant) 0.005 29.18 243

ANFIS (GP, MF = linear) 0.0001 29.25 243

Linear regression 20.57 20.88         1

Average 69.85 74.32         1

The results presented in Table 2 indicate the importance of parameter adjustment of
specific data mining techniques. All the RMSE generated by ANFIS are less than the
average, but only one case (ANFIS trained with the use of subtractive clustering method
and range of influence equals 0.7) has obtained the RMSE less than linear regression
model. The presented forecasting models also differ in the number of rules that influence
the performance of decision support system. The identified relationships can be described
as if-then rules and used for forecasting net profit from a new product. Let us assume that
for the actual NPD project the following values are considered: customer requirements
translated into technical specification – 70 %, duration of the NPD project – 30 weeks, cost
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of the NPD project – 65 monetary units, unit cost of production for the product – 0.35
monetary unit, and cost of marketing campaign for the product – 90 monetary units.
Figure 2 presents three rules generated by ANFIS (case: SC, RI = 0.7) that have been used
for forecasting net profit which reaches 227 monetary units for the considered product. The
forecasts of net profits from the NDP projects can be further used for seeking the NPD
project portfolio that ensures the maximal total net profit from all products.

Fig. 2. Forecast of net profit with the use of ANFIS

5 Conclusions

The characteristics of the presented approach includes the use of an enterprise system
database to knowledge retrieval and fuzzy neural networks to seek the patterns in the
context of forecasting new product success, as well as the description of the identified
patterns in the form of if-then rules that are suitable for human-like reasoning. The
knowledge base includes the rules identified by fuzzy neural network or/and an expert,
facts (including company’s resources), and it allows the project managers to obtain the
forecast of net profit from the NPD projects.

This research includes the comparison of the different methods in the context of the
forecast quality and the number of rules generated. The results indicate that the forecast
quality with the use of fuzzy neural networks can outperform the forecasting models
that base on the average and linear regression. However, there is needed the adjustment
of learning parameters of a fuzzy neural network what can be treated as a disadvantage.
Nevertheless, fuzzy neural networks are able to identify the nonlinear and complex
patterns (if there are any), develop the knowledge base, and finally, use these patterns
to perform nonlinear predictive modelling, simulation, and forecasting.

The identified patterns are used in the decision support system to help the managers
in forecasting the success of the NPD projects, selecting the most promising products,
and reducing the risk of unsuccessful product development. On the other hand, the
application of the proposed approach encounters some difficulties by collecting enough
amount of data of the past similar NPD projects and ambiguous principles to build the
structure of a fuzzy neural network. Nevertheless, the presented approach seems to have
the promising properties for acquiring additional information from an enterprise system
and using them to forecasting new product success. The further research aims to develop
an interactive decision support system for identifying the most promising product port‐
folio according to the user’s preferences.
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