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Abstract. In this work, we made an experimental study for compare two
approaches of reduction dimensionality and verify their effectiveness in Arabic
document classification. Firstly, we apply latent Dirichlet allocation (LDA) and
latent semantic indexing (LSI) for modeling our document sets OATC (open
Arabic Tunisian corpus) contained 20.000 documents collected from Tunisian
newspapers. We generate two matrices LDA (documents/topics) and LSI
(documents/topics). Then, we use the SVM algorithm for document classifica-
tion, which is known as an efficient method for text mining. Classification
results are evaluated by precision, recall and F-measure. The evaluation of
classification results was performed on OATC corpus (70 % training set and
30 % testing set). Our experiment shows that the results of dimensionality
reduction via LDA outperform LSI in Arabic topic classification.
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1 Introduction

The text classification is a classic problem of text mining. In recent years, classification
is proved to be effective in summarizing a search result or in distinguishing different
topics latent in search results. In this work, we use and compare LDA and LSI for
dimensionality reduction of feature vectors in Arabic document classification and verify
if LDA can substitute LSI for the task. The original feature vectors have occurrences of
terms as their entries and thus are of dimension equal to the number of vocabularies.
The tow approaches LDA and LSI reduce the dimension of document vectors to the
number of topics, which is far less than the number of vocabularies. We can regard
each entry of the vectors of reduced dimension as a topic frequency, i.e., the number of
words relating to each topic. We inspect the effectiveness of dimensionality reduction
by conducting a classification on feature vectors of reduced dimension.

The rest of the paper is organized as follows. Section 2 gives the previous work
concerning modeling document for the task of classification. Section 3 includes a short
description of LDA. We omit the details about LSI from this paper and refer to the
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original paper [1]. The results of the evaluation experiment are presented in Sect. 4.
Section 5 draws conclusions and gives future work.

2 Related Work

In automatic text classification, it has been proved that the term is the best unit for text
representation and classification [2]. Though a text document expresses a vast range of
information, unfortunately, it lacks the imposed structure of traditional databases.
Therefore, unstructured data, particularly free running text data has to be transformed
into a structured data. To do this, many preprocessing techniques are proposed in
literature [3, 4]. After converting an unstructured data into a structured data, we need to
have an effective document representation model to build an efficient classification
system. Bag of Word (BoW) is one of the basic methods of representing a document.
The BoW is used to form a vector representing a document using the frequency count
of each term in the document. This method of document representation is called as a
Vector Space Model (VSM) [5]. Unfortunately, BoW/VSM representation scheme has
its own limitations. Some of them are: high dimensionality of the representation, loss of
correlation with adjacent words and loss of semantic relationship that exist among the
terms in a document [6, 7]. To overcome these problems, term weighting methods are
used to assign appropriate weights to the term to improve the performance of text
classification [8, 9]. Li et al. in [10] used binary representation for a given document.

The major drawback of this model is that it results in a huge sparse matrix, which
raises a problem of high dimensionality. Hotho et al., in [11] proposed an ontology
representation of a document to keep the semantic relationship between the terms in a
document. This ontology model preserves the domain knowledge of a term present in a
document. However, automatic ontology construction is a difficult task due to the lack
of structured knowledge base.

Cavana, in [12] used a sequence of symbols (byte, a character or a word) called
N-Grams, that are extracted from a long string in a document. In an N-Gram scheme, it
is very difficult to decide the number of grams to be considered for effective document
representation. Another approach in [13] uses multi-word terms as vector components
to represent a document. But this method requires a sophisticated automatic term
extraction algorithm to extract the terms automatically from a document. Wei et al., in
[14] proposed an approach called Latent Semantic Indexing (LSI) which preserves the
representative features of a document. The LSI preserves the most representative
features rather than discriminating features.

Statistical topic models have been successfully applied in many tasks, including
classification, information Retrieval and data extraction, etc. [15, 16] These models
may capture the correlation word in the corpus with a low-dimensional set of multi-
nomial distribution, called “topics” and provide a short description for documents.

Latent Dirichlet Allocation (LDA) [16] is a widely used generative topic model.
In LDA, a document is viewed as a distribution over topics, while a topic is a distri-
bution over words. To generate a document, LDA firstly samples a document-specific
multinomial distribution over topics from a Dirichlet distribution; then repeatedly
samples the words in the document from the corresponding multinomial distribution.
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The topics discovered by LDA can capture the correlations between words, but
LDA cannot capture the correlations between topics for the independence assumption
underlying Dirichlet distribution. However, topic correlations are common in
real-world data, and ignoring these correlations limits the LDA’s abilities to express the
large-scale data and to predict the new data.

The most important aspect in the text representation is the reduction of the
dimension of the space features. There are two goals for the reduction of dimension

– Reducing feature dimension to the computable degree makes the classification task
feasible and executable

– Feature set selected should ensure the validity of classification.

There are two classes of dimension reduction techniques, feature selection (FS),
and feature extraction (FE). Feature selection selects a representative subset of the input
feature set, based on some criterion. An estimate function is used to rank original
features according to the calculated score value for each feature. This value represents
the quality or importance of a word in the collection. The features then ordered in
descending or ascending order for the values, and then select a suitable number of
words of the higher orders.

Feature selection algorithms are widely used in the area of text processing due to
their efficiency.

Duwairi in [17] compared three dimensionality reduction techniques; stemming,
light stemming, and word cluster. Duwairi used KNN to perform the comparison.
Performance metrics are: time, accuracy, and the size of the vector. She showed that
light stemming is the best in term classification accuracy.

Fouzi in [18] compares five reduction techniques; root based and, light stemming,
document frequency DF, TF-IDF, and latent semantic indexing LSI. Then it shows that
DF, TFIDF, and LSI methods were superior to the other techniques in term of clas-
sification problem.

Thabtahin in [19] investigates different variations of VSM and term weighting
approaches using the KNN algorithm. Her experimental results showed that Dice
distance function with tf-idf achieved the highest average score.

Said in [20] provided an evaluation study of several morphological tools for Arabic
Text Categorization using SVMs. Their study includes using the raw text, the stemmed
text, and the root text. The stemmed and root text is obtained using two different
preprocessing tools. The results revealed that using light stemmer combined with a
good performing feature selection method such as mutual information or information
gain enhances the performance of Arabic Text Classification.

In [21] a semantic approach is presented using synonym merge to preserve features
semantic and prevent important terms from being excluded. The resulting feature space
was then processed with five feature selection methods, ID, TF-IDF, CHI, IG and MI.
Experiment shows that classification performance is increased after merging terms and
yielding better performance for CHI and IG selection method.

Forman and Yang compare different selection methods based on various aspects,
including efficiency, discriminatory ability to obtain optimal performance, etc. In the
view of results, statistical indicators such as CHI -2 and the information gain (IG) show
their superiority. Different classifiers tend to accept different reduction strategy [22, 23]
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Many applications of LDA to real-world problems are proposed, however, these
researchers do not compare LDA with other probabilistic model for task of Text
Classication. In [24], Mikio conduct intensive experiments comparing LDA with pLSI
and Dirichlet mixture. While we can learn important things about the applicability of
LDA and other document models, their work compares these document models not
from a practical viewpoint, but from a theoretical one.

Tomonari in [25] compare latent Dirichlet allocation (LDA) with probabilistic
latent semantic indexing (pLSI) as a dimensionality reduction method and investigate
their effectiveness in document clustering by using Japanese and Korean Web articles.
For clustering of documents, Tomonari use a method based on multinomial mixture.
The experiment shows that the dimensionality reduction via LDA and pLSI results in
document clusters of almost the same quality as those obtained by using original
feature vectors. Therefore, the vector dimension is reduced without degrading cluster
quality. This result suggests that LDA does not replace pLSI at least for dimensionality
reduction in document clustering for Japanese and Korean language.

In [26], authors perform a series of experiments using LSA, PLSA and LDA for
document comparisons in AEA (Automatic Essay Assessor) and compare the appli-
cability of LSA, PLSA, and LDA to essay grading with empirical data. The results
show that the use of learning materials as training data for the grading model out-
performs the k-NN-based grading methods.

In this work, we check the effectiveness of LDA as a dimensionality reduction
method in Arabic text classification and the effectiveness of quality of classified doc-
uments from testing set is checked to evaluate its effectiveness. Although Blei in [15]
use LDA for dimensionality reduction, the authors compare LDA with no other
methods. Further, their evaluation task is a binary classification of the Reuters-21578
corpus, a slightly artificial task. In this paper, we use LDA as a dimensionality
reduction approach to make clear its effectiveness to the classification task for text
written in Arabic by comparing it with LSI. Further, we compare LDA and LSI to
know if LDA can provide better results than LSI.

3 Latent Dirichlet Allocation

Formally, we define the following terms [15]:

– A word is the basic unit of discrete data, defined to be an item from a vocabulary
indexed by {1, …, V}. We represent words using unit-basis vectors that have a
single component equal to one and all other components equal to zero. Thus, using
superscripts to denote components, the vth word in the vocabulary is represented by
a V-vector w such that wv = 1 and wu = 0 for u ≠ v.

– A document is a sequence of N words denoted by w = (w1, w2, …, wN), where wn is
the nth word in the sequence.

– A corpus is a collection of M documents denoted by D = {w1, w2, …, wM}.

LDA is a generative probabilistic model of a corpus. The basic idea is that docu-
ments are represented as random mixtures over latent topics, where each topic is
characterized by a distribution over words.
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LDA assumes the following generative process for each document w in a corpus D:

i. Choose N * Poisson(ξ).
ii. Choose θ * Dir(α).
iii. For each of the N words wn:

a. Choose a topic Zn * Multinomial (θ).
b. Choose a word wn from (wn | Zn) a multinomial probability conditioned on the

topic Zn.

Several simplifying assumptions are made in this basic model, some of which we
remove in subsequent sections. First, the dimensionality k of the Dirichlet distribution
(and thus the dimensionality of the topic variable z) is assumed known and fixed.
Second, the word probabilities are parameterized by a k × V matrix β where βij = (wj =
1 | zi = 1), which for now we treat as a fixed quantity that is to be estimated. Finally, the
Poisson assumption is not critical to anything that follows and more realistic document
length distributions can be used as needed. Furthermore, note that N is independent of
all the other data generating variables (θ and z). It is thus an ancillary variable and we
will generally ignore its randomness in the subsequent development.

A k-dimensional Dirichlet random variable θ can take values in the (k − 1)-simplex
(a k-vector θ lies in the (k − 1)-simplex if θi ≥ 0,), and has the following probability
density on this simplex:

pðh=aÞ ¼
CðP

k

i¼1
aiÞ

Qk
i¼1 CðaÞ

ha1�1
1 . . .hak�1

k ð1Þ

Where, the parameter α is a k-vector with components αi > 0, and where Γ(x) is the
Gamma function. The Dirichlet is a convenient distribution on the simplex—it is in the
exponential family, has finite dimensional sufficient statistics, and is conjugate to the
multinomial distribution.

Given the parameters α and β, the joint distribution of a topic mixture θ, a set of
N topics z, and a set of N words w is given by:

pðh; z;w=a; bÞ ¼ pðh=aÞ
YN

n¼1

pðzn=hÞpðwn=zn; bÞ ð2Þ

Where is simply i for the unique i such that. Integrating over and summing over z,
we obtain the marginal distribution of a document:

pðW=a; bÞ ¼
Z

pðh=aÞ
YN

n¼1

X

2z

pðzn=hÞpðwn=zn; bÞ
 !

dh ð3Þ

Finally, taking the product of the marginal probabilities of single documents, we
obtain:
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pðD=a; bÞ ¼
YM

d¼1

Z

pðhd=aÞ
YNd

n¼1

X

zdn

pðzdn=hdÞpðwdn=zdn; bÞ
 !

dhd ð4Þ

The parameters α and β are corpus level parameters, assumed to be sampled once in
the process of generating a corpus. The variables θd are document-level variables,
sampled once per document. Finally, the variables and are word-level variables and are
sampled once for each word in each document.

The LDA model starts with a set of topics. Each of these topics has probabilities of
generating various words. Words without special relevance, like articles and preposi-
tions, will have roughly even probability between classes (or can be placed in a
separate category). A document is generated by picking a Dirichlet distribution over
topics and given this distribution, picking the topic of each specific word. Then, words
are generated given their topics. The parameters of Dirichlet distribution are estimated
by the variation of the EM algorithm.

4 Evaluation of LDA and LSI as a Dimensionality Reduction
Method

4.1 Pre-processing Step

For the validation of our study, firstly, the pre-processing step is performed for nor-
malizing each document d in the corpus.

Second, each document is stemmed using a stemmer describe in [27, 28]. Third
latent topics are learned with LDA for topic numbers K = 50. Then a supervised
classification is performed on the reduced document distribution over topics. We apply
the SVM algorithm for document classification.

Let D be a corpus, he has been split into a training set and testing set. Input is
training set and testing set and output is the class of documents in testing set.

The process of validation follows these steps: first, we apply a preprocessing stage
for all documents in the corpus by performing some linguistic choices in order to
reduce the noise in the document as well as to improve the indexation efficiency. Some
of the most popular choices are:

1. Each article in the Arabic dataset is processed to remove digits and punctuation
marks{., :,/, !,§,&,’,[,(,_,-,|,-,^,),],},=,+,$,*,…

2. Remove all vowels except “ ” ( ةدشلا ).
3. Duplicate all the letters containing the symbols “ ” ( ةدشلا ).
4. Convert letters ”ء“ (hamza), ”آ“ (aleph mad), ”أ“ (aleph with hamza on top), ”ؤ“

(hamza on w), ”إ“ (alef with hamza on the bottom), and ”ئ“ (hamza on ya) to ”ا“
(alef).

5. Convert the letter ”ى“ to ”ي“ and the letter ”ة“ to .”ه“ The reason behind this
normalization is that there is not a single convention for spelling ”ى“ or and”ي“ ”ة“
or ”ه“ when they appears at the end of a word.

6. All the non Arabic words were filtered.
7. Arabic function words were removed.
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8. Applied stemming Algorithm for each article in Arabic data set to obtain a stemmed
text.

In the next step, after preprocess documents in the training set, we learn the
parameters of LDA and get θ (matrix of “document*topic”) and φ (matrix of
“topic*word”). Then, we model documents in the testing set according to the parameter
got from the first step, that is, transform documents in testing set into the form of matrix
“document*topic”, after this, we perform classification on corpus using SVM classifier,
that is, input the matrix “document*topic” of training set and testing set into SVM
classifier and finally evaluate on classification results by using various metrics.

In the Table 1, we can show the 20 most likely words for 2 topics (9 and 5).

In addition, the evaluation is completed by applying SVM [29, 30] classification
with LSI reduction. Sparse matrix is generated for each word to represent the corpus,
with each column being the vector representation of documents in the original space.
The detail about the coding method can be referred in [1]. Then the SVD toolkit [31] is
used for Singular Value Decomposition. Each word in the vocabulary is represented as
a 100-dimension vector in S-space.

Table 1. Most likely words for 2 topics

Topic 9th: Topic 5th:

English Arabic word English Arabic word
Higher يلاعلا 0.015508 Political party هضهنلا 0.014895
Education ميلعتلا 0.010981 Movement هكرح 0.012978
University هيعماجلا 0.008299 Government هموكح 0.012955
Certificate هداهش 0.007566 Tunisia سنوت 0.012724
Search ثحبلا 0.007035 party بزح 0.011570
Scientific يملعلا 0.006857 Political هيسايسلا 0.009654
Students هبلطلا 0.006857 Politician يسايسلا 0.009584
Baccalaureate ايرولاكابلا 0.005492 party بزحلا 0.008384
Institute دهعملا 0.005365 Front ةهبج 0.008107
Respect هبسنلا 0.004986 Coming بازحلاا 0.007437
Year هنسلا 0.004960 Revolution هروثلا 0.007368
Of Education هيبرتلا 0.004859 president سيار 0.006929
Tunis سنوت 0.004859 Political party اادن 0.006837
Visited هراز 0.004581 National ينطولا 0.006167
Institute دهعملا 0.004530 Motion هكرحلا 0.005659
Science هيضار 0.004277 People بعشلا 0.005405
Section لجا 0.004252 Coming همداقلا 0.005290
Satisfied مولعلا 0.004176 Parties فارطلاا 0.004874
First يلولاا 0.004126 Dialogue راوحلا 0.004782
Number ددع 0.004126 Government هعمج 0.004782
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4.2 Document Sets

In the evaluation experiment, we use a document set of Tunisian Web news articles.
We start by building our data set. The OATC (Open Arabic Tunisian Corpus) contains
20.000 documents that vary in length and writing styles. These documents fall into 10
categories that equal in the number of documents. In this Arabic dataset, each docu-
ment was saved in a separate file within the directory for the corresponding category,
i.e., the documents in this data set are single-labeled. Tables 2 and 3 show more
specified details about the collection.

The corpus is collected from online Arabic Tunisian newspapers, including atto-
unissia, alchourouk, assabahnews and jomhouria, the Table 4 summarizes the per-
centage split between different sources. As we can show, for example, the “sport”
category is composed of 25 % from Attounissia1, 25 % from Alchourouk2, 25 % from
Assabahnews3, 25 % from Jomhouria4.

We adopt the open source of LDA [32] to model our corpus and we set topic
number as K = 50 in LDA model.

Table 2. Number of documents in each category

OATC NB of
text

Average number of
words per text

Number of words
per category

Category
Size (Mo)

Sport 2 000 141.261 282 522 2.99
regional 2 000 125.723 251 447 2.71
Culture 2 000 168.485 336 971 3.62
World 2 000 105.701 211 402 2.26
National 2 000 136.739 273 479 2.97
Political 2 000 164.356 328 712 3.53
Economic 2 000 148.922 297 845 3.27
Student 2 000 203.485 406 971 4.50
Investigation 2 000 253.602 507 205 5.43
Judicial 2 000 126.93 253 860 2.70

Table 3. Specified details about OATC

NB of text in the corpus 20.000
NB of words in the corpus 2 .523 .022
Size of corpus (Mb) 34.0 Mb
NB of category 10

1 http://www.attounissia.com.tn/.
2 http://www.alchourouk.com/.
3 http://www.assabahnews.tn/.
4 http://jomhouria.com/.
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TC effectiveness is measured in terms of Precision, Recall, and the F1 measure
[27]. Denote the precision, recall and F1 measures for a class Ci by Pi, Ri and Fi,
respectively. We have:

Pi ¼ TPi

TPi þ FPi
ð5Þ

Ri ¼ TPi

TPi þ FNi
ð6Þ

Fi ¼ 2PiRi

Ri þ Pi
¼ 2TP

FPi þ FNi þ 2TPi
ð7Þ

Where: TPi: (true-positive): number of documents correctly assigned.
FPi: (false positives): number of documents falsely accepted.
FNi: (false-negative): number of documents falsely rejected.

Table 4. Percentage split between different sources

Sources Attou-nissia Alchou-rouk Assabah-news Jom-houria

Sport 25 % 25 % 25 % 25 %
Regional – 50 % 50 % –

Culture 25 % 25 % 25 % 25 %
Word 25 % 25 % 25 % 25 %
National 25 % 25 % 25 % 25 %
Political – 100 % – –

Economic 50 % – – 50 %
Student 100 % – – –

Investigation 100 % – – –

Judicial incidents 25 % 25 % 25 % 25 %

0

0.2

0.4

0.6

0.8

1

1.2

LDA-50 LSI 

Fig. 1. Precision on each class
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The results in Figs. 1, 2, 3 shows that the classification performances in terms of
precision, recall and f-measure, in the reduced topics space (LDA-50) outperform those
when using LSI reduction.

5 Conclusion

In this paper, we have presented the results of an evaluation experiment for dimen-
sionality reduction in Arabic text classification. We use LDA and LSI to reduce the
dimension of document feature vectors which are originally of dimension equal to the
number of vocabularies. We conduct an Arabic text classification experience based on
SVM for the set of the vectors of reduced dimension. We also compare LDA and LSI
and the results show that LDA can reduce the dimension of document feature vectors
without degrading the quality of document clusters. Further, LDA is far superior LSI.
However, our experiment tells no significant difference between LDA and LSI for the
class with a small number of words.

Fig. 2. Recall on each class

Fig. 3. F-measure on each class
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