
Chapter 6
Introduction to Flying Robots

6.1 Introduction

In this chapter we discuss helicopter flying robots. Unlike airplanes, helicopters
have the ability to hover at a fixed position in space. Their source of propulsion is
a collection of one or more rotors that can be thought of as rotating wings—see
Fig. 6.1. Similar to a wing, the relative velocity between the rotor blades and the
surrounding air generates a force transversal to the rotor plane. This force can be
reasonably assumed to be orthogonal to the rotor plane and to have a magnitude
proportional to the squared speed of rotation.

A rotor alone is not sufficient to produce stable flight. Somemechanism is required
to steer the helicopter, for otherwise one would have no way to affect the direction
of flight. Additionally, by Newton’s third law, a torque on the rotor shaft will cause
an opposite torque on the helicopter body, causing the helicopter to spin about the
rotor axis. One must therefore devise a way to counteract this spin and to produce
steering torques. There are many ways to achieve these desired properties; we will
mention a few.

6.1.1 Common Flying Robots

A ducted fan aircraft, schematically depicted in Fig. 6.2, has only one rotor and
two pairs of ailerons underneath it. Each aileron pair works like the ailerons on the
wings of an airplane, producing torques about two orthogonal axes. Together, the
four ailerons produce torques around three independent axes, and can be used to
steer the aircraft while preventing it from spinning.

A conventional helicopter has two rotors. The main rotor generates a lift force
while the tail rotor stabilizes the spin. The main rotor is mounted on a swash plate
that varies the pitch of the rotor blades to produce appropriate roll and pitch torques.
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70 6 Introduction to Flying Robots

Fig. 6.1 The rotor of a
helicopter, rotating with
speed ω and producing a lift
force with magnitude kω2

Fig. 6.2 Ducted fan aircraft

Fig. 6.3 Coaxial helicopter

The configuration of a conventional helicopter is not ideal for a miniature flying
robot, since the energy expended by the tail rotor is not used to generate lift. A more
energy efficient configuration is that of a co-axial helicopter, displayed in Fig. 6.3.
This helicopter has two rotors mounted on a common axis and rotating in opposite
directions. In this configuration, both rotors contribute to producing a lift force.
Moreover, if τr1 and τr2 denote the torques applied by motors to the two rotors—see
Fig. 6.3—then the helicopter body is subjected to a differential torque, τr1 − τr2 ,
about the rotor axis, which can be used to prevent the helicopter from spinning. Like
conventional helicopters, coaxial helicopters often use swash plates for steering.

Quadrotor helicopters (also called quadrocopters) are the most common flying ro-
bots. The structure of a quadrotor helicopter is shown in Fig. 6.4. It has four coplanar
rotors. Viewed from the top, the rotor shafts are placed on the vertices of a square.
Two rotors on a diagonal of the square rotate clockwise; the other two rotate coun-
terclockwise. In Fig. 6.4, τri denotes the torque that the i th motor applies to rotor
i , and fri denotes the magnitude of the force generated by rotor i (τri and fri are
naturally related to one another; we will discuss this relationship later). As a result
of this arrangement, three torques are applied about the body axes {b1, b2, b3} of
Fig. 6.4. By Newton’s third law, the torque τr1 + τr2 − τr3 − τr4 is applied about
axis b3; forces fr1 and fr2 produce a moment about axis b1, resulting in the torque
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Fig. 6.4 Quadrotor
helicopter

l( fr1 − fr2); similarly, forces fr3 and fr4 produce the torque l( fr3 − fr4) about axis
b2. Finally, the sum of the four forces fr1 + · · · + fr4 is the total vertical thrust on
the helicopter.

6.1.2 Onboard Sensors

Every flying robot is equipped with an inertial measurement unit (IMU). IMUs typi-
cally contain three accelerometers, three rate-gyroscopes, and three magnetometers.
The accelerometers measure the non-gravitational acceleration vector in a local coor-
dinate frame (often the frame is printed on the chip), that is, the difference between the
acceleration of the vehicle and the acceleration due to gravity. The rate-gyroscopes
measure the roll, pitch, and yaw angle rates of the robot. Finally, the magnetometers
measure the coordinates of the earth’s magnetic field vector in the local frame.

In addition to IMUs, flying robots may have one or more ultrasonic sensors to
detect proximity to objects or to the ground, a barometric pressure sensor, one or
more cameras (one pointing along the helicopter’s heading axis and sometimes one
pointing downward), and a GPS sensor.

Now consider a collection of flying robots, each carrying a camera and amarker. If
robot j’s marker is in the field of view of robot i’s camera, then from the dimension
and position of the marker in the camera image, robot i can deduce its relative
displacement to robot j in its own local frame. Moreover if the marker is suitably
designed, from the camera image it is possible to deduce the relative rotation between
the camera frame and the marker. In conclusion, we may assume that, in addition to
the IMUdata, vehicle i has access to the relative displacement and relative orientation
of vehicle j with respect to vehicle i’s local frame.
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6.2 Modelling

The flying robots discussed in the introduction have something in common. If we
ignore the masses and moments of inertia of the rotors, each robot may be viewed as
a rigid body propelled by a thrust vector that has constant direction in the body frame
and is endowed with some steering mechanism that induces torques about three body
axes. We will now model such a general setup, beginning with the simpler planar
case.

6.2.1 2D Flying Robot

We begin with the simplified setup of Fig. 6.5, in which the robot flies in a horizontal
plane, propelled by a thrust vector f parallel to its heading. The state of the robot
is the position x = (x1, x2) of its centre of mass in an inertial coordinate frame,
the velocity ẋ , the heading angle θ, and the angular speed θ̇. There are two control
inputs: the magnitude, u, of the thrust vector and the torque, τ , about the axis coming
out of the page. The thrust vector f in inertial coordinates is given by

f = u

[
cos(θ)
sin(θ)

]
.

Let m denote the mass of the robot. Then Newton’s equation gives

mẍ = f.

Fig. 6.5 2D flying robot
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Fig. 6.6 Body frame

The torque τ causes the robot to rotate. Denoting by J the moment of inertia of the
robot about the axis coming out of the page, computed with respect to the centre of
mass, we have

J θ̈ = τ .

The complete model is therefore

mẍ = u

[
cos(θ)
sin(θ)

]

J θ̈ = τ .

(6.1)

There is a better way to represent model (6.1), one that lends itself to a 3D
generalization. Aswe did inChap.2 for the unicyclemodel, we attach an orthonormal
frameB = {r, s} to the robot as in Fig. 6.6, and we define the rotation matrix of frame
B with respect to the inertial frame as

R := [r s] =
[
cos(θ) − sin(θ)
sin(θ) cos(θ)

]
.

Then, as in Chap.2, we have

Ṙ = R

[
0 −ω
ω 0

]
= RS(ω).

The thrust vector f is parallel to the body frame axis r and has magnitude u,

f = u Re1,

where e1 = [1 0]T . In conclusion, we can rewrite model (6.1) as follows:

mẍ = u Re1

Ṙ = RS(ω)

J ω̇ = τ .

(6.2)

http://dx.doi.org/10.1007/978-3-319-24729-8_2
http://dx.doi.org/10.1007/978-3-319-24729-8_2
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We will now see that this model has a straightforward generalization to the three-
dimensional setting.

6.2.2 3D Flying Robot

Consider now the setup of Fig. 6.7, in which the robot flies in the three-dimensional
Euclidean space. As before, we fix an inertial frame I and a body frame B =
{b1, b2, b3}, both orthonormal and right-handed. We denote by x = (x1, x2, x3) the
coordinates of the robot’s centre of mass in frame I. The body is propelled by a
thrust vector f that is now assumed to point opposite to the body axis b3. There are
four control inputs: the magnitude u of the thrust vector and three torques τ1, τ2, τ3
about the three body axes. As in the planar case, we define the rotation matrix of
frame B with respect to frame I,

R = [b1 b2 b3].

We pause for a moment to highlight a notable property of the rotation matrix
R. Consider a vector with coordinates (v1, v2, v3) in frame B—see Fig. 6.8. Now
translate the tail of this vector to the origin of frame I and let (w1, w2, w3) be the
coordinates in frame I of this translated vector. What is the relationship between
the two coordinate representations (v1, v2, v3) and (w1, w2, w3)? Bring in the unit
vectors bi and note that

⎡
⎣w1
w2
w3

⎤
⎦ = v1b1 + v2b2 + v3b3 = R

⎡
⎣v1
v2
v3

⎤
⎦ .

In conclusion, the matrix R can be used to change the coordinate representation of
vectors between frames B and I.

Fig. 6.7 3D flying robot
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Fig. 6.8 Two coordinate
representations in frames I
and B

We now return to modelling. The thrust vector f is proportional to −b3 and has
magnitude u. Therefore in the coordinates of frame I we have

f = −u Re3.

The gravity vector is parallel to the third axis of frame I, and therefore its coordinate
representation in frame I is ge3. Newton’s equation gives

mẍ = mge3 − u Re3.

Next we need to model the rotation of the body. We begin with the observation
that, since the columns of R form an orthonormal basis ofR3, it holds that RT R = I3,
where I3 is the 3×3 identity matrix. Now suppose that the body undergoes a rotation,
so that R varies with time, R = R(t). It still holds that R(t)T R(t) = I3 for all t .
Differentiating both sides of this identity with respect to t , we obtain

ṘT R + RT Ṙ = 03×3,

or
(RT Ṙ)T = −(RT Ṙ).

In other words, the matrix RT Ṙ is skew-symmetric. Now, it is an easy exercise to
show that an arbitrary 3 × 3 skew-symmetric matrix has the form

⎡
⎣ 0 −ω3 ω2

ω3 0 −ω1
−ω2 ω1 0

⎤
⎦ ,

for suitable ω1,ω2,ω3. In fact, the set of 3 × 3 real skew-symmetric matrices

se(3) = {S ∈ R
3×3 : ST = −S}

is a subspace of R3×3, and the map R3 → se(3),
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ω �→ S(ω) :=
⎡
⎣ 0 −ω3 ω2

ω3 0 −ω1
−ω2 ω1 0

⎤
⎦

is an isomorphism of vector spaces. It is a fun exercise to prove the following fact:
For any ω, v ∈ R

3, S(ω)v is the vector (or cross) product of ω and v, S(ω)v = ω×v.
So far we have established that corresponding to a rotation of the frame B, there

exists a unique time-dependent vector ω(t) such that RT Ṙ = S(ω). The vector ω
is called the angular velocity of frame B with respect to frame I represented in
frame B. Using the coordinate transformation property of R described earlier, one
gets that the angular velocity in frame I is Rω, but this vector will not be needed in
the following development. Since R RT = I , multiplying both sides of the identity
RT Ṙ = S(ω) on the left by R we get

Ṙ = RS(ω).

This is an ordinary differential equation whose state is the rotation matrix R. This
equation models the kinematics of rotation of the robot in terms of its body frame
angular velocity.

Now we need to model the evolution of ω. Euler’s second law states that the rate
of change of the angular momentum in frame I is equal to the total external torque
applied to the robot. Let J denote the inertia matrix of the robot in the coordinates
of frame B, defined with respect to its centre of mass. We assume that the robot is a
rigid body, so J is a constant matrix. The angular momentum of the robot in frame
B is the vector Jω. The representation of this vector in frame I is R Jω. The robot is
actuated by a torque vector τ = (τ1, τ2, τ3) in frame B, or Rτ in frame I. Therefore,
Euler’s second law gives

d

dt
(R Jω) = Rτ .

Multiplying both sides of the equation by RT and using the identity RT R = I , we get

RT d

dt
(R Jω) = τ ,

or
RT (Ṙ Jω + R J ω̇) = τ .

Using the identity Ṙ = RS(ω) and rearranging terms we obtain

J ω̇ + S(ω)Jω = τ .

Since S(ω)v = ω × v, the term S(ω)Jω equals ω × (Jω).



6.2 Modelling 77

In conclusion, the model1 of the 2D flying robot is

mẍ = mge3 − u Re3

Ṙ = RS(ω)

J ω̇ = −ω × (Jω) + τ .

(6.3)

The state is (x, ẋ, R,ω). There are four control inputs: the magnitude u of the thrust
vector and the three torques τ = (τ1, τ2, τ3).

6.2.3 Special Case: Quadrotor Helicopters

A quadrotor helicopter can be regarded as a rigid body propelled by a force vector
with constant direction in its body frame.Moreover as we have seen in Sect. 6.1, with
a judicious choice of the rotor speeds one may induce desired torques about the three
body axes. Quadrotor helicopters, therefore, fit within the class of robots modelled
by (6.3). How are the controls (u, τ ) in (6.3) related to the physical control inputs of
a quadrotor helicopter? In this section we answer this question.

Consider the quadrotor helicopter of Fig. 6.9. The four rotors are driven by electric
motors applying torques τri , i = 1, . . . , 4. These can be regarded as the physical
control inputs. We seek a relationship between these inputs and the controls (u, τ )
of the model (6.3), also depicted in Fig. 6.9. To this end, denote by ωri the angular
speed of rotor i . Then it can be shown that each rotor is modelled by

Jri ω̇ri = −Bω2
ri

+ τri , i = 1, . . . , 4,

where the term −Bω2
ri
represents a torque due to the drag effects on the rotor blades.

In practice the moment of inertia Jri is negligible, so it is common to use a singular
perturbation argument and set Jri ω̇ri = 0, which gives τri = Bω2

ri
. The lift force

produced by rotor i is

fri = kω2
ri

= k

B
τri . (6.4)

Recall from Sect. 6.1 that

u = fr1 + fr2 + fr3 + fr4

τ1 = l( fr1 − fr2)

τ2 = l( fr3 − fr4)

τ3 = τr1 + τr2 − τr3 − τr4 .

1In the derivation of this model we have ignored drag and other aerodynamic effects. We have also
ignored the dynamics inherent in the propulsion mechanism.
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Fig. 6.9 The physical inputs
τri of a quadrotor helicopter
and the corresponding
controls u, τ1, τ2, τ3 used in
model (6.3)

Using (6.4) we obtain an invertible feedback transformation (τr1 , . . . , τr4) �→ (u, τ ):

⎡
⎢⎢⎣

u
τ1
τ2
τ3

⎤
⎥⎥⎦ = k

B

⎡
⎢⎢⎣

1 1 1 1
l −l 0 0
0 0 l −l
B
k

B
k − B

k − B
k

⎤
⎥⎥⎦

⎡
⎢⎢⎣

τr1
τr2
τr3
τr4

⎤
⎥⎥⎦ . (6.5)

In conclusion, themodel of a quadrotor helicopterwith control inputs (τr1 , . . . , τr4)

is given by (6.3) with (u, τ ) given in (6.5).

6.3 Flocking of 2D Flying Robots

We now turn to the most basic coordination problem, flocking. We begin with the
2D case. Thus we have n robots modelled by

mi ẍi = ui Ri e1

Ṙi = Ri S(ωi )

Ji ω̇i = τi .

i = 1, . . . , n. (6.6)

A clarification about notation. From now on, a subscript i on a quantity indicates that
the quantity pertains to the i th robot.2 In particular, Bi is the body frame of robot i .
We let χi := (xi , ẋi , Ri ,ωi ) denote the state of the i th robot, and χ := (χ1, . . . ,χn)

denote the collective state.
As in Chap.3, we indicate byNi (χ) the set of neighbours of robot i , and we rely

on the visibility graph G(χ) to keep track of who can see whom.

2This choice of notation creates a minor inconsistency with the previous section, where we have
used, for instance, ω1 to denote the first component of the angular velocity vector ω. From now on,
ωi will denote instead the angular velocity vector of robot i .

http://dx.doi.org/10.1007/978-3-319-24729-8_3
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Fig. 6.10 Relative
displacement and orientation
between robots i and k as
measured by robot i

Before delving into control design, we need to clarify what is an admissible
control for a flying robot. As discussed in Sect. 6.1, the onboard sensors of robot i
can be used to deduce robot i’s relative orientation with respect to any neighbour k ∈
Ni (χ) and the relative displacement measured in the local frameBi . These quantities
are illustrated in Fig. 6.10. We may also assume the time derivatives of the above
quantities to be available for feedback. Moreover, one of the rate gyroscopes in the
IMU measures ωi . In conclusion, any control law (ui , τi ) will be called admissible
for robot i if it is a locally Lipschitz function depending only on the quantities

〈xk − xi , ri 〉, 〈xk − xi , si 〉, 〈rk, ri 〉, 〈rk, si 〉,
〈ẋk − ẋi , ri 〉, 〈ẋk − ẋi , si 〉, ωi ,

for each k ∈ Ni (χ).
An equivalent representation of the measured quantities above is obtained by

leveraging the coordinate transformation property of rotation matrices. For instance,
the relative displacement between robots i and k measured in robot i’s local frame is
obtained by converting the inertial displacement xk − xi to the coordinates of frame
Bi ,

(Ri )
−1(xk − xi ) = RT

i (xk − xi ).

The relative orientation between robot i and robot k is RT
i Rk (you can check that

this matrix corresponds to a counterclockwise rotation by angle θk − θi ). In essence,
the measured quantities above can be represented as

RT
i (xk − xi ), RT

i (ẋk − ẋi ), RT
i Rk, ωi .

As in Chap.3, the flocking problem for the robots in (6.6) is to find, if they
exist, admissible controls (ui , τi ) so that there exists ε > 0 such that for all initial
conditions satisfying

(i) (∀i, j = 1, . . . , n) |ẋi (0) − ẋ j (0)| < ε, |θi (0) − θ j (0)| < ε, |θ̇i (0)| < ε,

http://dx.doi.org/10.1007/978-3-319-24729-8_3
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(ii) G(χ(0)) is connected,
then

(∃vss) lim
t→∞ ẋi (t) = vss, for all i = 1, . . . , n.

In otherwords, the flying robots are required tomove asymptotically along parallel
straight lines whose slope depends on their initial conditions.

As for kinematic unicycles, there is currently no solution to the flocking problem.
The main difficulty is the requirement of preserving the connectivity of the visibility
graph, a problem of considerable difficulty even when the robots are modelled as
kinematic integrators (see Chap.5).

In the interest of a self-contained mathematical treatment, we make two assump-
tions. First, we assume that the visibility graph is constant (the set of neighbours of
each robot does not change with time) and undirected (if robot i can see robot j ,
then robot j can see i). Second, we assume that each robot is affected by a drag force
pointing opposite to its velocity vector:

mi ẍi = ui Ri e1 − bẋi , b > 0.

The above assumptions considerably simplify the flocking problem, for they allow
us to discard the translational dynamics and focus on the subsystem

Ṙi = Ri S(ωi )

Ji ω̇i = τi , i = 1, . . . , n,

or, equivalently,
Ji θ̈i = τi , i = 1, . . . , n. (6.7)

Indeed, set u1 = · · · = un = ū > 0 and suppose we were to design admissible
controls τi making the angles θi converge to a common constant value θss . Then the
translational motion of each robot would be described by

mi
d

dt
ẋi = −bẋi + ū

[
cos(θss)

sin(θss)

]
+ ūδi (t),

where δi (t) = (cos(θi (t)) − cos(θss), sin(θi (t)) − sin(θss)) is a vanishing signal.
The above differential equation is a stable linear time invariant system driven by an
input signal converging to the constant vector. For this system we have ẋi → vss ,
with vss = ū/b(cos(θss), sin(θss)), and the robots flock. The situation is illustrated
in the block diagrams of Fig. 6.11.

To summarize, the flocking problem has been reduced to finding controls τi for
system (6.7) making (θi , θ̇i ) → (θss, 0), i = 1, . . . , n. An admissible control law
for the reduced model (6.7) is one that relies only on θi − θk , k ∈ Ni , and θ̇i .

Our approach in the control design that follows will be to asymptotically stabilize
the flocking manifold

http://dx.doi.org/10.1007/978-3-319-24729-8_5
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Fig. 6.11 Block diagram of 2D flying robots with synchronization of the heading angles. In the
figure, f is the vector of thrust forces fi = ui Ri e1

F = {(θ1, . . . , θn, θ̇1, . . . , θ̇n) : θ1 = · · · = θn, θ̇1 = · · · = θ̇n = 0}, (6.8)

and then show that the θi ’s do not simply converge to each other, but they converge
to a constant.

At this point, you may want to pause for a moment and compare the flocking
problem under consideration to the one in Chap.3. The model (6.7) is a rotational
double-integrator, while the model (3.1) in Chap.3 is a single rotational integrator.
Since the control input here is an acceleration rather than a speed, we cannot di-
rectly apply the Kuramoto-inspired control law (3.5) to solve the flocking problem.
Not surprisingly, though, the solution we are about to present is a straightforward
adaptation of the Kuramoto-inspired control law.

Inspired by [11, 12], we begin our control design by a mechanical analogy. Con-
sider the point particle in Fig. 6.12. The particle has mass Ji and is constrained to
move around a circular track of radius 1 metre. A force τi is applied to the particle in
the direction tangent to the circle. The motion of such a particle is described by (6.7).
Now imagine a collection of such masses moving on a common unit circle with
the same visibility graph G as the flying robots. Solving the flocking problem for
the flying robots is equivalent to determining admissible forces τi synchronizing the
particles on the unit circle.

Consider the three particles i , k, l in Fig. 6.13, with particles k, l neighbours of
particle i . If we connect the particles by massless springs and add a damping force
to each mass, it is reasonable to expect that the particles will synchronize provided
their initial conditions are not too far apart and there are enough springs (this latter
requirement will translate to requiring that the visibility graph be connected).

http://dx.doi.org/10.1007/978-3-319-24729-8_3
http://dx.doi.org/10.1007/978-3-319-24729-8_3
http://dx.doi.org/10.1007/978-3-319-24729-8_3
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Fig. 6.12 Mechanical
analogy for flocking control
design

Fig. 6.13 Mechanical
analogy for synchronization
mechanism

What is the control law τi corresponding to the setup of Fig. 6.13? The answer is
in the next lemma.

Lemma 6.1 Consider n point particles constrained to move on the unit circle. Sup-
pose the particles are connected by springs as described above, and each particle is
subjected to a viscous friction force. The model of the particles is

Ji θ̈i = −bi θ̇i −
∑

k∈Ni

aik sin(θi − θk), i = 1, . . . , n. (6.9)

Proof In order to avoid the computation of the reaction forces arising from the fact
that the particles move on a unit circle we take the Lagrangian approach.

The total kinetic energy of the collection of particles is

K =
n∑

l=1

1

2
Jl (θ̇l)

2.



6.3 Flocking of 2D Flying Robots 83

Letting dlk denote the length of the chord connecting robots l and k and alk > 0
denote the associated spring constant (in what follows, we pick akl = alk), we find
that the total potential energy is the sum of the potential energies of the springs:

U =
n∑

l=1

∑
k∈Nl ,k<l

1

2
alk d2

lk .

The condition k < l in the inner sum guarantees that the potential energy of the
spring connecting robots l and k is counted only once. It can be shown that d2

lk =
2 − 2 cos(θl − θk). Substituting this expression into U , we obtain the Lagrangian

L = K − U =
n∑

l=1

⎡
⎣1

2
Jl(θ̇l)

2 −
∑

k∈Nl ,k<l

alk(1 − cos(θl − θk))

⎤
⎦ .

This is the Lagrangian of the system of particles subject to the spring forces.
Using the Euler–Lagrange equation

d

dt

∂L
∂θ̇i

− ∂L
∂θi

= 0, i = 1, . . . , n,

we get (the steps are omitted)

Ji θ̈i +
∑

k∈Ni

aik sin(θi − θk) = 0, i = 1, . . . , n.

Adding viscous friction to each particle, we obtain (6.9). �

Comparing (6.7) and (6.9) we deduce the control law for robot i :

τi = −bi θ̇i −
∑

k∈Ni

aik sin(θi − θk). (6.10)

This control law is admissible. Does it solve the flocking problem? The answer is
found in the next theorem.

Theorem 6.1 If the visibility graph is constant, undirected, and connected, then for
any aik = aki > 0, bi > 0, i, k = 1, . . . , n, the control law (6.10) makes the flocking
manifold F in (6.8) locally asymptotically stable for (6.7) and solves the flocking
problem.

Proof The total energy of the particles,

E = K + U =
n∑

i=1

⎡
⎣1

2
Ji (θ̇i )

2 +
∑

k∈Ni ,k<i

aik(1 − cos(θi − θk))

⎤
⎦ ,
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is a nonnegative function. We claim that the level set {E = 0} coincides with the
flocking manifoldF in (6.8). Indeed, since the energy is a sum of nonnegative terms,
E = 0 if and only if

θ̇i = 0 and 1 − cos(θi − θk) = 0, i = 1, . . . , n, k ∈ Ni , k < i.

Thus θi = θk for all i ∈ {1, . . . , n} and all k ∈ Ni , k < i . Since the visibility graph
is connected, this latter condition is equivalent to θ1 = · · · = θn . Thus {E = 0} = F
and the claim is proved.

The time derivative of E along solutions is given by

Ė = −
n∑

i=1

bi (θ̇i )
2 ≤ 0.

Thus the energy is nonincreasing along solutions, which implies that the flocking
manifold F is stable.

Let a := min aik , and for a given γ ∈ (0,π/2), define the energy sublevel set

Eγ := {(θ1, . . . , θn, θ̇1, . . . , θ̇n) : E(θ1, . . . , θn, θ̇1, . . . , θ̇n) < a(1 − cos γ)}.

Since E is nonincreasing along solutions, Eγ is positively invariant for any γ, that is,
all solutions of (6.9) initialized in Eγ remain there for all t ≥ 0. Moreover, solutions
in Eγ satisfy (1 − cos(θi (t) − θk(t))) < (1 − cos(γ)), or

(∀t ≥ 0)(∀i ∈ {1, . . . , n})(∀k ∈ Ni ) |θi (t) − θk(t)| < γ. (6.11)

To visualize Eγ note that, in it, neighbouring particles lie on an arc of the unit
circle whose central angle is 2γ —see Fig. 6.14. Moreover, their speeds have a bound
that depends on γ.Wewill see that if the arc in question and the speeds are sufficiently
small (i.e., γ is small), then the particles synchronize.

Fig. 6.14 Interpretation of
set Eγ
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By the LaSalle invariance principle,3 solutions of (6.9) initialized in Eγ converge
to the largest invariant subset of Eγ ∩ {θ̇i = 0, i = 1, . . . , n}. We will show that
for sufficiently small γ, this set is contained in the flocking manifold F . To this end,
note that if θ̇i (t) ≡ 0, then θ̈i (t) ≡ 0, implying that

∑
k∈Ni

aik sin(θi − θk) ≡ 0.
Define a Laplacian matrix L as follows:

Lik := −aik, k ∈ Ni , k �= i,

Lik := 0, k /∈ Ni , k �= i,

Lii :=
∑

k∈Ni

aik .

Then L is the Laplacian of the visibility graph G with positive weights aik on the
graph’s edges. Since4 G is connected, L has rank n − 1 and ker L is spanned by 1.

Let θ = (θ1, . . . , θn) and define the vector function r(θ) as

ri (θ) :=
∑

k∈Ni

aik (sin(θi − θk) − (θi − θk)) , i = 1, . . . , n.

Then the condition
∑

k∈Ni
aik sin(θi − θk) ≡ 0, i = 1, . . . , n, may be expressed as

Lθ + r(θ) = 0.

The above identity can hold only if ‖Lθ‖ = ‖r(θ)‖. It can be shown that

lim
Lθ→0

ri (θ)

‖Lθ‖ = 0.

Therefore, for sufficiently small γ, the property (6.11) implies that

‖r(θ)‖ ≤ ‖Lθ‖/2.

For such small γ, the unique solution of

Lθ + r(θ) = 0

is Lθ = 0, or θ1 = · · · = θn .
We have thus shown that the largest invariant subset of Eγ∩{θ̇i = 0, i = 1, . . . , n}

is contained in F . By the LaSalle invariance principle, the flocking manifold F is
locally asymptotically stable, and the set Eγ is contained in its domain of attraction.

3The LaSalle invariance principle requires solutions to be bounded. The speeds θ̇i are bounded
because of the damping term −bi θ̇i in (6.9). As for the angles θi , we view them as points of a unit
circle, a compact set.
4This result is analogous to Theorem 4.2, which covers the case of unit weights, alk = 1 for all l, k.

http://dx.doi.org/10.1007/978-3-319-24729-8_4
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We are left to show that θi converges to a constant. This part requires a little more
work, and it involves the centre manifold theorem. We omit the argument, but you
may look at the proof of Theorem 4 in [20] to get the idea. �

6.4 Flocking of 3D Flying Robots

In this section we generalize the flocking control law to 3D flying robots. The gener-
alization relies on the same mechanical analogy but now, instead of imagining point
particles on the unit circle, we imagine rigid bodies on the unit sphere.

Consider a collection of n robots, each one modelled by (6.3). As before, the
flocking problem5 is to find an admissible control law making the velocity vectors
ẋi converge to a common constant vector vss dependent on the initial conditions. We
assume, as before, that the visibility graph is constant and undirected, and that each
robot is affected by a drag force pointing opposite to its velocity vector. We now also
assume that the robots have identical masses m, so that their translational motions
are modelled by

mẍi = mge3 − ui Ri e3 − bẋi .

As in the 2D case, if we set u1 = · · · = un = ū > 0 and we make Ri e3 converge
to a common constant vector, then the velocities ẋi converge to a common constant
vector as well, and flocking is achieved. The problem has thus been reduced to the
synchronization of the vectors Ri e3, i = 1, . . . , n, whichwewill refer to as the thrust
axes of the robots. For the design of flocking controllers we focus our attention on
the rotational dynamics

Ṙi = Ri S(ωi )

Ji ω̇i + ωi × (Jiωi ) = τi , i = 1, . . . , n.
(6.12)

Before continuing our development,we introduce someuseful notation, illustrated
in Fig. 6.15. We let qi := Ri e3 denote the thrust axis of robot i represented in the
common inertial frame I, and by Ri

j := RT
i R j the relative orientation of robot

j with respect to robot i . Operationally, Ri
j transforms a vector in frame j to its

representation in frame i . We let qi
j := Ri

j e3 denote the representation of robot j’s

thrust axis in the local frame of robot i . For flocking we would like to have qi
j = e3

for all i, j . Finally, we denote by ϕi
j the angle between the third axis of frame Bi

and qi
j . Flocking corresponds to the condition ϕi

j = 0 for all i, j .
With the notation just introduced, we have three equivalent definitions of the

flocking manifold:

5In our formulation of the flocking problem, nothing prevents the robots from crashing to the
ground. A more meaningful problem statement would require vss to be parallel to the ground, but
this problem is to date open and significantly harder than the one considered in this section.
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Fig. 6.15 Coordinate representations of the thrust axes of robots i and j

F : = {(R1, . . . , Rn,ω1, . . . ,ωn) : qi = q j , ωi = 0, i, j = 1, . . . , n}
= {(R1, . . . , Rn,ω1, . . . ,ωn) : qi

j = e3, ωi = 0, i, j = 1, . . . , n}
= {(R1, . . . , Rn,ω1, . . . ,ωn) : ϕi

j = 0, ωi = 0, i, j = 1, . . . , n}.
(6.13)

Thus, on F , the robots have zero angular velocity and identical thrust axes. This
latter requirement is expressed in three equivalent ways in (6.13). The first identity
expresses it in the common inertial frame I, while the second and third identities
express it in the robots’ body frames.

In the context of 3D flying robots, an admissible control law for the rotational
dynamics of robot i is one that depends only on the quantities

Ri
k, ωi , k ∈ Ni

and is a locally Lipschitz function.
Since the vectors qi have unit length, the flocking problem can be regarded as

one of synchronization on the unit sphere. In analogy with the 2D case, we imagine
that the thrust axis qi is the position of the centre of mass of a rigid body on the unit
sphere. We regard the control τi as a force applied at the centre of mass of the body in
a direction tangent to the sphere. Once again, we aim to synchronize these imaginary
rigid bodies by connecting them by springs and adding damping to each of them,
with the convention that a spring with constant aik > 0 interconnects bodies i and k



88 6 Introduction to Flying Robots

if and only if there is an edge between nodes i and k of the visibility graph. It is an

easy matter to check that the length of this spring is
√
2(1 − 〈qi

k, e3〉).
The total potential energy of the collection of springs is

U =
n∑

i=1

∑
k∈Ni ,k<i

aik(1 − 〈qi
k, e3〉).

The total energy of the robots connected by springs is

E =
n∑

i=1

1

2
ωT

i Jiωi +
n∑

i=1

∑
k∈Ni ,k<i

aik(1 − 〈qi
k, e3〉).

Inspired by the proof of Theorem 6.1, we define a control law for system (6.12) by
requiring that

Ė = −
n∑

i=1

ωT
i Biωi , (6.14)

where Bi is a symmetric positive definite matrix. By imposing this identity, we get
the control law

τi = −Biωi −
∑

k∈Ni

aik(q
i
k × e3), (6.15)

which can also be expressed as

τi = −Biωi − RT
i

∑
k∈Ni

aik(qk × qi ).

We postpone the verification that this control law gives identity (6.14) to the proof of
Theorem 6.2. Note that this control law is admissible, as it relies only on Rk

i , k ∈ Ni

and ωi .
At this point you may want to reflect on the similarity between (6.15) and its 2D

counterpart (6.10). As an exercise, show that (6.10) is a special case of (6.13), in the
following sense. Suppose the third body frame axis of each robot is parallel to the
third axis of the inertial frame I, i.e., Ri e3 = e3. Thus the rotation matrix of robot i
has the form

Ri =
⎡
⎣ cos(θi ) − sin(θi ) 0

sin(θi ) cos(θi ) 0
0 0 1

⎤
⎦ .

Suppose further that the thrust axis is parallel to the first body axis rather than the
third. Thus qi

j = Ri
j e1. Finally, let Bi be a diagonal matrix with (Bi )33 = bi . Then

τi in (6.15) has the form τi = (0, 0, (τi )3), where (τi )3 coincides with (6.10).
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Theorem 6.2 If the visibility graph is constant, undirected, and connected, then for
every aik = aki > 0 and every symmetric positive definite matrix Bi , i, k = 1, . . . , n,
the control law (6.15) makes the flocking manifold F in (6.13) locally asymptotically
stable for (6.12) and solves the flocking problem.

Proof The energy E is nonnegative. It is zero if and only if ωi = 0 and 〈qi
k, e3〉 = 1

for all i = 1, . . . , n and j ∈ Ni . Since qi
k is a unit vector, the latter condition is

equivalent to qi
k = e3. Since the visibility graph is connected, this identity is true for

all i, k = 1, . . . , n, and therefore the level set {E = 0} coincides with the flocking
manifold F in (6.13).

Next we show that (6.14) holds. We have

Ė =
n∑

i=1

ωT
i Ji ω̇i −

n∑
i=1

∑
k∈Ni ,k<i

aik〈q̇i
k, e3〉.

Using the dynamics (6.12) with control (6.15), we get

Ė = −
n∑

i=1

ωT
i Biωi −

n∑
i=1

∑
k∈Ni

aikω
T
i (q

i
k × e3) −

n∑
i=1

∑
k∈Ni ,k<i

aik〈q̇i
k, e3〉.

Recalling the definition of qi
k , qi

k = RT
i Rke3, and differentiating this identity with

respect to time, we obtain

q̇i
k = ṘT

i Rke3 + RT
i Ṙke3

= S(ωi )
T RT

i Rke3 + RT
i Rk S(ωk)e3

= −S(ωi )q
i
k + Ri

k S(ωk)e3.

In the second identity we used the derivative of a rotation matrix in (6.12). For any
rotation matrix R and any vector v ∈ R

3, we have

RS(v)RT = S(Rv).

Using this identity and the linearity of the operator S, we obtain

q̇ i
k = S(−ωi + Ri

kωk)q
i
k

= (−ωi + Ri
kωk) × qi

k

= qi
k × (ωi − Ri

kωk)

= S(qi
k)(ωi − Ri

kωk).
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We now take the inner product with e3:

〈q̇i
k, e3〉 = (ωi − Ri

kωk)
T S(qi

k)
T e3

= −(ωi − Ri
kωk)

T S(qi
k)e3

= −ωT
i S(qi

k)e3 + ωT
k (Ri

k)
T S(qi

k)e3

= −ωT
i (q

i
k × e3) + ωT

k S((Ri
k)

T qi
k)(Ri

k)
T e3

= −ωT
i (q

i
k × e3) + ωT

k S(e3)q
k
i

= −ωT
i (q

i
k × e3) − ωT

k (q
k
i × e3).

Using this result in the third term of the equation for Ė , we get

Ė = −
n∑

i=1

ωT
i Biωi −

n∑
i=1

∑
k∈Ni

aikω
T
i (q

i
k × e3)

+
n∑

i=1

∑
k∈Ni ,k<i

aikω
T
i (q

i
k × e3)

+
n∑

i=1

∑
k∈Ni ,k<i

aikω
T
k (q

k
i × e3).

Since the graph is undirected and aik = aki , the last sum can be rewritten as

n∑
k=1

∑
i∈Nk ,i>k

akiω
T
k (q

k
i × e3).

Now swap the indices i and k. Then the last three sums in the above expression for
Ė evaluate to zero, and

Ė = −
n∑

i=1

ωT
i Biωi ,

as required.
Let a := min aik , and for a given γ ∈ (0,π/2), define the energy sublevel set

Eγ := {(R1, . . . , Rn,ω1, . . . ,ωn) : E(R1, . . . , Rn,ω1, . . . ,ωn) < a(1 − cos γ)}.
As in the proof of Theorem 6.1, Eγ is positively invariant and all solutions initialized
in it satisfy 〈qi

k(t), e3〉 = cosϕi
k(t) > cos γ, or

(∀t ≥ 0)(∀i ∈ {1, . . . , n})(∀k ∈ Ni ) |ϕi
k(t)| < γ.

Since the visibility graph G is connected, we may pick γ small enough that
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(
(∀i ∈ {1, . . . , n})(∀k ∈ Ni ) |ϕi

k | < γ
)

=⇒ max
i,k∈{1,...,n}{|ϕ

i
k |} <

π

2
.

Thus all solutions initialized in Eγ have the property that their thrust axes qi (t) lie
on a common half plane for all time. More precisely, for all initial conditions in Eγ ,
the solutions of (6.12) with control (6.15) satisfy

(∀t ≥ 0)(∃v ∈ R
n, v �= 0)(∀i ∈ {1, . . . , n}) 〈qi (t), v〉 > 0. (6.16)

By (6.14) the energy E is nonincreasing along solutions. Since its zero level set is
the flocking manifold F , F is a stable set. By the LaSalle invariance principle,6 all
solutions of the closed-loop system initialized in Eγ converge to the largest invariant
set contained in Eγ ∩ {ωi = 0, i = 1, . . . , n}. We will show that this set is contained
in the flocking manifold.

If ωi (t) ≡ 0, then ω̇i (t) ≡ 0 and so Ji ω̇i (t) ≡ 0, implying that the control τi

in (6.15) is identically zero. Thus, we have

(∀i ∈ {1, . . . , n})
∑

k∈Ni

aik(q
i
k(t) × e3) ≡ 0.

Premultiplying this identity by Ri (t) we get

(∀i ∈ {1, . . . , n})
∑

k∈Ni

aik(qk(t) × qi (t)) ≡ 0,

or

(∀i ∈ {1, . . . , n}) qi (t) ×
⎛
⎝ ∑

k∈Ni

aikqk(t)

⎞
⎠ ≡ 0.

Thus qi (t) and
∑

k∈Ni
aikqk(t) are parallel, i.e., there exists a scalar λi (t) such that

qi (t) = λi (t)
∑

k∈Ni

aikqk(t). (6.17)

We claim that λi (t) > 0. Indeed, taking the inner product of both sides of (6.17)
with the vector v in (6.16) we obtain

〈qi (t), v〉 = λi (t)
∑

k∈Ni

aik〈qk(t), v〉.

6As in the proof of Theorem 6.1, wemay apply the LaSalle invariance principle because all solutions
of (6.12) with control (6.15) are bounded. The boundedness of ωi follows from the presence of the
dissipation term-Bi ωi in the τi . The matrices Ri have unit norm columns so they are bounded as
well.
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By property (6.16), the left-hand side is positive. The sum in the right-hand side is
also positive because aik > 0 and each inner product is positive. Thus it must hold
that λi (t) > 0, as claimed. Since qi has unit norm we conclude that

λi (t) =
⎛
⎝∥∥∥ ∑

k∈Ni

aikqk(t)
∥∥∥
⎞
⎠

−1

. (6.18)

From now on, we drop the time dependence on all variables. Consider the follow-
ing weighted sum of the qi ’s, and use identity (6.17):

n∑
i=1

⎛
⎝ ∑

k∈Ni

aik

⎞
⎠ qi =

n∑
i=1

λi

⎛
⎝ ∑

k∈Ni

aik

⎞
⎠ ∑

l∈Ni

ailql .

The right-hand side of this identity is a linear combination of {q1, . . . , qn}. A generic
term q j appears in the right-hand side when l = j and j ∈ Ni , or since the visibility
graph is undirected, l = j , i ∈ N j . Thus the above identity can be rewritten as

n∑
i=1

⎛
⎝ ∑

k∈Ni

aik

⎞
⎠ qi =

n∑
j=1

μ j q j ,

with

μ j =
∑

i∈N j

λi

⎛
⎝ ∑

k∈Ni

aik

⎞
⎠ ai j .

We thus have
n∑

i=1

⎡
⎣

⎛
⎝ ∑

k∈Ni

aik

⎞
⎠ − μi

⎤
⎦ qi = 0. (6.19)

Consider the definition of λi in (6.18). Since the qi ’s have unit norm and aik > 0,
by the triangle inequality we have

λi ≥
⎛
⎝ ∑

k∈Ni

aik

⎞
⎠

−1

.

This lower bound on λi gives a lower bound on μ j ,

μ j ≥
∑

i∈N j

ai j .
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Thus the coefficient of qi in (6.19) is upper bounded as follows

⎛
⎝ ∑

k∈Ni

aik

⎞
⎠ − μi ≤

∑
k∈Ni

aik −
∑

k∈Ni

aki = 0.

In conclusion, the left-hand side of (6.19) is a linear combination of all qi ’s with
nonpositive coefficients. By property (6.16), identity (6.19) can hold only if

⎛
⎝ ∑

k∈Ni

aik

⎞
⎠ − μi = 0 for all i = 1, . . . , n,

which implies that λi =
(∑

k∈Ni
aik

)−1
, i = 1, . . . , n, or

∥∥∥ ∑
k∈Ni

aikqk

∥∥∥ =
∑

k∈Ni

aik for all i = 1, . . . , n.

This identity implies that, for each i ∈ {1, . . . , n}, the vectors {qk : k ∈ Ni } are
parallel to each other. By (6.17), the vectors {qi , qk : k ∈ Ni } are also parallel. We
have thus established that if robots i and k are neighbours in the visibility graph, then
qi and qk are parallel. Since the visibility graph is connected, this property implies
that q1, . . . , qn are parallel. Finally, the fact that the qi ’s have unit norm and lie on a
common half-plane (property (6.16)) implies that q1 = · · · = qn .

We have thus shown that the largest invariant subset of Eγ ∩ {ωi = 0, i =
1, . . . , n} is theflockingmanifoldF . By theLaSalle invariance principle, all solutions
originating in Eγ converge toF , and thereforeF is asymptotically stable. The proof
that the qi ’s converge to a constant is omitted. �

6.5 Rendezvous of 3D Flying Robots

The rendezvous problem is the gateway tomore complex coordination problems such
as the control of formations. The idea, as in Chap.4, is to get n identical flying robots
to convene using only feedback from onboard sensors. More precisely, consider n
robots modelled by

mẍi = mge3 − ui Ri e3

Ṙi = Ri S(ωi )

J ω̇i = −ωi × (Jωi ) + τi ,

(6.20)

with state χ := (χ1, . . . ,χn), χi := (xi , ẋi , Ri ,ωi ). We define the rendezvous
manifold

http://dx.doi.org/10.1007/978-3-319-24729-8_4
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R = {χ : x1 = · · · = xn, ẋ1 = · · · = ẋn}.

On this set, the centres of mass and velocities of all robots coincide, but the robots
are not necessarily stationary. No constraint is placed on the robots’ orientations and
angular velocities.

As before, an admissible control for robot i is a locally Lipschitz function of the
quantities

RT
i (xk − xi ), RT

i (ẋk − ẋi ), RT
i Rk, ωi ,

for each k ∈ Ni .
We assume that the visibility graph is constant. The rendezvous problem for the

robots in (6.20) is to find, if they exist, admissible controls (ui , τi ) so that there exists
a subset of the rendezvous manifold that is locally asymptotically stable.

Allowing the stabilization of a subset of R, rather than the entire R, makes the
problem less demanding and allowsone to take different lines of attack for its solution.
For instance, one may attempt to locally asymptotically stabilize the subset ofR on
which the thrust axes coincide,

{χ ∈ R : R1e3 = · · · = Rne3},

in which case the requirement on the initial conditions would be that the robots’
initial positions, velocities, and thrust axes be close to each other. Or one may even
attempt to fully synchronize the rotation matrices Ri . In another formulation, one
may require the robots to stop moving, in which case the subset of R of interest
would be

{χ ∈ R : ẋi = · · · = ẋn = 0}.

Combinations of the above formulations are of course possible, and they are all
special instances of the general problem statement above. One may also formulate
the global version of the rendezvous problem, or other variations along these lines
(almost-global, semi-global, practical, and so on).

Even in our weak formulation, the rendezvous problem for flying robots is to date
open. What makes the problem particularly hard is the requirement that robot i must
be able to compute its own control (ui , τi ) without knowing its absolute position xi

and orientation Ri in the common inertial frame I.
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