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Abbreviations

ACC American College of Cardiology
AHA American Heart Association
ARIC Atherosclerosis risk in communities
AS Atherosclerotic
BMI Body mass index
CARDIA  Cardiovascular Health Study, Coronary 

Artery Risk Development in Young Adults
CHD Coronary heart disease
CMDS Cardiometabolic disease staging system
CVD Cardiovascular disease
DASH Dietary approaches to stop hypertension
EGIR  European Group for the Study of Insulin 

Resistance
EOSS Edmonton obesity staging system
GLP-1 Glucagon-peptide 1
HDL-C High-density lipoprotein cholesterol
HIV Human immunodeficiency virus
hs-CRP High-sensitivity C-reactive protein
IDF International Diabetes Federation
IGT Imaired glucose tolerance
LDL-C Low-density lipoprotein cholesterol
MetS Metabolic syndrome
MI Myocardial infarction
NCEP ATP III  National Cholesterol Education Program 

Adult Treatment Program III
SBP Systolic blood pressure
T2D Type-2 diabetes
TC Total cholesterol
WC Waist circumference
WHO World Health Organization 

Introduction

Cardiovascular disease (CVD) remains the leading cause 
of death worldwide [1]. The most prominent risk factors 
for CVD include age, gender, obesity, smoking, diabetes, 
hypertension, and dyslipidemia [2]. During the past several 
decades, there have been major advances in treating CVD 
and its associated risk factors; it is now internationally 
accepted that the initiation and intensity of pharmacologi-
cal therapy for CVD prevention should be based on a pa-
tient’s baseline absolute CVD risk [3]. Absolute CVD risk 
can be determined through composite risk scores, which as-
sess multiple risk factors simultaneously to predict disease 
onset or outcomes and to help guide treatment. In order 
to be clinically useful, it is important to first understand 
the origin of the risk score in terms of the population and 
outcome that it was developed for and second that the risk 
model is updated when new evidence arises. Within the 
past several decades, there have been numerous updates to 
older risk scores as well as the development of new risk 
scores that assess several chronic conditions. Thus, choos-
ing the most appropriate risk assessment model for patients 
can be difficult. Furthermore, no single risk algorithm can 
account for all relevant risk factors for CVD, and there-
fore patients may still exhibit residual cardiovascular risk, 
which is the risk of experiencing a cardiovascular event 
even when patients achieve target levels of metabolic risk 
factors [4]. Conversely, they may not experience CVD even 
though their predicted risk level is high. Lifestyle manage-
ment, including diet, physical activity, smoking cessation, 
and weight management, remains the cornerstone of both 
CVD prevention and residual cardiovascular risk reduc-
tion [3, 4]. Further, several pharmacological agents have 
been identified that may help alleviate the burden of abso-
lute and residual cardiovascular risk [5]. Importantly, risk 
assessment is only useful if a patient understands what their 
risk means and what they need to do to improve their risk. 
Therefore, optimal risk communication between health pro-
fessional and patient is necessary for optimal patient care. 
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This review will describe the development and clinical 
utility of the Framingham Risk Score, the Reynolds Risk 
Score, the Pooled Cohort Equations, lifetime risk scores, 
the metabolic syndrome (MetS), the Edmonton Obesity 
Staging System, and the Cardiometabolic Disease Staging 
System. Residual cardiovascular risk and patient communi-
cation will also be discussed.

Framingham Risk Score

Some of our greatest understanding of the underlying causes 
of CVD derives from the Framingham Heart Study. The Fram-
ingham Heart Study was developed in Framingham, MA, 
in 1948, and the original cohort included 5209 adults, ages 
30–62 years, who initially did not have CVD. This cohort 
has been followed since 1948 and has provided rich epide-
miological data on the development of CVD [6]. From these 
data, the Framingham Risk Score was developed to estimate 
absolute CVD risk and is the oldest and most widely used 
and studied CVD risk score available [7]. To date, multiple 
risk scores for coronary heart disease (CHD) and CVD have 
been developed and modified over time using data from the 
Framingham original cohort as well as the offspring cohort.

Due to the ongoing nature of the Framingham Heart 
Study, the algorithm has been revised over time to reflect 
the latest evidence (Table 5.1). The very first risk equation 
for CHD from the Framingham Heart Study was developed 
in 1967; [8] however, this equation was not validated and 
for the most part was not used clinically [9]. Subsequent-
ly, an 8-year risk of general CVD and specific subtypes of 
CVD was developed in 1976 [10]. This demonstrated that 
CVD is actually a heterogeneous condition, wherein some 
CVD risk factors are more relevant for certain subcompo-
nents of CVD. For example, systolic blood pressure (SBP) is 
particularly important for stroke risk, whereas smoking and 
glucose intolerance may be more important for risk of inter-
mittent claudication. This study also highlighted that certain 
risk factors have a risk continuum that should not be simply 
dichotomized into high and low. For example, CVD risk is 
proportional to the level of SBP and cholesterol, and there 
is no threshold for where risk begins to increase. Finally, 
this study demonstrated that an individual with a cluster-
ing of multiple subclinical risk factors might be more at risk 
than an individual with a single high-risk factor. In 1991, a 
new algorithm for 10-year risk of CHD was developed, and 
it was the first time that a points system was developed in 
order for clinicians to do a simple assessment of absolute 
CHD risk [11]. In 1998, a simplified sex-specific 10-year 
CHD prediction model that included age, diabetes status, 
smoking status, blood pressure, total cholesterol (TC), and 
high-density lipoprotein cholesterol (HDL-C) was devel-
oped (Table 5.1) [12]. This Framingham CHD risk score was 
adapted and incorporated into the National Cholesterol Edu-

cation Program Expert Panel on Detection, Evaluation, and 
Treatment of High Blood Cholesterol in Adults (NCEP ATP 
III) as part of their updated recommendations for screening 
and treatment of dyslipidemia in 2001 [13]. According to 
the ATP III, the intensity of risk reduction therapy should 
be adjusted to reflect an individual’s level of absolute risk. 
One of the changes in this version of the Framingham CHD 
risk score by the ATP III was that it did not include diabetes 
but considered the presence of diabetes as the equivalent of 
having CHD.

The most recent adaptation of the Framingham Risk 
Score is a general cardiovascular risk profile that predicts 
risk of developing general CVD and the individual CVD 
components (CHD, stroke, peripheral artery disease, and 
heart failure; comparable to disease-specific algorithms) for 
use in primary care (Table 5.1) [2]. The risk factors included 
in the algorithm are age, TC, HDL-C, SBP, blood pressure 
treatment, smoking status, and diabetes status. Importantly, 
for the first time, a simple CVD risk score was developed for 
when blood measures are not available, allowing the physi-
cian to immediately assess the 10-year CVD risk of the pa-
tient by using age, body mass index (BMI), SBP, antihyper-
tensive medication use, current smoking, and diabetes status.

A limitation to the Framingham Risk Score was that it 
was derived from a single community in the USA that was 
predominantly middle-aged and white. Others have also 
criticized the Framingham Risk Score because the Fram-
ingham population tended to be “high risk” to begin with, 
having high levels of hypercholesterolemia, dietary intake 
of saturated fat, smoking, and other CVD risk factors [9]. A 
systematic review of studies that compared predicted Fram-
ingham 10-year CHD or CVD risk scores with observed risk 
reported that the accuracy of the risk score varied widely 
between populations and that the more high-risk the popula-
tion, the greater the degree of underestimation [14]. Further-
more, a recent review observed that the majority of cross-
sectional and cohort studies that have used the Framingham 
Risk Score applied it to populations (e.g., human immunode-
ficiency virus (HIV) or rheumatoid arthritis) and outcomes 
(non-CHD events) for which the scores were not originally 
developed [15]. Others have reported that the Framingham 
Risk Score overestimate CHD risk in populations from the 
UK, Belfast, and France [16] as well as in African Carib-
bean adults [17], while underestimating risk in white Euro-
pean and South Asian women [17]. There is also evidence 
that the Framingham Risk Score may grossly underestimate 
CVD mortality rate in low socioeconomic populations [18]. 
Among different ethnic cohorts in the USA, the Framingham 
Risk Score performed reasonably well in black and white 
men and women but overestimated risk in Japanese Ameri-
can and Hispanic men and Native American women. How-
ever, recalibrating the scores to take into consideration the 
prevalence of risk factors and underlying rates of developing 
CHD within different populations improves the predictive 
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accuracy [19]. Therefore, when utilizing the Framingham 
Risk Score in populations that are not similar to the Fram-
ingham cohort, recalibration should be considered.

Despite the demonstrated ability of Framingham to predict 
CVD risk, some individuals who have low CVD risk will still 
experience a cardiac event, just as some persons with high 
risk will never develop CVD. This is termed residual risk 
and is the individual risk that is not accounted for by the risk 

algorithms. Residual risk exists for all algorithms and may be 
due to factors that are associated with CVD, but not included 
in the models, or they result from suboptimal assessment of 
predictive factors. Accordingly, some investigators have at-
tempted to determine if the clinical utility and residual risk 
of the Framingham Risk Score could be improved by adding 
additional variables to the model. Wang et al. (2006) reported 
that the addition of nontraditional biomarkers, such as high-

Table 5.1  Comparisons among the Framingham Risk Score for coronary heart disease (CHD) and cardiovascular disease (CVD), the Reynolds 
Risk Score for CVD, and the Pooled Cohort Equations

Framingham 
12-year CHD 
risk score 
(1967) [8]

Framingham 
8-year CVD 
risk score 
(1976) [10]

Framingham 
10-year CVD 
risk score 
(1991) [11]

Framingham 
10-year CHD 
risk score 
(1998) [12]

Framingham 
ATP-III CHD 
risk score 
(2001) [13]

Framingham 
10-year gen-
eral CVD risk 
score (2008) 
[2]

Reynolds 
Risk Score for 
CVD (2007, 
2008) [28, 29]

Pooled Cohort 
Equations 
10-year ath-
erosclerotic 
CVD risk 
score [3]

Variables Age Age Age Age Age Age Age Age
TC TC TC TC TC TC TC TC
SBP SBP SBP SBP SBP SBP SBP SBP
Smoking Smoking Smoking Smoking Smoking Smoking Smoking Smoking
ECG-LVH ECG-LVH ECG-LVH

HDL-C HDL-C HDL-C HDL-C HDL-C HDL-C
Relative 
weight

HBP 
medication

HBP 
medication

HBP 
medication

Diabetes Diabetes
A1C Glucose 

intolerance
Diabetes Diabetes

hs-CRP
Family his-
tory of prema-
ture MI
A1C (women 
with T2D 
only)

End-point MI, coronary 
insufficiency, 
angina pec-
toris, death 
from CHD

CHD, 
congestive 
heart failure, 
cerebrovas-
cular disease, 
intermittent 
claudication

MI, CHD, 
death from 
CHD, stroke, 
CVD, death 
from CVD

Angina 
pectoris, MI, 
coronary 
insufficiency, 
CHD death

MI, CHD 
death

CHD, 
cerebrovas-
cular events, 
peripheral 
artery disease, 
heart failure

MI, ischemic 
stroke, coro-
nary revas-
cularization, 
cardiovascu-
lar death

CHD death, 
nonfatal MI, 
fatal stroke, 
non-fatal 
stroke

Population 
derived

Framingham 
original 
cohort

Framingham 
original 
cohort

Framingham 
original and 
offspring 
cohorts

Framingham 
original and 
offspring 
cohorts

Modified 
Framingham 
CHD risk 
score

Framingham 
original and 
offspring 
cohorts

Women’s 
health study 
and physi-
cian’s health 
study II

ARIC study, 
Cardiovas-
cular Health 
Study, CAR-
DIA study 
Framingham 
original and 
offspring 
cohorts

N = 2187 N = 5209 N = 5573 N = 5345 N = 8491 N = 24 558 
women
Age: 45 + 
year

N = 24,626

Age: 30–62 
years

Age: 35–64 
years

Age: 30–74 
years

Age: 30–74 
years

Age: 30–74 
years

N = 10 724 
men Age: 
50–80 years

Age: 40–79 
years

ATP III Adult Treatment Program III, TC  cardiovascular disease, SBP  systolic blood pressure, ECG-LVH electrocardiogram left ventricular 
hypertrophy, MI  myocardial infarction, HDL-C high-density lipoprotein cholesterol, HBP high blood pressure, hs-CRP high-sensitivity C-reactive 
protein, A1C hemoglobin A1c, ARIC Atherosclerosis risk in communities study, CARDIA coronary artery risk in young adults study
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sensitivity C-reactive protein (hs-CRP), to conventional risk 
factors in the Framingham CHD risk scores had only small 
improvements for classifying risk [20]. However, another 
study reports that less than 50 % of patients who presented 
with myocardial infarction (MI) would be classified as high 
risk and be considered for intensive lipid-lowering therapy 
using common CVD risk scores (Framingham, Reynolds, 
PROCAM, ASSIGN, QRISK, and SCORE). However, with-
in these algorithms, Framingham tended to classify patients 
as higher risk than the other algorithms. The study suggests 
that additional measures, such as high coronary artery cal-
cium score or carotid artery plaques, may improve discrimi-
nation and that adding these risk factors to current algorithms 
may improve the classification of CVD risk [21]. Others 
have suggested that adding carotid intima thickness, ankle 
brachial index, or hs-CRP to the Framingham models could 
potentially improve classifying CVD risk in individuals [22–
24]. However, the cost-effectiveness or clinical feasibility of 
testing these biomarkers in practice is not known.

Another commonly cited CVD risk factor that is not cur-
rently used in the Framingham Risk Score is history of pre-
mature parental CVD, even though this variable was report-
ed to be an independent predictor of future CVD in the Fram-
ingham Offspring Cohort [25]. Accordingly, the Update of 
the Canadian Cardiovascular Society for the Diagnosis and 
Treatment of Dyslipidemia proposed that the Framingham 
CVD risk score be doubled when an individual has a family 
history of premature CVD [26]. However, Stern et al. [27] 
stated that clinicians should not use this modified score as 
there is no hard evidence to justify including family history 
in the algorithm, and besides, Framingham researchers re-
ported that inclusion of parental data in the model increases 
predictive accuracy only to a small extent.

Finally, lifestyle modification behaviors, particularly diet 
and physical activity, are also associated with CVD risk and 
play a large role in CVD prevention [3]. However, none of 
the Framingham models, or any other CVD risk equation, 
include diet or physical activity in their risk algorithms. This 
may be because information for diet and physical activity 
is assessed using many different methods and is often con-
sidered unreliable as it is assessed using self-reported data. 
Nonetheless, information about a patient’s current diet and 
physical activity should be obtained during initial risk as-
sessment and may be particularly important for estimating 
residual CVD risk.

In summary, the Framingham Heart Study has provided a 
wealth of knowledge about the major risk factors for CVD. 
Although some have challenged the clinical utility of the 
Framingham Risk Score in certain populations, these scores 
have been used in many different countries and populations 
to assess CVD risk and help guide treatment. Whether or not 
additional variables beyond the traditional risk factors could 
be used to better discriminate individuals at high risk of CVD 
is currently not known and requires further investigation.

Reynolds Risk Score

Like the Framingham Risk Score, the Reynolds Risk Score 
is an algorithm that predicts 10-year risk of CVD but in-
cludes hs-CRP and family history of MI in its algorithm. 
Dr. Paul Ridker and colleagues developed and validated the 
model for women in 2007 [28] and for men in 2008 [29]. 
Prediction algorithms were derived using data from 24,558 
female health professionals in the Women’s Health Study 
aged 45 years and older and 10,724 men from the Physi-
cians Health Study II aged 50–80 years old. The variables 
used in the Reynolds Risk Score are hs-CRP, parental his-
tory of premature MI, SBP, TC, HDL-C, current smoker, 
and hemoglobin A1c (HbA1C; for females with diabetes 
only; Table 5.1).

The Reynolds Risk Score was derived using data from 
predominantly white adults from a high socioeconomic 
background. Therefore, as with the Framingham Risk Score, 
extrapolation to more ethnically and socioeconomically di-
verse populations, populations under 45 years for women, 
and under 50 years for men should be interpreted with 
caution. Another limitation is that the algorithm is based 
on self-report data for blood pressure in females and self-
report BMI in males. Both the Framingham ATP-III CHD 
risk score and the Reynolds Risk Score are recommended 
for use by the American College of Cardiology (ACC) and 
the American Heart Association (AHA) and are also used 
as part of the national guidelines for CVD prevention in 
Canada. However, the few studies that have compared the 
Framingham and Reynolds scores often show that predicted 
CVD risk varies widely between the models. For example, 
the Reynolds Risk Score reclassified a number of adults 
into more appropriate risk categories and was reported to 
be a better predictor of CHD compared to the Framingham 
ATP-III model [28, 29]. However, this analysis may have 
been biased as it used the same population that was used to 
originally develop the Reynolds Risk Score. Another study 
reported that among a large multiethnic cohort of women, 
the ATP-III and Framingham CVD score overestimated risk 
for CHD and CVD, while the Reynolds Risk Score was 
better at classifying risk in black and white women [30]. 
Furthermore, another US study suggests that 4.7 % of US 
women would require more intense lipid management if the 
Reynolds Risk Score was used instead of the Framingham 
Risk Score. Conversely, 10.5 % of US men would require 
less intense lipid management if the Reynolds Risk Score 
was used in place of the Framingham Risk Score [31]. Thus, 
the relative clinical utility of Reynolds versus Framingham 
is unclear.

In summary, the best approach for CVD evaluation and 
prevention is to routinely test the patient for CVD risk fac-
tors and to use a risk score assessment. Although neither 
the Framingham Risk Score nor the Reynolds Risk Score 
are without limitation, assessing CVD risk is important to 
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optimize preventive treatments and to guide therapy. Clearly, 
more research is needed to compare the clinical utility be-
tween the two risk scores.

ACC/AHA Guidelines for Assessing 
Cardiovascular Risk (Pooled Cohort Equations)

In 2013, the ACC and AHA provided updated guidelines for 
the assessment of CVD risk [3]. These guidelines include 
new Pooled Cohort Equations that predict 10-year athero-
sclerotic CVD risk in non-Hispanic black and white adults 
age 40–79 years with no clinical signs or symptoms of ath-
erosclerotic CVD (Table 5.1). The new Pooled Cohort Equa-
tions were derived using cohort data from Atherosclerosis 
Risk in Communities (ARIC), Cardiovascular Health Study, 
Coronary Artery Risk Development in Young Adults (CAR-
DIA), and Framingham original and offspring study cohorts. 
The sex- and race-specific risk algorithms predict 10-year 
risk of initial hard atherosclerotic CVD events, including 
nonfatal MI or CHD death and fatal and nonfatal stroke [3]. 
The variables used in the algorithm are the same as those 
used in the Framingham CVD risk models and include age, 
TC, HDL-C, SBP, blood pressure treatment status, diabetes, 
and current smoking status. The guidelines recommend ini-
tiation of statin treatment in patients with high 10-year ath-
erosclerotic (AS) CVD risk (≥ 7.5 %) and consideration of 
statin treatment in patients with intermediate risk (5−7.5 %). 
This translates into about one in three American adults being 
considered for statin therapy based on these guidelines [3]. 
These thresholds are considerably lower than the 20 % high-
risk and 10−20 % intermediate-risk thresholds suggested in 
the ATP-III guidelines [13], and thus, more adults would be 
considered for statin therapy if these guidelines are imple-
mented in clinical practice.

The guidelines also assessed the clinical utility of includ-
ing novel risk factors for atherosclerotic CVD risk predic-
tion, including family history of premature CVD, hs-CRP, 
coronary artery calcium, ankle-brachial index, coronary 
intima media thickness, apolipoprotein B, albuminuria, glo-
merular filtration rate, and cardiorespiratory fitness. It was 
recommended that if a risk-based treatment decision is still 
uncertain after initial risk assessment, a family history of 
premature CVD or measurement of hs-CRP, coronary artery 
calcium, or ankle-brachial index may be considered and that 
coronary artery calcium is likely the most clinically useful 
novel risk factor in adults with intermediate atherosclerotic 
CVD risk. However, the guidelines advise against measuring 
coronary intima media thickness in routine clinical practice 
due to concerns about measurement quality. Furthermore, 
there was insufficient evidence to recommend for or against 
measuring apolipoprotein B, albuminuria, glomerular fil-
tration rate, or cardiorespiratory fitness for atherosclerotic 
CVD risk assessment [3].

The Pooled Cohort Equations have a demonstrated abil-
ity to estimate risk for both fatal and nonfatal MI and stroke 
and the ability to provide specific risk estimates for non-
Hispanic blacks. Although not yet validated, the guidelines 
suggest that the equation for non-Hispanic whites may be 
used in other ethnic groups until ethnic-specific algorithms 
are developed. However, the Pooled Cohort Equations may 
overestimate atherosclerotic CVD risk in East Asian Ameri-
cans and may underestimate risk in First Nation Americans 
and South Asian Americans [3]. Others have also criticized 
the new guidelines for excluding family history of premature 
CVD in the models, as well as including stroke as an end-
point, because it renders the algorithms much more sensitive 
to age and, additionally, because only ~ 40 % of strokes are 
the result of large-vessel atherosclerotic CVD [32].

Attempts to examine the validity of the Pooled Cohort 
Equations in other cohorts have resulted in mixed findings. 
One study reported that the Pooled Cohort Equations accu-
rately predicted 5-year incident atherosclerotic CVD in non-
Hispanic white and black adults from the REGARDS study 
[33]. Conversely, the Pooled Cohort Equations overestimated 
10-year CVD risk in non-Hispanic white and black adults 
from the MESA study, the REGARDS study, newer follow-
up data from ARIC, and the Framingham study [34]. The 
Pooled Cohort risk equations were also found to overesti-
mate 10-year atherosclerotic CVD risk by 75−150 % in three 
large-scale US cohorts that were predominately made up of 
low-risk white individuals [34]. Moreover, among healthy 
European adults in the Rotterdam Study, the Pooled Cohort 
Equations greatly overestimated atherosclerotic CVD risk, 
and substantially more men and women would have been eli-
gible for statin initiation based on these guidelines compared 
to the ATP-III guidelines or the European Society of Cardiol-
ogy guidelines [35]. These results question the validity of the 
new Pooled Cohort risk equations, particularly in populations 
other than non-Hispanic white and black US adults. Clearly, 
more studies are needed to investigate if these risk equations 
are valid among individuals from other ethnic groups and 
countries and if they truly do provide better risk discrimina-
tion compared to more established CVD risk algorithms.

Lifetime Cardiovascular Risk

Lifetime cardiovascular risk is defined as the cumulative 
risk of developing CVD throughout the remainder of a per-
son’s life [36]. Recently, there has been much discussion 
on the clinical utility of assessing lifetime CVD risk. Some 
argue that because short-term risk equations are strongly 
age-dependent, many younger individuals with adverse risk 
profiles who have a high long-term risk are often “over-
looked” when it comes to risk discussion and therapy ini-
tiation because their short-term risk is low [37]. As well, it 
has been reported that only assessing risk over 5–10 years 
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restricts our appreciation of the true importance of the modi-
fiable factors that cause CVD and, further, that lowering cho-
lesterol has greater benefit if done earlier in life than later 
[38]. Indeed, life-time risk may be a clinically useful measure 
in those with low short-term but high long-term risk [39].

Several studies have attempted to assess the lifetime risk 
of CVD. In 2006, the first lifetime risk estimates for devel-
oping CVD at age 50 were estimated using Framingham 
data, and it was shown that lifetime risk is highly dependent 
on the number of elevated risk factors [40]. For example, 
men and women with an optimal risk factor profile at age 50 
(only 3.2 % of men and 4.5 % of women) had a relatively low 
lifetime CVD risk, whereas those with at least two major risk 
factors had lifetime risks that exceeded 50 % [40]. Similar 
findings were confirmed in another study that also showed 
that the effect of risk factor burden on lifetime CVD risk 
was similar in black and white adults and across different 
birth cohorts [41]. In 2009, a 30-year model for risk of de-
veloping hard CVD was developed using Framingham data. 
This analysis demonstrated that 10-year CVD risk was very 
low for adults in their 20s and 30s, regardless of risk fac-
tors but that those with multiple elevated risk factors had 
30-year risk profiles that were up to ten times higher [42]. 
Finally, Wilkins et al. (2012) reported that although middle-
aged adults with an optimal risk factor profile have a lower 
absolute risk than middle-aged adults with one elevated risk 
factor, they still have a high absolute lifetime CVD risk of 
30−40 % [43]. This reiterates the importance of maintaining 
a healthy lifestyle throughout life for CVD prevention.

Thus, although there is not yet a general consensus that 
lifetime CVD risk should be used in clinical practice, there 
is evidence that many adults have a high lifetime risk of 
CVD, particularly young adults with adverse risk factors, 
males, nonwhite adults, and those with a family history of 
premature CVD [37]. Assessing lifetime CVD risk may be 
beneficial in these populations as this could initiate discus-
sion about lifestyle modification or consideration of early 
pharmacologic intervention that may not be apparent if using 
only short-term algorithms. However, a validated method of 
measuring lifetime risk that is applicable for different popu-
lations has yet to be established.

Residual Cardiovascular Risk

An important yet often under acknowledged concept to con-
sider when assessing risk for any patient is that of residual 
risk. Residual risk is any difference in predicted risk that is 
not accounted for by the risk algorithm, which is why some 
individuals still experience a cardiac event even if metabolic 
targets are met or why some individuals will not have car-
diac events even though their predicted risk is high [44]. All 
risk algorithms have an error component as no algorithm has 

a perfect model fit. For most CVD risk algorithms, the c-
statistic (measure of discrimination) is usually between 0.70 
and 0.80, which means that the probability that the predicted 
absolute risk is higher in individuals who develop CVD ver-
sus those who do not is 70−80 %, meaning that there could 
be inaccurate risk ranking in up to a third of individuals. This 
error could be related to inappropriate cutoffs used for risk 
factors in the algorithm, error in assessment of the risk fac-
tors, or not including all relevant risk factors in the model for 
that individual. For example, factors such as diet and physi-
cal activity are associated with CVD and can modify the ef-
fects of other CVD risk factors, yet these variables are not 
included in CVD risk algorithms. Further, there is a host of 
measures for glucose control and metabolism or inflamma-
tion that could be included in algorithms, but due to cost and 
ease of assessment as opposed to biological relevance, the 
simpler measures are most often included.

Another possible reason for residual risk is that not all 
relevant risk factors may be targeted with statin therapy that 
specifically lowers LDL-C. Thus, atherogenic dyslipidemia, 
which is an imbalance of high triglycerides and low HDL-C, 
would not be improved by statin therapy and has been identi-
fied as a likely contributor to lipid-related residual cardiovas-
cular risk even when LDL levels are normal [4]. Some clini-
cal trials have shown that combining a statin with a fibrate, 
niacin, omega-3 fatty acid, or ezetimibe to lower triglyceride 
levels and increase HDL-C may better help to alleviate the 
burden of atherogenic dyslipidemia. However, there is little 
evidence for the effects of these agents on cardiovascular 
outcomes, and therefore large cardiovascular outcome trials 
are needed [5]. On the other hand, lifestyle modifications, 
including body weight reduction, healthy diet, and increased 
physical activity, are all associated with decreased triglycer-
ides and increased HDL-C, and are important factors for de-
creasing residual cardiovascular risk [45]. However, results 
from the Look AHEAD trial recently showed that intensive 
lifestyle modification was not enough to decrease cardio-
vascular deaths or events in adults with T2D compared to 
a control group despite significant improvements in meta-
bolic risk factors [46]. Therefore, lifestyle modification is 
important for improving the metabolic profiles of individu-
als at risk for CVD, but pharmacotherapy will likely also 
be necessary for preventing CVD deaths and events. Large 
cardiovascular outcome trials with novel lipid therapies for 
reducing atherogenic dyslipidemia and improving residual 
cardiovascular risk are eagerly awaited.

Metabolic Syndrome

MetS, sometimes referred to as syndrome X, insulin resis-
tance syndrome, cardiometabolic syndrome, or dysmetabol-
ic syndrome, is generally defined as a clustering of cardio-
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metabolic factors [47]. This term first appeared in PubMed 
in 1952, with only sporadic reports until the Banting Lecture 
in 1988 when Dr. Gerald Reaven described “Syndrome X” 
[48]. In 2001, the National Cholesterol Education Program 
introduced the first diagnostic criteria for MetS, and research 
on this topic increased exponentially with now over 31,000 
publications.

Despite the general consensus that MetS is a clustering 
of elevated fasting blood glucose and cardiovascular risk 
factors, there is debate as to which risk factors should be 
included in the diagnostic criteria, the thresholds for each 
criterion, and whether or not certain factors are central to 
the underlying pathology. Most commonly, increased waist 
circumference (WC), insulin resistance, dyslipidemia, and 
hypertension are included in the diagnostic criteria, with 
factors such as inflammation, kidney dysfunction [49], liver 
dysfunction, and ectopic fat deposition being suggested less 
frequently as features [50]. For example, both the World 
Health Organization (WHO) and the European Group for the 
Study of Insulin Resistance requires the presence of insulin 
resistance, but not necessarily obesity, to have the diagnosis 
of MetS [51, 52], while the International Diabetes Federa-
tion (IDF) requires the presence of abdominal obesity but not 
necessarily insulin resistance (Table 5.2) [53]. Of note, most 

definitions include WC as a component of the syndrome, 
but not BMI, due to excess abdominal fat being more highly 
associated with other components of MetS and its greater 
importance in the etiology of the syndrome [54]. The numer-
ous differing diagnostic criteria that include different factors 
and use various thresholds created confusion in the clinical 
community as to what MetS is and made research using the 
different criteria more difficult to compare. Differences in 
the factors and the thresholds used can alter the prevalence 
of MetS to range from 19 to 39 % [55] and how strongly it 
is associated with morbidity and mortality [56, 57]. Thus, in 
2009, there was a new harmonized diagnostic criteria that 
was jointly published by the International Diabetes Federa-
tion Task Force on Epidemiology and Prevention; National 
Heart, Lung, and Blood Institute; American Heart Associa-
tion; World Heart Federation; International Atherosclerosis 
Society; and International Association for the Study of Obe-
sity. This criteria does not require the presence of any one 
component but, similar to past criteria, requires three of five 
of the factors for the diagnosis of MetS [47] (Table 5.2).

In youth and adolescents, the optimal diagnostic criteria 
for MetS are even less clear. Over the course of pubertal 
development, there are fluctuations in the metabolic profile 
that are not well understood. Clear thresholds for delineating 

Table 5.2  Criteria for the metabolic syndrome according to the International Diabetes Federation (IDF), World Health Organization (WHO), 
European Group for the Study of Insulin Resistance (EGIR), National Cholesterol Education Program (NCEP), and the harmonized models

IDF [53] WHO [49] EGIR [52] NCEP [54] Harmonized [47]
Required 
criteria

Central obesity or BMI 
> 30 kg/m2

IFG, IGT, or T2D/insu-
lin resistance

Insulin resistance None None

Number of 
additional 
criteria

Any two of the 
following:

Two or more of the 
following:

Two or more of the 
following:

At least three of the 
following:

At least three of the 
following:

Central 
obesity

Ethnicity-specific WHR > 0.90 (males), 
WHR > 0.85 (females), 
and/or BMI > 30 kg/m2

WC ≥ 94 cm (males) 
and WC ≥ 80 cm 
(females)

WC ≥ 102 cm (males) 
and WC ≥ 88 cm 
(females)

High WC (population- 
and country-specific)

Triglycerides ≥ 1.7 mM or drug 
treatment

> 1.7 mM > 2.0 mM
or drug treatment

≥ 1.7 mM or drug 
treatment

≥ 1.7 mM or drug 
treatment

HDL-C Males < 1.03 mM, 
females < 1.29 mM, or 
drug treatment

< 0.9 mM (males) and 
< 1.0 mM (females)

< 1.0 mM
or drug treatment

< 1.03 mM (males), 
< 1.3 mM (females), or 
drug treatment

< 1.0 mM (males), 
< 1.3 mM (females), or 
drug treatment

Blood 
pressure

SBP ≥ 130 mm Hg or 
DBP ≥ 85 mm Hg or 
drug treatment

≥ 140/90 mm Hg ≥ 140/90 mm Hg or 
drug treatment

SBP ≥ 130 mm Hg or 
DBP ≥ 85 mmHg or 
drug treatment

SBP ≥ 130 mm Hg or 
DBP ≥ 85 mm Hg or 
drug treatment

Fasting 
plasma 
glucose

5.6 mM or T2D IFG, IGT, or T2D: 
FGlu > 6.1 mM or 
OGTT ≥ 7.8 mM

≥ 6.1 mM (but 
nondiabetic)

≥ 6.1 mM or drug 
treatment

≥ 6.1 mM or drug 
treatment

Insulin 
resistance

– As measured by hyper-
insulemic euglycemic 
clamp

Top 25 % of the fasting 
insulin values among 
nondiabetic individuals

– –

Microalbu-
minuria

– Excretion rate 
≥ 20 µg/min or 
albumin:creatinine ratio 
≥ 30 mg/g

– – –

HDL-C high-density lipoprotein cholesterol, SBP systolic blood pressure, DBP diastolic blood pressure, IGT impaired glucose tolerance, IFG 
impaired fasting glucose, WHR waist to hip ratio, OGTT oral glucose tolerance test, T2D type-2 diabetes, WC waist circumference, BMI body 
mass index
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healthy versus not healthy are not widely accepted. Conse-
quently, it is not surprising that there are a variety of MetS 
criteria that have been developed using a mix of mainly age 
and sex percentiles or adult thresholds. These variations 
have resulted in a MetS prevalence that ranges between 6 
and 39 % [58]. Thus, as with adults, this has led some to 
question the clinical usefulness of MetS [59].

In addition to the problematic diagnosis of MetS, there 
is also a debate as to the central importance of insulin sensi-
tivity versus obesity as reflected by the disparate diagnostic 
criteria by WHO and IDF that require the presence of one 
versus the other. In order for MetS to be a “syndrome,” there 
must be an underlying pathology or cause [60]. In his Ban-
ting Lecture in 1988 [48], Reaven proposed that insulin re-
sistance was central to the development of these cardiometa-
bolic factors but did not include obesity as one of the factors 
in the syndrome. Interestingly, he did suggest that treatment 
for MetS should be weight maintenance (or weight loss) and 
physical activity [48]. To date, there have been several ex-
aminations into the relative importance of insulin resistance 
and obesity with varying conclusions. To date, research has 
demonstrated that most, but not all, individuals diagnosed 
with ATP III [61] or IDF [62] are insulin resistant. Similarly, 
most, but not all, individuals with MetS are obese [63, 64]. 
This may be due to suboptimal diagnostic criteria for MetS, 
suboptimal assessment of insulin resistance or obesity, or 
may reflect that MetS is not truly a syndrome but more sim-
ply an array of risk factors or conditions without clear rela-
tionships.

In addition, several investigations on the association be-
tween MetS and mortality risk place doubt on whether MetS 
is in fact a “syndrome” with a singular pathology and ques-
tion whether MetS can uniquely identify risk beyond its indi-
vidual factors [65]. MetS by most criteria is the compilation 
of 16 different metabolic factor combinations [63]. These 
combinations differ in their prevalence by age and sex and 
also in how they relate with mortality risk [63, 66]. Further-
more, some reports suggest that WC alone may be a better 
indicator of insulin resistance in young black South African 
women than ATP III MetS criteria [67]. Additionally, several 
reports indicate that MetS is much more strongly related to 
T2D risk than to CVD [68], largely owing to three of five 
factors (glucose, obesity, and triglycerides) being more pre-
dictive of T2D risk [69]. In fact, some studies demonstrate 
that certain MetS criteria are not predictive of all-cause or 
CVD morality risk [70]. Moreover, some studies indicate 
that MetS does not perform as well as traditionally used 
CVD risk algorithms, such as Framingham [71, 72]. This dif-
ference can be attributed to several mathematical as well as 
biological factors. Mathematically, the reduction of the five 
MetS criteria to a dichotomy reduces the information avail-
able and can only be used to provide relative risk estimates, 
as opposed to the Framingham algorithm that provides an 

absolute risk for CVD. From a biological standpoint, MetS 
does not consider clearly established non-metabolic CVD 
risk factors, such as age and smoking status, explaining why 
the relative risk estimates are inferior to Framingham. For 
these reasons, the clinical utility of MetS has been ques-
tioned [65] and may be why MetS is rarely diagnosed by 
clinicians [73].

Dysmetabolic syndrome is officially recognized as a 
medical diagnosis and is coded as ICD-9-CM 277.7. This 
code was replaced with ICD-10-CM E88.81 (metabolic syn-
drome) in October 2015. This is a billable medical code that 
can be used to specify a diagnosis on a reimbursement claim, 
formalizing the clinical diagnosis of this syndrome. How-
ever, Ford (2005) reported that 2 years after the release of the 
ICD-9-CM 277.7 code, very few patients had MetS listed as 
a diagnosis on medical records, suggesting that MetS is sig-
nificantly underdiagnosed in patients [73]. The reasons for 
this are uncertain but may be related to the lack of pharma-
cological agents specifically for MetS.

Currently, the main lifestyle treatment goal of weight 
management and increasing physical activity for MetS has 
not changed from Dr. Reaven’s Banting Lecture in 1988 
[54]. Dietary approaches are also suggested for many MetS 
factors. However, the factors differ in the types of therapeu-
tic dietary approaches used, though sharing some similar ap-
proaches. For example, the Dietary Approaches to Stop Hy-
pertension (DASH) recommends restricting sodium intake 
as an important dietary intervention for hypertension [74], 
but less important for weight, glucose, or lipid management. 
Dietary management for T2D also has recommendations for 
sodium intake but will focus more on caloric reduction and 
glycemic index [75]. Similarly, pharmacological interven-
tions are generally not tailored directly for MetS due to the 
heterogeneous presentation of risk factors. Thus, pharmaco-
logical interventions are generally targeted for each specific 
risk factor as opposed to “metabolic syndrome” as a whole. 
However, in understanding how MetS factors are interre-
lated in the same metabolic pathways, Ye et al. [76] have 
been able to design a unique pharmacotherapy that is able to 
simultaneously improve hypertension, hyperglycemia, obe-
sity, and dyslipidemia in mice. Briefly, the antihypertensive 
alpha-2 adrenergic receptor agonist guanabenz activates a 
synthetic signal cascade that influences secretion of gluca-
gon-peptide 1 (GLP-1) and leptin; these coordinated events 
attenuate blood pressure, blood glucose, blood lipids as well 
as reduced appetite and body weight [76].

Despite the limitations in comprehensively assessing, di-
agnosing, and treating MetS, the research on MetS has high-
lighted how T2D and CVD risk factors tend to cluster togeth-
er, prompting assessment of other cardiometabolic risk fac-
tors when one is detected [77]. Nevertheless, although MetS 
is frequently the topic of research investigations, there is still 
debate on whether MetS can truly be called a “syndrome.” In 
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conjunction with the rare clinical diagnosis and the lack of 
pharmacological options, the clinical relevance of MetS has 
yet to be established.

Edmonton Obesity Staging System

The Edmonton Obesity Staging System (EOSS) is a model 
developed by Dr. Arya Sharma and Dr. Robert Kushner in 
2009 that evaluates obesity-related health risk and recom-
mends treatment according to the severity of risk [78]. The 
stages range from 0 to 4, indicating no obesity-related risk 
factors to severe end-stage disease. Unlike many of the other 
composite score models, EOSS considers not only metabolic 
risk factors (e.g., blood pressure) but also physical symp-
toms (e.g., aches and pains), psychopathology (e.g., depres-
sion), and functional ability and well-being in order to assess 
the overall health of the individual (Table 5.3).

The main reason why EOSS was developed was to indi-
vidualize assessments since two people with similar levels 
of body fatness can have vastly different states of health. 
It was also proposed that a staging system would allow for 
the prioritization of treatment to patients who would most 
benefit from aggressive and resource-intensive weight man-
agement treatment. According to the current guidelines for 
weight management, all patients with obesity, regardless of 
their health risk profile, should be counseled to lose weight 
[79]. However, there exists a subgroup of obese individuals, 
commonly referred to as the “metabolically healthy obese,” 
who are free from metabolic complications and may repre-
sent 6–32 % of the obese population [80, 81]. There is also 
evidence that weight loss in the metabolically healthy obese 
may not improve cardiometabolic risk factors [82] and may 
even be detrimental to insulin sensitivity [83]. Therefore, a 
model such as the EOSS would allow proper counseling to 

Table 5.3  Comparisons between the Cardiometabolic Disease Staging System and the Edmonton Obesity Staging System
CDMS [88] EOSS [78]
Description/criteria Description/criteria Management

Stage 0 Metabolically healthy: no risk factors No apparent obesity-related risk fac-
tors, including physical symptoms, 
psychopathology, functional limita-
tions, or impairments in well-being

Identification of factors contributing 
to increased body weight. Provide 
counseling to prevent further weight 
gain through lifestyle measures, such 
as healthy diet and physical activity

Stage 1 One or two of the following: WC ≥ 112 cm 
(males) or ≥ 88 cm (females)
SBP ≥ 130 mm Hg or DBP ≥ 85 mm Hg or on 
antihypertensive medication
HDL-C < 1.0 mM (males) or < 1.3 mM (females) 
or on lipid medication
TG ≥ 1.7 mM or on lipid medication

Presence of obesity-related subclinical 
risk factors, mild physical symptoms, 
psychopathology, functional limita-
tions, and/or impairment of well-being

Investigation for non-weight-related 
contributors to risk factors. Provide 
counseling for more intense lifestyle 
interventions, including diet and exer-
cise to prevent further weight gain. 
Continuously monitor risk factors and 
health status

Stage 2 Metabolic syndrome or prediabetes: Only one of 
the following:
Metabolic syndrome (> 3): high WC
high blood pressure
low HDL-C
high triglycerides
IFG (fasting glucose ≥ 5.6 mM)
IGT (2-h glucose ≥ 7.8 mM)

Presence of established obesity-related 
chronic disease and moderate limita-
tions in activities of daily living and/or 
well-being

Initiation of obesity treatments includ-
ing considerations of all behavioral, 
pharmacological, and surgical treat-
ment options. Close monitoring and 
management of comorbidities as 
indicated

Stage 3 Metabolic syndrome + prediabetes: Any two of 
the following: Metabolic syndrome
IFG
IGT

Established end-organ damage such 
as myocardial infarction, heart failure, 
diabetic complications, incapacitating 
osteoarthritis, significant psychopa-
thology, significant functional limita-
tions, and/or impairment of well-being

More intensive obesity treatment 
including consideration of all behav-
ioral, pharmacological, and surgical 
treatment options. Aggressive manage-
ment of comorbidities as indicated

Stage 4 Presence of T2D and/or CVD: T2D:
Glucose ≥ 7.0 mM
or OGTT ≥ 11.0 mM
or medication active CVD (angina pectoris, or 
status post a CVD event such as acute coronary 
artery syndrome, stent replacement, coronary 
artery bypass, thrombotic stroke, nontraumatic 
amputation due to peripheral vascular disease)

Severe (potentially end-stage) dis-
abilities from obesity-related chronic 
diseases, including severe disabling 
psychopathology, functional limita-
tions, and/or impairment of well-being

Aggressive obesity management as 
deemed feasible. Palliative measures 
including pain management, occu-
pational therapy and psychosocial 
support

CDMS Cardiometabolic Disease Staging System, CVD cardiovascular disease, DBP diastolic blood pressure, EOSS Edmonton Obesity Staging 
System, HDL-C high-density lipoprotein cholesterol, IFG impaired fasting glucose, IGT impaired glucose tolerance, OGTT oral glucose tolerance 
test, T2D  type-2 diabetes, TG triglyceride, WC waist circumference
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these patients and more resource-intensive treatment to those 
who would benefit most from weight loss.

As EOSS is a relatively new model, few studies have in-
vestigated its clinical utility. The predictive ability of EOSS 
for mortality risk was investigated using data from the Aero-
bics Center Longitudinal Study. Compared to normal-weight 
adults, obese individuals in EOSS stage 0/1 had a similar all-
cause mortality risk and a lower CVD and CHD mortality risk, 
whereas individuals in stage 2 or 3 had higher all-cause, CVD, 
and CHD mortality risks [84]. Similarly, using data from the 
National Health and Nutrition Examination Survey, adults in 
EOSS stage 2 or 3 were at higher mortality risk than EOSS 
stage 0 or 1, independent of BMI, presence of MetS, hyper-
triglyceridemia, and WC [85]. These results provide further 
support that the EOSS may be a more relevant measure of 
assessing obesity-related health risk, compared to traditional 
anthropometric measures alone, and may be more useful in 
determining a proper prognosis and guiding treatment [85].

An advantage of using EOSS to guide weight manage-
ment is that it takes into consideration multiple aspects of 
health and not just body weight. A limitation to using EOSS 
is that not all of the risk factors may be directly caused by 
obesity (e.g., depression), which may make it difficult to de-
termine which stage a patient should be in. As well, some of 
the risk factors may be subjective and diagnosis may differ 
depending on the clinician (e.g., physical functioning) or pa-
tient demographic (e.g., age, sex, or ethnicity). Furthermore, 
this staging system has yet to be validated in clinical prac-
tice or be investigated in the context of specificity, sensi-
tivity, and reliability [78]. However, given that the widely 
used BMI tends to be a poor indicator of health status at the 
individual level, and that not all obese people present with 
comorbidities, the use of EOSS may prove to be a valuable 
clinical tool for the obese population.

Cardiometabolic Disease Staging System

Cardiometabolic risk is a ubiquitous term generally used to 
describe T2D and CVD risk factors. The term “cardiometa-
bolic risk” was first used as a keyword in a single publication 
in PubMed in 1999 [86] and did not appear again until 2005. 
Since then, the use of the term “cardiometabolic risk” has 
increased exponentially and is now a keyword for over 1800 
publications. In many of these publications, cardiometabol-
ic risk is defined using MetS diagnostic criteria. However, 
unlike MetS, which is a dichotomous outcome, cardiomet-
abolic risk is a spectrum of states that span from optimal 
health to prediabetes to MetS to overt T2D and CVD. The 
Cardiometabolic Disease Staging System (CMDS) was pub-
lished by Dr. Timothy Garvey and colleagues in 2014 and is 
the first defined cardiometabolic risk algorithm [87]. CMDS 
grades risk on a scale from 0 to 4 (Table 5.3), ranging from 
metabolically healthy to T2D and/or CVD. As with EOSS, 

CMDS is meant to help physicians objectively and system-
atically evaluate the severity of risk and balance the benefits 
versus the risks in deciding treatment interventions.

CMDS has been shown to predict incident 10-year T2D 
risk using data from CARDIA and CVD and all-cause mor-
tality risk using data from NHANES III [88]. Further, they 
demonstrate that CMDS is able to predict risk independent 
of BMI. However, this is the only report to date using this 
algorithm, and it is unclear how this staging system performs 
in relationship to other algorithms.

CMDS is similar to EOSS [78] in its aim in developing a 
systematic treatment algorithm for many of the same chronic 
conditions but can be applied in all populations as opposed 
to only overweight and obese. Because the treatment thera-
py for many of the chronic conditions listed under CMDS 
and EOSS are the same, the patient will still likely receive 
a similar message in terms of increasing physical activity, 
improving dietary practices, and receiving consideration for 
pharmacological intervention. However, the stage at which 
intervention occurs, and whether or not weight loss is pre-
scribed, may differ between the two models.

As with the various MetS criteria, there are differences in 
the centrality of the role of obesity versus insulin resistance 
in the etiology of cardiometabolic risk. The CMDS places in-
sulin resistance at the center of the etiology of risk and places 
a secondary emphasis on obesity, whereas EOSS places obe-
sity more centrally in the etiology of cardiometabolic, psy-
chological, and physical impairments. These differences in 
the etiology can translate into differences in the suggested 
treatment decision-making strategy and specifically whether 
or not weight loss would be prescribed. Interestingly, CMDS 
stages 1, 2, and 3 would all fall under EOSS stage 1. Under 
EOSS stage 1, the physician is prompted to investigate other 
non-weight-related factors contributing to the patient’s sub-
clinically elevated risk profile, including the prescription of 
more intense lifestyle interventions to prevent further weight 
gain. What is currently unclear is whether the same individ-
ual under CMDS stage 1, 2, or 3 would be suggested to lose 
weight as opposed to prevent further weight gain and at what 
stage that distinction would occur, if at all.

Both EOSS and the CMDS are relatively new models that 
have yet to be validated. However, given the ever-increasing 
prevalence of obesity and cardiometabolic disease, the clini-
cal utility of using either of these staging systems to assess 
and guide treatment seems promising and offers a more com-
prehensive treatment guide than body weight alone.

Patient Communication

Risk communication is defined as an open two-way ex-
change of information and opinion about risk, which leads 
to better understanding and decisions about clinical manage-
ment [89]. Despite guidelines advocating absolute CVD risk 
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assessment, some have expressed concerns that it is an unfa-
miliar concept to most people, that the equations are abstract 
constructs derived from mathematical equations, and that 
informing someone of their absolute risk is not very useful 
unless they are informed of how their risk would change if 
they improved their risk factors [90]. Evidence suggests that 
presenting risk in multiple ways is beneficial for patient un-
derstanding. Thus, presenting natural frequencies instead of 
relative risks [91] and using visual aids, such as graphs and 
pictures, may help to improve patient cognition of risk [92]. 
Recently, the “Your Heart Forecast” was developed as a way 
to convey to a patient through a series of graphs their 5-year 
CVD risk based on Framingham models, their 5-year CVD 
risk relative to a person of the same age with an optimal risk 
factor profile, their “cardiovascular age,” their short-term risk 
over time, predicted age of drug initiation, and what their risk 
would be if they improved on their current risk factors [90]. 
A method such as this has the potential to convey meaningful 
information to a patient that would likely be more useful than 
simply informing them of their absolute short-term risk [93].

It is also important to acknowledge that terms that are 
often associated with risk discussions, such as” low-risk,”, 
“high-risk,” “likely,” or “rare,” are very subjective and can 
be interpreted in different ways depending on the patients’ 
knowledge and past experiences [94]. Furthermore, there is 
evidence that both physicians and patients may struggle with 
interpreting statistical information, which, when poorly pre-
sented, can lead to inaccurate communication of risks [95]. 
Therefore, simplifying statistical information may also be 
helpful. For example, telling a patient that they have a 10 % 
risk of developing CVD within the next 10 years may be less 
intuitive than telling them that if there were 100 patients just 
like them, 10 would develop CVD over the next 10 years. 
Furthermore, changing the population that they are being 
compared to will also influence their relative risk score. So, 
the same individual with a 10 % 10-year risk may have a 
three-fold higher risk compared to an individual with an op-
timal risk factor profile. Thus, the reference population and 
the messaging used can have a large impact on patient under-
standing and interpretation of risk.

There is also evidence that general practitioners tailor the 
approach of risk communication depending on their percep-
tion of patient risk, motivation, and anxiety. For example, 
positive strategies that focus on achievable changes have 
been used when patients are at low risk and motivated to 
change lifestyle habits, whereas scare tactics have been used 
for high-risk patients or those who are dismissive about their 
health or unwilling to change their lifestyle habits [96]. As 
well, some practitioners may choose to mention CVD risk 
but not make it the main focus of a patient visit, particularly 
when patients are very resistant to discuss their CVD risk or 
when they have more important acute health issues to dis-
cuss [96].

With respect to obesity, it is important to acknowledge 
that body weight is a sensitive topic for most patients, with 
any insinuations of weight bias or weight stigma often af-
fecting attempts at weight loss. Simply telling a patient to 
“eat less and move more” is far too simplistic of an approach 
and can lead to feelings of frustration for the patient. If the 
patient has obesity-related morbidities, the patient’s readi-
ness to change should be assessed and any barriers to weight 
loss should be addressed. The patient should be made aware 
of the increased risk of disease associated with obesity, such 
as CVD, T2D, and certain cancers, and the potential health 
benefits of losing 5−10 % of body weight.

Thus, risk communication is not a simple “one size fits 
all” approach. A patient’s risk should be presented in multi-
ple ways that are simple and easy to understand. Health pro-
fessionals may consider tailoring their risk communication 
approach based on the patient’s attitudes towards their cur-
rent health and motivations about changing lifestyle factors 
or beginning pharmacotherapy. It is important to consider 
that risk scores were designed for populations, not individu-
als, and therefore when considering a person’s absolute risk, 
physician’s discretion is critically needed [34]. Further, al-
though risk estimates are intended to guide treatment, no risk 
score is perfect, and the patient should be informed of the re-
sidual cardiovascular risk that may persist even if metabolic 
goals are met and also that lifestyle modification is crucial 
for reducing residual risk and preventing CVD.

Conclusion

In conclusion, composite risk models advocate assessing 
health risk in order to prevent disease and to guide treatment. 
When selecting a composite risk model, it is important to be 
aware of the characteristics of the population and the spe-
cific outcomes the model was developed for, and to poten-
tially recalibrate the model to improve applicability. Some 
models, such as the Framingham Risk Score and MetS, are 
continuously revised over time to reflect current evidence 
of relevant risk factors. Conversely, because many of the 
currently available risk scores are relatively new, there has 
been a paucity of research that has directly compared simi-
lar risk models or validated them in different populations, 
making the clinical utility of such models often difficult to 
determine. Although health agencies recommend that the in-
tensity of treatment be based on initial risk assessment, more 
research that evaluates how risk assessment actually affects 
primary prevention or health outcomes is needed. Finally, 
risk assessment is only valuable if the patient understands 
their risk and what they need to do to improve their health. 
Patients should be made aware of the residual CVD risk that 
may persist even if they achieve treatment targets. More pa-
tient education on the benefits of lifestyle modification for 
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reducing this risk is also needed. Thus, optimal risk com-
munication between health care professionals and patients is 
vital for improving patient care.
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