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Preface

This textbook comprises the proceedings of the 22nd EuroSPI Conference, held from
September 30 to October 2, 2015, in Ankara, Turkey.

Since EuroSPI 2010, we have extended the scope of the conference from software
process improvement to systems, software, and service-based process improvement.
EMIRAcle is the institution for research in manufacturing and innovation, which came
out as a result of the largest network of excellence for innovation in manufacturing in
Europe. EMIRAcle key representatives joined the EuroSPI community, and papers as
well as case studies for process improvement on systems and product level will be
included in future.

Since 2008, EuroSPI partners packaged SPI knowledge in job role training and
established a European certification association (www.ecqa.org) to transport this
knowledge Europe-wide using standardized certification and examination processes.

Conferences were held in Dublin (Ireland) in 1994, in Vienna (Austria) in 1995, in
Budapest (Hungary) in 1997, in Gothenburg (Sweden) in 1998, in Pori (Finland) in
1999, in Copenhagen (Denmark) in 2000, in Limerick (Ireland) in 2001, in Nuremberg
(Germany) in 2002, in Graz (Austria) in 2003, in Trondheim (Norway) in 2004, in
Budapest (Hungary) in 2005, in Joensuu (Finland) in 2006, in Potsdam (Germany)
in 2007, in Dublin (Ireland) in 2008, in Alcala (Spain) in 2009, in Grenoble (France) in
2010, in Roskilde (Denmark) in 2011, in Vienna (Austria) in 2012, in Dundalk
(Ireland) in 2013, and in Luxembourg in 2014.

EuroSPI is an initiative with the following major action lines http://www.eurospi.net:

• Establishing an annual EuroSPI conference supported by software process
improvement networks from different EU countries.

• Establishing an Internet-based knowledge library, newsletters, and a set of pro-
ceedings and recommended books.

• Establishing an effective team of national representatives (from each EU country)
growing step by step into more countries of Europe.

• Establishing a European Qualification Framework for a pool of professions related
to SPI and management. This is supported by European certificates and examination
systems.

EuroSPI has established a newsletter series (newsletter.eurospi.net), the SPI Mani-
festo (SPI = Systems, Software, and Services Process Improvement), an experience
library (library.eurospi.net) that is continuously extended over the years and is made
available to all attendees, and a Europe-wide certification for qualifications in the SPI
area (www.ecqa.org, European Certification and Qualification Association).

A typical characterization of EuroSPI is reflected in a statement made by a company:
“… the biggest value of EuroSPI lies in its function as a European knowledge and
experience exchange mechanism for SPI and innovation.”

http://www.ecqa.org
http://www.eurospi.net
http://www.ecqa.org


Since its initiation in 1994 in Dublin, the EuroSPI initiative has outlined that there is
not a single silver bullet with which to solve SPI issues, but that you need to understand
a combination of different SPI methods and approaches to achieve concrete benefits.
Therefore, each proceedings volume covers a variety of different topics, and at the
conference we discuss potential synergies and the combined use of such methods and
approaches. These proceedings contain selected research papers under seven headings:

• Section I: SPI-Themed Case Studies
• Section II: SPI Approaches in Safety-Critical Domains
• Section III: SPI in Social and Organizational Issues
• Section IV: Software Process Improvement Best Practices
• Section V: Models and Optimization Approaches in SPI
• Section VI: SPI and Process Assessment
• Section VII: Selected Keynotes and Workshop Papers

Section I presents three SPI case study papers with the Osborne O’Hagan case study
of Game Software Development Processes, while the second paper from Saarelainen
and Jantti concentrates on the Incident Investigation Process, and finally in the third
paper Ruiz et al. discuss cross-domain assurance projects.

Section II presents three papers under the umbrella topic of “SPI Approaches in
Safety-Critical Domains.” Firstly, Sporer examines Lean approaches in an automotive
context. Macher et al. discuss the integration of tools to an automotive context. The
final paper of this section by Ruiz et al. describes an avionics perspective on assurance
cases.

Section III explores the theme of “SPI in Social and Organizational Issues.” In the
first of three papers, Yilmaz et al. present a study on personality profiling of software
developers. Mayer et al. continue this theme by exploring governance, risk manage-
ment, and compliance. In the final paper, Clarke and O’Connor investigate the chal-
lenge that situational context poses to software developers.

Section IV presents three papers dealing with associated issues surrounding the
topic of “SPI Best Practices.” In the first paper, Gasca-Hurtado et al. focus on design
techniques for implementing software development best practices. In the second paper,
Herranz et al. examine the relationship between gamification and SPI. In the final
paper, Munoz et al. attempt to provide a starting point for SMEs in implementing SPI.

Section V discusses issues surrounding “Models and Optimization Approaches in
SPI.” In the first paper Natschlager et al. look at resource utilization in processes, while
Picard et al. in the second paper present the TIPA approach for ITIL processes
assessment. Finally, Karaffy and Balla examine data mining to support SPI approaches.

Section VI discusses issues surrounding “SPI and Process Assessment.” In the first
paper Mesquida et al. look at ISO/IEC 15504 (SPICE) and project management. In the
second paper Ribaud and O’Connor present blended approaches for SPI assessment.
Finally, in the third paper Varkoi and Nevalainen discuss safety and systems engi-
neering process assessment.

Section VII presents selected keynotes from EuroSPI workshops concerning the
future of SPI. From 2010 on EuroSPI invites recognized key researchers to publish on
new future directions of SPI. These key messages are discussed in interactive work-
shops and help create SPI communities based on new topics.
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In 2015, ECQA (www.ecqa.org) and EuroSPI created a vision of innovation in
Europe discussing four key questions: (1) How to create a VISION and a dynamic
network, (2) How to create a GLOBAL Community of TRUST, (3) How to be pre-
pared for constant change and be able to (UN)LEARN, and (4) How to provide
TRANSPARENCY of rules and business. The idea is create a space where SPI
researchers and industry can network and grow. G. Sauberer, Aliyou Mana Hamadou,
Jolanta Maj, and Valery Senichev present 10 key criteria to support global innovation
and networking. Tomislav Rozman, Anca Draghici, and Andreas Riel present core
competencies needed to include leading sustainability concepts in business manage-
ment processes (EU project LEADSUS). János Ivanyos, Éva Sándor-Kriszt, and
Richard Messnarz describe a capability and competency model to increase business
capability, transparency, and trust in Europe and world-wide. Christian Reimann, Elena
Vitkauskaite, Thiemo Kastel, and Michael Reiner describe how in a university network
young people learn to work in networked projects and get prepared for a future net-
worked innovative project environment.

Social Aspects of SPI: A workshop on conflicts, games, gamification, and other
social approaches is organized in conjunction with the EuroAsiaSPI2 conference, which
provides an opportunity for academic and industry practitioners to discuss application
of games, gamification, and social approaches in the field of SPI. The goal of this
workshop is to provide a complete coverage of the areas outlined and to bring together
researchers from academia and industry as well as practitioners to share ideas, chal-
lenges, and solutions that are related to SPI. The workshop covers topics such as the
practical and industrial implications of games and game-like approaches especially for
improving the software development process. In this section Jovanovic et al. present a
set of games that are designed to improve the agile software development and man-
agement processes. Ribaud and Saliou investigate the relationship between personality
types and competencies of information and communication technology professionals.
Kosa and Yilmaz review the literature for digital and non-digital games that aim to
improve the software development process, and highlight the pros and cons of such
approaches. Since 2010, EuroSPI has been organizing functional safety-related
workshops. In the workshop, different best practices and model-based design patterns
to implement functional safety are exchanged. Masao Ito describes an approach to
model the driver inside the functional safety flow and to analyze the controllability
of the situation by the driver. Matthieu Aubron describes a practical experience from a
leading automotive manufacturer of bikes who created a model-based framework to
analyze hazards and safety goals and derive functional safety requirements.

October 2015 Rory V. O’Connor
Mariye Umay Akkaya

Kerem Kemaneci
Murat Yilmaz

Alexander Poth
Richard Messnarz
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Recommended Further Reading

In [1], the proceedings of three EuroSPI conferences were integrated into one book,
which was edited by 30 experts in Europe. The proceedings of EuroSPI 2005 to 2013
inclusive have been published by Springer in [2], [3], [4], [5], [6] [7] [8] [9] and [10],
respectively.
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Towards an Understanding of Game Software 
Development Processes: A Case Study 
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Abstract. This paper aims to fill the gap that exists about software development 
processes in game development in the research literature, and address the gap in 
the research literature by investigating and reporting information about the 
software development processes used in game development. To investigate the 
role of the software development process in relation to the game development 
process, and to better understand the processes and practices used in game 
software development, a single industrial based case study was undertaken and 
reported to investigate in a real world context the software development 
processes and practices used in game development. This research contributes to 
our knowledge of the field of game development and potentially forms the 
foundation for further research in the area. 
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1 Introduction 

Creating computer games is a complicated task that involves the expertise of many 
skilled professionals from many disciplines including computer science, art and media 
design and business. Mcshaffry et al. [1] state that game software development differs 
from classical software development in many aspects. Games are products that have 
much more limited life cycle than conventional software products. According to [2] 
games are usually developed in a shorter timescale and all phases of the life cycle 
need to be minimised. The main maintenance activity for most computer games is 
corrective such as bug fixing as the average lifespan is 6 months before a new version 
of a game is released. As successful games may lead to one or more sequels this could 
involve some perfective maintenance based on user feedback. The pressure on game 
development companies to get a product to market as quickly as possible means that 
there are often schedule over runs and poor time estimation is a problem. For these 
reasons game project management differs significantly from traditional software 
project management. 

The games development process remains relatively unchanged from inception  
to consumption despite the fluidity of the industry. The main activities are  
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development/production, publishing / commercialisation, distribution and customer 
engagement. The publishing role is constantly increasing and changing as the market 
is getting increasingly more crowded. Traditional distribution is increasingly being 
bypassed by developers and publishers and there are many intermediates that act as 
virtual shop windows for online and mobile games. The role of customer engagement 
is moving beyond that of technical support and involves assisting users with game 
play and strategy. The Development/production activity is at the core of the game 
industry, all other activities emanate from this. The game development process will be 
explored further. 

There are various challenges in the game development process. A survey of actual 
problems in computer games development from analysing post-mortems by [3] af-
firms that both the traditional software industry and games industry have mainly man-
agement problems rather than technology problems, some examples are: 

• An important problem specific to the game industry is the communication 
among the team members. In the electronic games industry, a multidisciplinary 
team includes people with distinct roles, such as artists, musicians, scriptwriters 
and software engineers. This mix of roles although being positive in terms of 
having a more creative work environment, causes a division, dividing it in to 
“the artists” and “the programmers”. This division can be a source for commu-
nication problems; 
• Within the game development process the game requirements elaboration is 
complex, subjective elements such as “fun” do not have sufficient/efficient 
techniques for its determination. It is necessary to extend the traditional  
techniques of requirement engineering to support the creative process of the 
electronic game development. A method currently used is to create an early  
prototype of the game and start people playing it. This helps establish the fun 
gameplay and once there is a prototype in place there can be an evolutionary  
approach to development [4]. To develop great games means that you have to 
design the software to accommodate nearly constant change; 
• Transitioning from design to development where there are many defined and 
undefined requirements can be problematic; it can be hard to project manage 
unstable and volatile requirements. There can be legacy problems from the pre-
production stage. A lot of the game play elements may not have been estab-
lished and these can cause a much bigger workload in production. It is vital that 
there is constant user feedback so that the fun elements of the game are devel-
oped and that features that are not used or are not delivering user satisfaction are 
removed or changed. 

The subjective nature of game development and the tendency for problems to be 
related to managerial challenges is making the software development process used in 
game development worthy of consideration. 

1.1 Software Development Processes in Game Development 

The over-arching phases of game development according to [5] are preproduction,  
production, and testing (often referred to in the literature as post production).  
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Preproduction involves the conception of a game, and the construction of a Game De-
sign Document (GDD). By the end of preproduction, the game design document GDD 
should be finished and will be updated during other phases. In the preproduction phase 
the game designers and developers do some game prototyping in order to establish the 
fun or innovative element of a game. This influences the next phase of production as 
actions in preproduction determine requirements and affect the production phase. Pro-
duction is where the majority of assets are created, which includes software code. This 
is a challenging time in the life cycle of the game as a poorly managed production phase 
results in delays, missed milestones, errors, and defects. In the production phase, the 
developers can create prototypes, iterations and/or increments of the game. These 
changes in prototypes or iterations of the game can cause drastic changes to the GDD, 
with poorly managed changes causing widespread problems affecting functionality, 
scheduling, resources, and more. The testing phase is usually the last phase and involves 
stressing the game under play conditions. The testers, not only look for defects, but push 
the game to the limits for example the number of players could be set to the maximum 
and can be labelled stress testing (or load testing). These phases are more complicated 
than the overview given. 

Current game development literature suggests that the traditional software devel-
opment model, exemplified by the Waterfall Model that requires explicit requirement 
assessment followed by orderly and precise problem solving procedures is inadequate 
for the innovative and creative process of the videogame industry [6]. Agile develop-
ment methodologies are less focused on documenting the pre-production phase and 
more focused on quickly getting a workable version of the game, by using iterative 
design and dynamic problem solving techniques that are facilitated through frequent 
and co located meetings. This goes some way towards easing the transition from pre-
production to production. Shell [7] describes an iterative process that he calls looping, 
which essentially consists of an iterative cycle of design and test. Agile development 
methods are increasingly becoming the industry norm and according to [21] more 
agile practices should be incorporated into game development. 

From an examination of the literature, most of the works relating to game software 
development focus on the design phase and design challenges, and on the problems 
associated with transitioning from preproduction to production. This is reiterated in 
[7] who state that the game development process literature mostly has design and 
design problems as a primary concern, as opposed to production and the issues that 
relate to production. A case study on a game development company reports on the 
organisational enablers for agile adoption [8]. Successful agile adoption requires 
project stakeholders to have common project objectives, employees having the ability 
to make decisions at relevant levels of abstraction, effective project management and 
a supportive learning environment. 

The focus of this research is on the software development processes in game de-
velopment and as such it would be beneficial to explore the SDLC used in the devel-
opment phase of the game development process. The SDLC does not include all ele-
ments needed to create a game; it basically describes the steps and iterations needed 
to develop software. Overall there is a lack of published studies relating to the soft-
ware development processes/methodologies used in game development and this gives 



6 A.O. O’Hagan and R.V. O’Connor 

supporting evidence for the proposition about the lack of research in the literature on 
the software development processes/methodologies used in game development. 

In this research it was found that there is a lack of categorisation in the literature 
relating to game development processes and to lay a foundation it would be helpful to 
categorise and systematically analyse the literature in relation to game development 
processes in a scientific way. It is proposed that a Systematic Literature Review 
(SLR) would be a suitable method to do this and would also help establish a gap in 
the literature relating to the use of agile methods in the game development process. 

A Systematic Literature Review of the software processes used in game develop-
ment was conducted [9] where a total of 404 papers were analyzed as part of the re-
view and the various process models that are used in industry and academia/research 
are presented. Software Process Improvement initiatives for game development are 
dis cussed. The factors that promote or deter the adoption of process models, and 
implementing SPI in practice are highlighted. Our findings indicate that there is no 
single model that serves as a best practice process model for game development and it 
is a matter of deciding which model is best suited for a particular game. Agile models 
such as Scrum and XP are suited to the knowledge intensive domain of game devel-
opment where innovation and speed to market are vital. Hybrid approaches such as 
reuse can also be suitable for game development where the risk of the upfront invest-
ment in terms of time and cost is mitigated with a game that has stable requirements 
and a longer lifespan. 

Given the above a set of four research questions were formulated as follows: 

• What software processes are game development companies using and how 
are these software processes established? 
• What phases/steps are involved in the software processes used in game  
development? 
• How do the software processes, that game development companies are using, 
change and what causes these software processes to change? 
• How do the operational and contextual factors, present in game development 
companies, influence the content of software processes? 

2 Case Study Research Approach 

It is proposed to conduct a single industrial case study using grounded theory data 
coding methods [10] to help with data analysis to develop theory about game devel-
opment processes and to capture the best practices of a game development company. 

An interview guide was developed as an instrument to help guide the interviewer 
in gathering specific data during an interview session, and to help the researcher col-
lect data in a consistent and predefined manner. The interview guide included closed 
and open-ended questions and some related notes about ranges and samples of possi-
ble information appropriate to the research. Closed questions looked for specific  
information and open ended questions allowed scope for the participant to add con-
textual information that may be of importance to the research. The sample responses 
were included to help guide the interviewer and act as examples should they be  
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required, these examples also helped keep the interviewer on the right track due to the 
fact that some of the terminology could have more than one meaning and therefore 
there could be misinterpretation. 

The data analysis methods based on grounded theory coding were selected for use 
in this study as they were deemed to be more robust and traceable than qualitative 
data analysis and more explicit and systematic than content analysis. Coding can be 
described as the key process in grounded theory [11] and the three coding techniques 
proposed by Grounded Theory methodology are: open coding; axial coding; and se-
lective coding[12]. The 4 main stages used in applying the grounded theory method 
that helped with data analysis are described: 

• Open Coding - This involved identifying categories, properties, and dimen-
sions. 
• Axial Coding - This involved examining conditions, strategies, and conse-
quences. 
• Selective Coding - This involved coding around an emerging storyline. 
• The Conditional Matrix – This involved reporting the resulting framework 
as a narrative framework or as a set of propositions. 

The researcher investigated various tools which are used for data management in 
qualitative research and selected Atlas Ti [13] a tool designed specifically for using 
with grounded theory. This tool enabled the researcher to: store and keep track of 
interview scripts; to code and, manage codes and related memos; to generate families 
of related codes; and to create graphical representation for codes, concepts and cate-
gories. Atlas TI provided support for axial and selective coding used in this study. 
Overall Atlas TI supported data storage, analysis and reporting. 

2.1 Case Study Company 

The game development company was chosen based on the fact that it was in close 
proximity to the researcher and is representative of a typical case for game software 
development in a small start-up company which is representative of many indigenous 
Irish game companies. The researcher proactively studied the game development 
project during the production/implementation phase of development. The case study 
research was initiated in June 2014 and was executed over a three month period. 

The game development company was founded in September 2012 with the goal of 
developing a Massively Multi-Player Online (MMO) game for the seven to twelve 
year old demographic with an educational aspect. The company is developing games 
for the mobile and online platforms. The company can be described as a VSE with an 
official employee count of 5. At the time of the case study the company had no games 
published and can be described as a start-up company. That company had one game 
development project in the production phase that had commenced in September 2013 

2.2 Data Collection 

Data collection involved the use of semi-structured interviews. To support the semi- 
structured interviewing process the researcher developed an interview guide with a 
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formal question set. The interview guide contained 24 questions and these were di-
vided into the following 7 sections: (i) General company and job description (ii) 
Process Establishment [14] (iii) How the process works [15] (iv) Software Process 
Improvement [16] (v) Project Success factors [17] (vi) Operational and contextual 
Factors [18] that affect the process [19] (vii) Ending. The use of an interview guided 
allowed the researcher collect data in a consistent and unbiased fashion. The questions 
were based on the researcher’s prior knowledge and were proof read by someone 
external to the case study that had an expertise in software process. When conducting 
interviews it is desirable to have different viewpoints that can be analysed and com-
pared and that are complimentary to each other. The researcher proposed to have two 
viewpoints: managers; and developers. Therefore interviews were conducted on  
company employees from both management and development roles in the game de-
velopment company and as such allowed a complimentary analysis based on both 
viewpoints. The subject sampling strategy was to interview all employees currently 
employed at the game development company. The animator who was a member of the 
software development team was not available at the time of the study. Each partici-
pant was given an information sheet describing the research project and was asked to 
sign a consent form regarding the recording of the interview. All participants attended 
the interview voluntarily and data collected was treated in strict confidence. The three 
interviewees were from various roles within the game development company: (i) The 
general manager, (ii) a member of the development team and (iii) a senior technical 
member of the company. 

The interviews varied between 20 minutes and 60 minute duration. The reason for 
the variation in the interview times was that the CEO who was the first interview only 
wanted to partake in the first section of the interview. This interviewee maintained 
that she had no knowledge of process and did not want to answer the remaining ques-
tions. The CEO had valuable information pertaining to the general company and was 
the main access to the company for carrying out further interviews. Some notes were 
taken by the researcher during the interviews. All interviews were audio recorded for 
later transcription and analysis. A session summary sheet was completed after each 
interview. This described who was involved, the issues covered, their relevance to the 
research questions, and any implications for subsequent data collection. 

Data collection and analysis were conducted concurrently. Each interview was 
transcribed by the researcher. The transcribed files and any additional collected data 
were stored in the qualitative analysis tool Atlas Ti. 

2.3 Data Analysis 

The grounded theory coding analysis method was used to inductively generate theory 
about game development processes. The researcher used Glaser’s[20] non-linear me-
thod of theory generation as guidance for the data analysis as illustrated in figure 1. 
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Fig. 1. Grounded Theory Data Analysis Steps 

All interviews were recorded and transcribed, and the analysis was conducted with 
rigour using open coding, axial coding and selective coding techniques. The open 
coding technique: involved the following 2 steps: Step 1- The researcher assigned 
codes to various quotes in the transcript to classify or categorise it. A code can 
represent a certain theme. One code can be assigned to many quotes, and onequote 
can be assigned to more than one code. Codes can contain sub-codes. There was an 
initial code approach using gerunds and in vitro coding approaches. Each statement of 
interest in the transcribed material was coded and the next step (step 2) involved sort-
ing the codes into categories based on how the codes are related and linked. The 
emerging categories were used to organise and group the initial codes into meaningful 
clusters. This involved breaking the interview data into discrete parts based on simi-
larities and differences; the researcher went through the material to identify any 
phrases that are similar in different parts of the material, patterns in the data or va-
riances of any kind. These code categories were then used in subsequent data collec-
tion. The open codes that were conceptually similar were grouped into more abstract 
categories based on their ability to explain the sub units of analysis. 

The researchers analysed the three interviews and during this iterative process a small 
set of generalizations were formulated. Diagrams in the form of flow charts were pro-
duced to help focus what was emerging from the data and network charts of codes were 
generated to help link concepts to categories. The transcripts were re-read and re-coded 
in a different order to see if any new themes emerged and when no new themes emerged 
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this suggested that the major themes had been identified. From the data collected, the 
key points were marked with a series of 220 codes, which were extracted from the text. 
The codes were grouped into similar concepts in order to make the data more workable, 
this grouping was facilitated using Atlas Ti. From these concepts, 25 categories were 
formed, which were the basis for the creation of a theory. 

3 Case Study Findings 

The theory is based on two conceptual themes, Process of Game Development and 
Game Software Development Process, and four core theoretical categories, Project 
Management, Contextual Factors, Operational Factors and End Product. The axial 
coding role identified the categories into which the discovered codes and concepts could 
be placed and selective coding was used to explain the relationships between the catego-
ries to provide the overall theoretical picture. The objective of selective coding was to 
identify a key category or theme that could be used as the fulcrum of the study results. 
 

Table 1. Themes, Core Category and Main Categories 

Theme Main Categories 
Process of Game De-
velopment 

Company Profile 
Market Sector 
Business Drivers 
Company Formation 

Game Software Devel-
opment Process 

As-is Process  
Drivers for Change 
Process improvement  
Process problems 
Process Strength 
Ideal process 

Project management Planning / Prioritise 
Tools 

Contextual Factors Team Size/Experience/Motivation 
Subjectivity  
Technology/Resources 

Operational Factors Up-capturing the intention 
Create the Right Working Environment 
Injection of Confidence 
Adequate Resources 
Capacity to Get a Good Review 
Vendor Requirements 

End Product Re-Use 
End-User 
Schedule 
Revenue 
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In this research, the analysis showed that there was one central category to support and 
link the two theoretical themes. The final list of themes, the core categories and the 
main categories identified by the study are shown in Table 1. Each category and code 
can be linked to quotations within the interviews and these are used to provide support 
and rich explanation for the results. The saturated categories and the various relation-
ships were then combined to form the theoretical framework. 

3.1 The Theoretical Framework  

The emergent grounded theory was summarised in terms of themes, core categories 
and main categories. This summary is shown as a network diagram in Figure 2 which 
identifies the relationships between the major themes, core category, linked catego-
ries, and associated attributes. Within the theoretical framework, each node is linked 
by a precedence operator with the node attached to the arrowhead denoting the suc-
cessor. All of the relational types within the framework are precedence and the net-
work is read from left to right.  

The root node of the framework, Process of Game Development, is a conceptual 
theme and is a predecessor of its four categories, Company Profile, Market Sector, 
Company Formation and Business Drivers. 

The Business Drivers and the Role and Experience of Employees contribute to the 
Process Origin used as the basis for the company’s software development activity and 
the Process Model in use. The Role and Experience of the Employees coupled with 
the Background of Founder of the company creates an associated Management Style 
and this, in conjunction with the adapted process model, creates the company’s initial 
As-is Software Development Process. 

The Game Software Development Process can be described as follows. The Driv-
ers for Change to the As-is Software Development Process can lead to Process Im-
provement. Process Improvement along with Process Problems and Process Strengths 
can contribute to creating an Ideal Process. The As-is Software Development Process 
is influenced by Project Management, Contextual Factors, Operational Factors and 
End Product requirements. 

End Product is affected by an Ideal Process and Project Management. End Prod-
uct can itself then impact the organisation’s ability to Reuse, meet End Users needs, 
provide Revenue and the ability to deliver a product on Schedule. 

Project Management impacts the organisations ability for Planning/Prioritise what 
gets done and Tool usage. 

Contextual Factors affecting the as-is game software development process include 
Team Size/Motivation/Experience, the Subjective nature of games and is impacted by 
the Technology/Resources available. 

Operational Factors affecting the as-is game software development process  
include ‘Up Capturing’ the Intention Correctly, Creating the Right Working Envi-
ronment, having an Injection of Confidence, having Adequate Resources, having the 
Capacity to get a Review and meeting Vendor Requirements. 
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Fig. 2. Theoretical Framework 

In creating the theoretical framework, several of the Atlas TI features were utilised. 
The Code Family option allows codes, created from both the open and axial coding 
phases to be grouped together under a family heading, for example, End Product. 
This facility allowed the various interviews to be searched for passages where refer-
ences to codes, which were classified as members of the End Product family, had 
been raised by the practitioners. Another feature of Atlas TI that was used in develop-
ing the framework was the Code Frequency Table. This option shows how often 
codes occurred within a particular interview, and across the entire suite of interviews, 
thus providing support for developing the more widespread categories. In addition to 
employing the code family and frequency table aids, Atlas’s query tool also provided 
major assistance with data analysis. The query tool contains Boolean and proximity 
operators which test for the co-occurrence of codes in the data. For example, a Boo-
lean query can search for occurrences of Code A and/or Code B, whilst proximity can 
test the distance between, or closeness of, code occurrences in the text. An example of 
a proximity query included examining the distance between developer references to 
end user and a subsequent reference to a code in the End Product category. 

4 Discussion 

The focus of this research was on the software development processes in game devel-
opment. Based on the proposed gap in the literature identified in this paper, the aims 
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of this research was to explore the gap that exists about software development 
processes in game development in the research literature, and address the gap in the 
research literature by investigating and reporting information about the software de-
velopment processes used in game development; and to Investigate the role of the 
software development process in relation to the game development process, and to 
better understand the processes and practices used in game software development.  
A set of four research questions were formulated. These research questions are revi-
sited below and an analysis of the findings is reported. 

Research Question 1 relates to identifying the software processes used by the game 
development company and finding out how the software processes was established. 
The software process in use is agile development using the Scrum methodology. The 
process in use has been established from the previous work experience of the CEO, 
CTO and the Developer. The previous experience of the CEO in managing previous 
companies led to a management style (umbrella) that in conjunction with the previous 
software development experience of the CTO and the Developer in Agile Develop-
ment using the Scrum methodology contributed to process establishment. In this  
instance the CEO had little technology experience and was relying on the software 
development team for expertise in process for game software development. This 
could indicate that it is not a pre requisite for the CEO of a game development com-
pany to have technical expertise. 

Research Question 2 relates to identifying the phases/steps that are involved in the 
software processes used in game development. It is interesting to note that the CTO 
describes all phases/steps of the game development process. He does not see a distinc-
tion between the game development process and the software processes used in game 
software development. The CTO has more experience of game development and is 
more aware of all that is involved in a full game development process. The developer 
is only aware of the current and preceding phase of game development. By contrast to 
the CTO perspective the game software development process as described by the 
developer is a subset of the game development process and is described as a de-
sign/development phase. The developer is describing the as-is software development 
process that is the design/development phase. There is a difference in the process 
described by both the CTO and Developer and the reason why is because the compa-
ny is a start up game development company and the process is not fully enacted or 
established. It could be that the ideal game software development process involves a 
hybrid of process described by both the CTO and Developer and could consist of a 
design, develop and test steps within a development phase. 

Research Question 3 relates to how the software process that the game develop-
ment company is using change and to identify what causes the software process to 
change. There were variations between the CTO and the Developer as to how the 
software process changed. The CTO was aware of changes to do with tools such as 
the software repository tool: The software repository system was left at times because 
it was unreliable and was done in an alternative fashion. The Developer was aware of 
changes to some of the steps in the software development process such as: the Sprint 
cycle time was reduced from 2 weeks to 1 week. The Developer is best positioned to 
describe the actual software development process because he is the one doing the 
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development work. The CTO carries overall responsibility for security in terms of 
version control, backup and security codes. Some of the above changes to the process 
caused an improvement to the process. An example of this was introducing the tool 
Illustrator to the process. This helped speed up the process. Any tool that helps speed 
up the process in terms of creating graphics is very worthwhile in game software de-
velopment. The process in game software development is inextricably linked to satis-
fying the needs of end-users. 

Research Question 4 relates to how the Contextual and Operational factors, present 
in game development companies influence the content of software processes. Contex-
tual Factors cited by both the CTO and the Developer related to team attributes and 
resources. While these are common to both traditional and game software develop-
ment there are variations in emphasis. The subjective nature of the game software 
development process alluded to by the CTO is critical in game software development. 
The following contextual factors can influence the game software development 
process: The team size affects the volume of work than can get done. A small, co-
located team allows for a fluid process where creativity can flow and eliminates the 
need for a change management process. The small team size means that the workers 
need to be flexible and may need to share roles and tasks. The game is a moving tar-
get at all times and can require that the workers are highly enthusiastic and well moti-
vated, also there needs to be a clear vision about the goal being undertaken. Some of 
the roles within the team are part time which means that workers must have the dis-
cipline and motivation to work on their own without too much overseeing. Often there 
is a lack of experience which means there is a very high learning curve. There can be 
a lot of experimentation needed and ideally the majority of this will have been worked 
out prior to the development phase. Games are played for pleasure, emotional chal-
lenge and not for functional reasons. The appeal of a game is an emotional contract 
formulated between the designer, developer and the end-user. The best way to coun-
terbalance the deeply subjective nature of games is to engage with end-users as much 
as possible during the software development process. It is possible here to see what 
appeals to the end-user and cut out the functions that are not used or not appealing to 
the end-users. 

4.1 Future Work 

This research potentially forms the foundation for further research and as a follow on 
to the research the researcher would like to outline three areas with potential for fu-
ture research: Firstly a multiple case study to investigate game software development 
processes would be of benefit. An advantage of a multiple case study would be its 
increased scope for replication and generalisation. This research made certain propo-
sitions and a multiple case study could build on these propositions and makes the 
results more generalisable. 

Second, this research showed various gaps in research relating specifically to the 
game software development process. There is no ‘best practice model for game soft-
ware development’. A best practice model for game software development could be 
beneficial for the games industry and as such could reduce development time which 
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could reduce time to market; it could also help improve the quality of game software. 
This is a gap here for this research to be done. Such a best practice model could be 
based on existing standards, such as ISO/IEC 29110 [22] if the were accepted [23] by 
organizations. 

Finally there is no easy method to capture the likes and dislikes of computer game 
end-users. A tool that could easily capture these requirements of these end-users could 
greatly improve the game software development process. It was shown during this 
study that the interaction with the end-user is of paramount importance, but a tool to 
do this could effectively save time and money in terms of creating art assets. 
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Abstract. IT service trending of root causes of service incidents and problems 
is an important part of proactive problem management and service 
improvement. This exploratory case study focuses on exploring human errors as 
root causes in IT service incidents. In the case study, we applied Human Factors 
Analysis and Classification System (HFACS) analyzing 65 incidents to related 
IT services, like servers, network, storage, and applications. 

Based on the analysis, several improvement suggestions were identified in IT 
service management processes of case organizations, including improvements in 
incident investigation process, coupling incident investigation to continual service 
improvement, and need for an HFACS taxonomy adapted to IT service 
management (ITSM), which helps in identifying trends in incidents. 

Keywords: ISO 20000 · ITIL · Incident management · Continual service 
improvement · Human error · HFACS 

1 Introduction 

Accidents, incidents, near hits, near misses, production breaks and reductions of ser-
vices quality are all from the operator’s point of view different levels of unplanned 
and unwanted events. In this research, the term incident covers all of these aforemen-
tioned terms. Incident management and problem management are key processes (cat-
egory Resolution processes) in the service management system defined in the 
ISO/IEC 20000:1 standard [1].  

While incident management aims at processing service-related incidents and res-
toring the service for customers and users to the normal state as soon as possible, the 
goal of problem management is to prevent incidents recurring by identifying their root 
cause and initiating preventive actions. This study addresses root causes of incidents 
related to human factors and the taxonomy used in categorization of those root causes. 
Root causes are identified and sometimes also categorized as a result of root cause 
analysis (RCA), which is part of ITIL problem management process [2]. Incidents 
themselves are categorized initially, when they are logged. This categorization of 
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incidents is made usually according to CI (configurable item), reflecting e.g. device, 
system, service, etc. affected by the incident.  

Incident trending refers to analysis of historical incident records with their incident 
categories and possible root causes categories in order to prevent the recurrence of 
these incidents [2]. Thus, incident trending can be seen as part of continual service 
improvement process [3], [4]. The recommended place to store this historical incident 
data is the SKMS (Service Knowledge Management System). It is a set of tools and 
databases that is used to manage knowledge, information and data. In place and prop-
erly updated SKMS is a fundamental organizational asset [3]. 

Understanding how incidents emerge and what the root causes behind them are, 
lays the basis for proactive measures to prevent incidents from occurring and recur-
ring. Human factors play major role in all industries as root cause in incidents. Con-
temporary view is that human error investigation to be effective and efficient should 
be extended beyond the immediate harmful act to personal, teamwork, supervisory 
and organizational factors [5].  

1.1 Related Research 

Swiss Cheese Model in Incident Management  
The most common model to explain the role of human factors in incidents is Reason’s 
Swiss Cheese Model (SCM) [5]. In this Reason’s Swiss Cheese Model the accident is 
seen as a result of long standing conditions, latent failures contributing the unsafe act. 
The model is often described as a sequence of planes, cheese slices, which describe 
organizational levels, defenses and barriers. Failures (holes in cheese slices) can 
emerge at anyone of these levels. When the holes are at the same time in the same 
trajectory, the incident is likely to occur. Reason’s approach was psychological and 
originally related only to human factors.  

Fig. 1. Swiss Cheese Model (SCM) of incident causation with HFACS taxonomy 
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The Human Factors Analysis and Classification System (HFACS) 
The most common application of the Swiss Cheese Model is HFACS) [6, 7]. It has 
multilevel taxonomy for active and latent human errors (Fig. 2).  

HFACS has its origin in aviation, but has adaptations also in other industries [8] 
including military (DoD HFACS, HFACS-ADF) [9], [10], maritime (HFACS-M) 
[11], shipboard machinery (HFACS-MSS) [12], mining (HFACS-MI) [13], air traffic 
control (HFACS-ATC) [14],   maintenance audit (HFACS-MA) [15], surgery [16], 
aviation maintenance (HFACS-ME) [17],  biopharmaceutics (HFACS-bio) [18], rai-
lroads (HFACS-RR) [19], containerized dangerous cargoes (HFACS-CDG), etc. The 
level of modifications of these HFACS adaptations varies from minor terminological 
refinements to defining a new structure to root cause taxonomy.     

HFACS splits various human errors into four main failure levels, slices of Swiss 
cheese: unsafe acts, preconditions for unsafe acts, unsafe supervision and organiza-
tional influences. These four levels are in turn divided in root cause categories. 

Unsafe act presents here the active failure and the other levels present latent failure 
conditions, contributing factors to this act. In incident investigation the root cause(s) 
of incident is/are identified and is/are allocated to one or more of HFACS categories. 

 

 

Fig. 2. Hierarchical HFACS taxonomy of human factor contribution on incidents and accidents. 
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1.2 Our Contribution  

The main contribution of this paper is introducing the idea from just a “human error” 
or “configuration error” to real contributing factors behind this harmful act. This, in 
fact makes possible, to mitigate the probability of recurrence of incident by acting 
upon these latent causes.  We also pointed out some deficiencies and flaws in general 
practices to execute in incident investigation and trending and made improvement 
proposals to them.  

The remainder of the paper is organized as follows: In Section 2, the research me-
thods of this study are described. In Section 3, the results of the study are presented. 
The discussion and the conclusions are given in Section 4. 

2 Research Methods 

The research problem in this study is: How human errors as root causes could be 
processed as part of service improvement efforts. The research problem was selected 
based on business needs of IT service provider companies. Root cause categorization 
of incidents is an actual and important research topic affecting the quality of other 
service management processes such as change and release management.  This qualita-
tive research study was built using the case study and action research methods. The 
research problem was divided into the following research questions: 

RQ1: What is the role of accident investigation in continual service improvement? 
RQ2: Is HFACS taxonomy suitable in categorization of ITSM incidents related to 

human factors? 
RQ3: How categorization of ITSM should be done during the incident investiga-

tion and after incident investigation as part of incident trending?  

2.1 Case Organization and Data Collection Methods 

The research was conducted in 2012 – 2014 on several distinct occasions reflecting 
several customers and several types of environments. All of these service environ-
ments were maintained by a single IT service provider, later the case organization. 
Multiple data collection methods proposed by Yin [20] were used during the study. 
The research data was gathered from the following data sources:  

• Participant observation: Meetings and discussion with IT service provider 
company’s managers. 

• Interviews: Interviews of persons, responsible of services offered to custom-
ers and interviews of experts of the service provider involved in the incident 

• Documents: Incident reports, process descriptions (change, incident and pro-
lem management), work guides and guidelines 

• Records and archives: Change, incident and problem records. 
• Physical artifacts: ITSM tool.  
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B. Action Planning. The action planning phase specifies actions of the organization 
to solve and investigate the problem identified in diagnosis phase.   

We had 65 incidents with human error contribution with access to IT service produc-
tion organizations service managers, and managers as well to the documentation and 
ITSM tools. These incidents presented 10 customer environments. The incident reports 
were written by 24 different authors. The planned action phases were 

1. Analysis of the incident reports: The action planning phase started with analyz-
ing the human error related incident reports, interviewing related persons and  
reviewing relevant facts from other sources. The root causes of incidents were  
reviewed against HFACS framework and its root cause categories. The root causes 
falling in HFACS categories were analyzed.  

2. Analysis of incident investigation processes: The incident investigation processes 
were studied as part of continual service improvement. The investigation process in 
connection with the incident itself was compared to investigation made afterwards 
were analyzed as processes.  

C. Action Taking. The action taking phase focuses on implementing the planned 
action. The root causes of reports were checked in interview with original incident 
investigator and also associated other material, such as process documentation and 
ticket information in ITSM. Generally, we did not have access to the persons acting in 
the incident. Listed root causes were generalized, e.g. “configuration error”, “error in 
command”, “error in start-up script”, etc. were collected under the same general cause 
“Incorrect configuration/parameter/command”. The root causes were then sorted  
according to this general term (Table 1).  

Table 1. Generalized root causes and their occurences of all human error related root causes. 

Generalized root cause Occurrences 
Incorrect configuration/parameter/command 
Inadequate testing 
Omitted instructions 
Wrong port/tube/fiber/device/connector 
Communication problem 
Wrong  information 
Inadequate plan 
Poor process design 
Cooling was deactivated by accident 
Error in instructions/documentation 
Fail to estimate consequences 
Poor system design 
Violation of process 
Other root causes 

42 % 
9 % 
6 % 
6 % 
5 % 
4 % 
4 % 
4 % 
2 % 
2 % 
2 % 
2 % 
2 % 
9 % 
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Then, we allocated the root causes using original incident report revised some 
times by other information sources to HFACS categories. We found that only 42% of 
reports had enough information to be allocated in certain HFACS category. E.g. the 
most common root cause “Incorrect configuration/parameter/command” as such can-
not be allocated reliably anywhere without additional information. In order to allocate 
it in the HFACS first tier (“Unsafe act) the analyst should know, whether it was typ-
ing error (HFACS category “Unsafe act - skill-based error”), lack of competence 
(“decision error”), did not see the text on the screen properly (“perceptual error”) or 
was it a intentional workaround against user guide made often (“routine violation”) or 
only this time (“exceptional violation”). The key idea of HFACS is also to recognize 
the latent conditions behind the act. If the reason was typing error, was the latent con-
dition behind this haste (“Preconditions of unsafe acts -  adverse mental states”), ill-
ness  (“Preconditions of unsafe acts -  Adverse physiological states”), testing was not 
required by the process (“Organizational influences – organizational process”) or 
there were no redundant back-up designed in the system (“Organizational influences – 
resource management”).  

 
D. Evaluation. 58% of incident reports in our study did not have enough information 
to fit in any HFACS category. Locating the root causes in right categories is very 
important since the chosen root cause category leads to improvement actions. The 
possible improvement actions to “Incorrect configuration/parameter/command” may 
be e.g. training, better change plans, testing after change, automation, fault tolerant 
design, proper allocation of persons to tasks, peer review, better instruc-
tions/documentation, etc. With the studied setup, existing incident reports and existing 
HFACS did not meet in a useful and practical way. However, the idea of latent condi-
tions behind the harmful act, provides tools to improve service quality and is worth of 
preserving.  If HFACS taxonomy will be used in incident analysis, the HFACS tax-
onomy should be used already in root causes analysis phase (RCA) (fig. 4) and the 
incident reports should be made more “HFACS compatible”.  

Making HFACS more IT Compliant. Although HFACS is used across different indus-
tries, its roots are in aviation. Many categories are still strange in IT service manage-
ment. E.g. “Skill based errors” is relevant, when skill of handling stick and rudder is 
important. In ITSM the skill constitutes mainly on knowledge that is located in “Deci-
sion based errors” in the original HFACS.  One option is to clarify the situation by 
replacing “Skill-Based errors” by “Attention/memory” and “Decision Errors” by 
“Competence”. Expression “Crew resource management” is not often used in ITSM, 
“team work” is a more familiar term in ITSM. “Perception error” is useful in an air-
plane, when you may face fog, rain and snow, but it seldom is a problem in air-
conditioned and well lighted premises of an IT service provider. On the other side, 
common categories in ITSM, like “Communication error” and “Wrong information” 
could have perhaps a joint category. HFACS with its categories should be adapted to 
ITSM environment as it is done in many other industries. Developing an adaptation to 
ITSM is an obvious next step.  

Making IT Incident Reports more HFACS Compliant. HFACS is used as a tool for clas-
sification of incident root causes related to human factors. This, in turn is performed in 
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Using HFACS (or any other incident model) in this way isolated from the original 
incident investigation process has certain drawbacks. The iterative part of process is 
missing between existing report and HFACS analysis, which causes difficulties in 
categorization. E.g. suppose that the root cause in the report is “configuration error”. 
Was it because the employee did not know how to configure, made a typo or was the 
error based on false information? Was testing routinely or exceptionally skipped, 
which would have prevented discovery of the error before transfer to production?  

This challenge leads us to conclusion, that in order to get more accurate results, 
HFACS taxonomy should be taken into account already in the data collection phase of 
the original incident report. In this way it is possible to get more accurate recommen-
dations. Finding the right root cause is crucial, in order to find right remedy to it. If no 
further information is available, one should to be able to express this uncertainty in 
categorization. E.g. instead to be forced to set a category “Act – error – skill based 
error” there should also be available also the higher level category: “Act – error” 

E. Specify Learning. In this study, we specified learning in the form of lessons 
learned. In the Specify learning phase organization identifies and creates knowledge 
gained during the action research. Both successful and unsuccessful actions enable 
learning. The following lessons learnt were derived. 

Lesson 1: In order to identify service improvement opportunities one should go 
beyond the ordinary level of root cause “configuration error” and seek contributing 
factors behind this harmful act. Guidance (training, instructions, mentoring, etc.) to 
incident investigators is needed in order to get better incident reports. Our experience 
from other IT service providers suggest also, that the low quality of incident investi-
gation and incident reports is also in general the biggest problem related to human 
error related incident management.  

Lesson 2: HFACS taxonomy is not suitable as such for ITSM incident root cause 
categorization. An ITSM adaptation of HFACS is needed. 

Lesson 3: To get more accurate results, HFACS framework and categories should 
be used already in the original incident investigation. 

Lesson 4: HFACS and incident investigations in general should be seen as part of 
continual service improvement [26] rather than as an isolated exercise. In fig. 6 inci-
dent investigation is seen in PDCA (Plan-Do-Check-Act) service improvement cycle 
[1] and in a more detailed seven step improvement process [3].  PDCA and seven step 
improvement process both suggest binding the phases presented in incident investiga-
tion to planning and implementation/act phases. Since human factor related incidents 
present only approx. 20% of the total number of ICT incidents [8], human factor 
based incident trending is seldom a separated service improvement effort. Usually, it 
is part of a more comprehensive improvement project with common planning and 
improvement implementation, where human error related investigation is applied only 
to a subset of incidents. Therefore, it is highly advisable that human error related in-
vestigations are carried out in connection with the same process as incidents with 
other types of root causes. 
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service incidents and providing preliminary results on incident categorization. 
Second, action research benefits from a collaborative effort. Although we used mul-
tiple data sources, more effort could have been put on collaborative actions instead of 
a consultancy style problem solving. Third, the case study research method does not 
allow statistical generalization of results. However, case study results can be used to 
extend the theory. In this study we focused on contributing to incident investigation 
theory.  

Future research could aim at design of an IT adaptation of HFACS model, which 
could be useful in actual service improvement work. The new taxonomy should also 
be validated. The validation itself should include at least measurement the inter-rater 
reliability of the model. This means measuring the consistency of results between 
different users at a specific time (inter-rater reliability).   
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Abstract. Companies related to safety critical systems developments invest ef-
forts and resources to assure that their systems are safe enough. Traditionally 
reuse strategies have been proposed to reduce these efforts in several domains 
which criticality is not a key aspect. However reusing software artefacts across 
different domains establishes new challenges especially between safety critical 
systems. In fact we need to take into account different domain specific standards 
requirements at the same time. In this paper we present our experience on cross 
domain assurance involving a reuse of a software component developed for the 
railway domain, and to be used for the avionics domain. 

Keywords: Compliance · Cross domain · Reuse · DO-178 · EN 50128 

1 Introduction 

Some challenges for safety assurance and (re)certification approaches are identified in 
[1]. Authors mention that one of the difficulties for a cross domain reuse is the need to 
comply with multiple standards and to provide a seamless certification process. This 
process needs to take into account different domains when developing a new product 
in a safety critical context. The main purpose when reusing one artefact from one 
domain into another is basically to reduce efforts and resources, and to increase the 
return on investment of this kind of products.  

Cross-domain requires a common understanding of both domains, and to consider 
different processes and requirements from different sources at the same time. This 
understanding should include all stakeholders from these domains, and to define con-
sistently a set of structured arguments to be used during the assessment process. In 
order to be able to reuse assessment data of already approved components we need to 
define some reuse criteria. It is important to gather this information in order to build a 
predictive performance model and to manage assessments in order to meet the certifi-
cation objectives. 

This paper is structured as follows. First a background is provided. Second our use 
case is described and our approach is described in detail. Third some results are pre-
sented. And a final section ends this paper.  
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2 Background 

Safety standard guidelines on how to manage safety design so as to mitigate the poss-
ible risk as a direct impact on cost. [3] Machrouh also mentioned that “Defining the 
commonalities between safety standards in various domains allows one to reduce the 
development cost of the critical embedded systems by mutualising the developments 
by reuse of components”.  

Reusing a project is difficult and even more when the context changes for example 
reusing across domain. Very few attempts have been made in order to harmonized the 
different domain approached in order to proposed a cross-domain reuse [3], [4], [5] 
have analysed the similarities and divergences of the different standards. Blanquart 
makes an analysis from the critical categories and highlight that all standard share the 
same fundamental concepts where critical categories are linked to the risk and effects 
of potential failures. The main divergence comes from acceptance frontier.  

Papadopoulos and McDermid [6] defined a reference structure for the comparative 
review of standards. The structure is based on five principal dimensions of the certifi-
cation problem: (1) Requirements for system development and safety processes, (2) 
Method for establishing the system Safety Requirements, (3) Definition, treatment 
and allocation of development assurance levels, (4) Requirements on techniques for 
component specification, development and verification and (5) Requirements on the 
content and structure of the safety case. 

Zeller [7] proposed cross-domain assurance process in conjunction with any devel-
opment methodology for safety-relevant software. The objective was to reduce the 
effort for safety assessment by reusing safety analysis techniques and tools for the 
product development in different domains. 

As a result of these previous analyses the following similarities between the exam-
ined standards have be identified: 

• Common notion of safety and certification 
• Linear progressing safety process with dedicated phases 
• Combined hazard assessment and risk analysis to derive safety requirements 
• Criticality levels as means to allocation safety (integrity) requirements to system 

elements 
• Verification activities are driven by the safety requirements 
• Safety case provides evidence that safety requirements are fulfilled which is 

needed for certification 

SAFECER project [8] proposed some cross domain case studies, the focus of the 
reuse across domain on these studies were on the tool qualification. On tool qualifica-
tion there is a large overlap between standard. The main targets on these case studies 
were the DO -178 [9], IEC 61508 [10] and ISO 26262 [11] 
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3 Use case 

3.1 Business Case 

General context of the Avionics Use Case is a situation of product reuse from one 
domain (Railways) to another domain (Avionic). The goal is to build the Qualification 
Dossier, based on elements provided with the reused parts. The Qualification Dossier 
is then presented for certification. The reused product is the Execution Platform 
(Computing Unit and Operating System) which was developed for a given domain 
(Railways) and it will be installed in another domain (Avionic). The execution plat-
form is considered as an independent item for which a qualification dossier will be 
built. This qualification dossier consists of plans, technical documents, and certifica-
tion documents. Technical documents are specifications, validation and verification 
life cycle data. The certification documents are configuration index documents and 
accomplishment summaries. The initial execution platform and the associated docu-
mentation issued from the railway domain comply with railway standards (CENELEC 
EN50128 [12] ). The final execution platform and the elaborated qualification  
documentation to be used in avionics domain must comply with avionics standards 
(ED-12c/DO-178). 

One of the first challenges was to establish a mapping between standards from dif-
ferent application domains. When reusing from one domain to another the compliance 
evidence used for one standard need to find their equivalence of the new standard. 
Some standards are process oriented while others are product oriented. Therefore 
equivalences between standards require a detailed description of items. In addition we 
need not only to set up these equivalences, but also to define how assurance informa-
tion is going to be reused on the new domain. We defined a cross domain reuse based 
on 3 criteria: 

• Associated Process / Design Assurance: Process domain shall be reusable from 
source domain to target domain 

• Technical Solution: Design details shall be available from source domain to target 
domain  

• Intended function boundary: Intended function shall be reusable from source do-
main to target domain 

3.2 Our Approach 

Our approach is designed in four steps which are illustrated in the following Fig. 1. 

 

Fig. 1. The main steps in our approach  
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The first step in our approach is to model railway and avionics standards and we 
used the same metamodel [2]. In our case we will be focused on DO-178C and the EN 
50128. This metamodel [2] is domain agnostic, and we can specify some require-
ments from standards. We developed an Eclipse based tool according to this metamo-
del, and we model these standards. Fig. 2 provides an overview of the main sections 
of the DO178C and a snapshot of our tool.  

 

Fig. 2. DO178c standard and its representation in our Eclipse based tool 

A second step is to compare each standard concept from railway domain to avionic 
domain. This mapping is called “equivalence map”. In fact this mapping is not just 
focused on activities but also on generated work products. For example on the one 
hand EN50128 is a product based standard, and it prescribes product based features to 
ensure safety. On the other hand DO-178 prescribes processes to ensure safety. This 
equivalence map is graphically represented in Fig. 3. Both standards contain traceable 
activities and work products between them which represent 27,75% of the items. 
However there are other situations where there is no such relationship (19,23%) or 
even we can identify a partial relationship between items (53%). There are some or-
phan sections where standards requirements do not apply in our case study. Therefore 
there is no possible equivalence map. Fig. 3 illustrates these relationships and our 
findings can be summarized as follows: 

• Roles and responsibility (§5 of EN50128) in railway are no equivalent in avionic, 
• Validation in avionic is an Aircraft/System dedicated process and a part of ED79A 

/ARP4754A, 
• Generic Software Development (§7 of EN50128) in railway are no equivalent in 

avionic at DO-178 level. Therefore, at system level, the Technical Standard Order 
(TSO) may be viewed as a generic development regarding the targeted aircraft but 
with the intended function well specified, 
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• Software deployment and maintenance (§9 of EN50128) in railway are no 
equivalent in avionic at DO-178 level. Therefore, at system level, the means of 
compliance of Certification Specification 25.1529 “Continued Airworthiness” may 
be viewed as an equivalent objective. 

• Safety function in railway is the equivalent of avionic safety-related * functions at 
A/C definition level. 

• Validation in avionic is an Aircraft/System dedicated process and a part of ED79A 
/ARP4754A. 

• Transition criteria are an important asset for avionic domain, based on process 
control demonstration. 

• Derived Requirement is an important asset for avionic domain, based on intended 
function demonstration (Certification Specification 25.1301). 

 

 
Fig. 3. Safety Standards Documents framework 

 
Fig. 4. Coverage between DO178C and EN50128  
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The third step for our analysis is focused on providing a mean to claim equivalence 
levels of safety from one domain to another. In this sense we need to identify Pre-
scriptive Product Based objectives and Prescriptive Process Based objectives. All 
requirements are traced and evaluated. In addition we trace each objective from the 
railway process based standard to the objectives on the avionics base standard. These 
traces represent our prescriptive cross domain standard (PxB) including all require-
ments, and which represent safety equivalences. 

The final step is the function analysis based on this Prescriptive Cross Domain 
Based standard. We need to identify additional or missing activities from source to 
target safety standard represented as post- conditions. These activities are carried out 
to meet objectives which are partially mapped or there is no map at all. All these ele-
ments are required to make the Execution platform ready to show compliance with 
certification requirements. Once equivalence mappings are created we apply them to 
our assurance project created for the railway domain. These equivalence mappings 
contain assurance information, and it generates the compliance artefacts from EN 
50128 standard to Do178c standard.  

 

Fig. 5. Equivalence mapping application 

Fig. 5 shows a wizard which supports our equivalence mapping between EN50128 
and D0-178c. On the upper side equivalences between standards are identified. On the 
lower part the information about the specific standard is described. If we apply these 
equivalence maps we get the information complying with DO 178c standard. 

4 Results 

In order to measure the results of our cross domain experience we defined a set of me-
trics, and we gathered some values. Fig. 6 shows these metrics and values. We identi-
fied 4 aspects to be measured which can be seen on the question column on Fig. 6:  
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• Cost effectiveness of the assurance process across systems: This industrial ex-
perience focuses on the reuse of the execution platform from the railway do-
main to the avionics domain. The objective is to eliminate or limit additional 
activities to the original certification activity in the railway domain. Tradition-
ally this activity leads to directly build qualification documents (configuration 
management and accomplishment summaries) according to avionics standards. 
Traditionally we manually perform an equivalence using existing documents 
from railway domain and then to build a qualification documents according to 
avionics standards.  

o Assurance asset reuse focusses on requirements defined in the 
standards. In this metric, we measure the total number of re-
quirements which can be accomplished in the avionics domain as 
result of validating equivalent requirements in the railway  
domain.  

o Baseline elements that do not need a new compliance map, takes 
into consideration the expected detection of standards’ elements 
in the avionics assurance project whose compliance with can be 
fully validated from the requirements already accomplished in 
the railway assurance project. 

o Assurable elements with applicable equivalence maps, metric  
refers to the equivalence maps between avionics and railway  
reference assurance frameworks, with focus on reference  
requirements. Making explicit the equivalence between standards 
from different application domains facilitate the assurance tasks. 

 
Fig. 6. Metric Measurement Results for Reduction of Recurring Costs 
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• Automation of the Safety Assurance Process: Our platform provides automated 
support for generating avionics artefacts. 

o Automated compliance map creation, this can occur in an avio-
nics assurance project regarding cross-domain reuse if equiva-
lence maps have been specified between railway and avionics 
reference assurance frameworks. Our tool suite creates com-
pliance maps automatically, so that all the possible baseline re-
quirements in the avionics project, with full and partial equiva-
lence in the railway project, are created automatically with the 
Cross-Domain reuse tool. 

• Assurance Reuse across Domains: The problem of cross-domain transfers is that 
certification objectives may be specific to a domain, or differently expressed. The 
objective of the metrics is not to measure the level of commonality between do-
mains, but its ability to help translation of artefacts between domains when corres-
pondence can be established. 

o Assurable elements equivalence. This metric refers to the  
cross-domain equivalence maps between avionics and railway 
reference assurance frameworks, with focus on reference re-
quirements.Making explicit the equivalence between standards 
from different application domains facilitate the assurance tasks. 

o Assurance asset reuse across application domains. In this metric, 
we measure the total number of requirements which can be  
accomplished in the avionics domain as result of validating 
equivalent requirements in the railway domain.Rationale for  
improvement: Having available the equivalence between  
requirements to be accomplished in different domains help  
reduce re-assurance costs. 

• Awareness of Reuse Consequences: Our approach provides models for safety certi-
fication; it should be possible to improve the determination of reuse consequences.  

o Baseline elements whose compliance with has to be shown. 
When reusing information from the railway assurance project, 
out tool platform is expected to detect the baseline elements in 
the avionics assurance project whose compliance must be re-
vised. 

Fig. 7 summarizes the main numbers for this cross domain experience. “Traditional 
approach” header represents the effort and cost of activities which are under our  
approach influence. For instance, Standard interpretation for cross-domain reuse  
sub-activities called “Specification of cross-domain equivalences”, “Compliance tra-
ceability”, and “Specification of compliance requirements in relation to reused 
projects” can be improved by using out tool suite. These sub-activities represent the 
45% of effort of the whole evidence collection activities. We can see that the 41,5% 
of the effort in global assurance and certification activities are susceptible of  
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improvement by using our approach. The numbers showing on the figure were  
extracted from the reuse metrics described for the previous figure. The effort savings 
is approximately 26.95% based on our experience. However when we are using our 
approach, the effort savings is 54.4%. 

 

Fig. 7. Railway to Avionics Case Study 

5 Conclusions and Future Work 

From this industrial experience we can conclude that safety engineering activities in 
one domain have similarities to safety activities in other domain. Even safety related 
techniques have several commonalities. Our approach is based on a common meta-
model for describing safety standards requirements in order to provide a common 
understanding between domains. In a near future this common understanding is going 
to be shared between stakeholders from different domains. 

Criteria of cross domain reuse are identified in this paper. Innovative aspects based 
on cross-over effects between application domains are carried out in a real situation. 
We are able to reuse assessment data of already approved components from one do-
main into another. In addition our approach helps to identify gaps between standards. 
An improved version of this paper provides a deeper analysis of this case study, and it 
provides a better view on verification and validation data, and traceability. 

The presented approach provides an agile assessment process for identifying and it 
increases understandability of standards requirements from different domains. In  
addition it enables a preliminary assessment of targeted certification objectives.  
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It also allows the development of a consistent set of structured arguments from differ-
ent domains. We have proved a reduction of recurring costs for this case study mainly 
relate to costs for cross-domain assurance and certification.  

From this experience Thales considers to implement a product family strategy to 
reduce costs, especially in recertification activities. These strategies may use cross 
domain reuse and model based engineering including certification language.  

References 

1. Espinoza, H., Ruiz, A., Sabetzadeh, M., Panaroni, P.: Challenges for an Open and Evolu-
tionary Approach to Safety Assurance and Certification of Safety-Critical Systems 2011, 
pp. 1–6 (2011) 

2. de la Vara, J.L., Panesar-Walawege, R.K.: SafetyMet: a metamodel for safety standards. 
In: Moreira, A., Schätz, B., Gray, J., Vallecillo, A., Clarke, P. (eds.) MODELS 2013. 
LNCS, vol. 8107, pp. 69–86. Springer, Heidelberg (2013) 

3. Machrouh, J., Blanquart, J.P., Baufreton, P., Boulanger, J.L., Delseny, H., Gassino, J., 
Ladier, G., Ledinot, E., Leeman, M., Astruc, J.M.: Cross domain comparison of system  
assurance. In: ERTS 2012, Toulouse, pp. 1–3 (2012) 

4. Blanquart, J.P., Astruc, J.M., Baufreton, P., Boulanger, J.L., Delseny, H., Gassino, J., 
Ladier, G., Ledinot, E., Leeman, M., Machrouh, J.: Criticality categories across safety 
standards in different domains. In: ERTS 2012, Toulouse, pp. 1–3 (2012) 

5. Ledinot, E., Astruc, J.-M., Blanquart, J.-P., Baufreton, P., Boulanger, J.-L., Delseny, H., 
Gassino, J., Ladier, G., Leeman, M., Machrouh, J., et al.: A cross-domain comparison of 
software development assurance standards. In: Proc. of ERTS2 (2012) 

6. Papadopoulos, Y., McDermid, J.A.: The potential for a generic approach to certification of 
safety critical systems in the transportation sector. Reliability Engineering & System Safety 
63(1), 47–66 (1999) 

7. Zeller, M., Höfig, K., Rothfelder, M.: Towards a cross-domain software safety assurance 
process for embedded systems. In: Bondavalli, A., Ceccarelli, A., Ortmeier, F. (eds.) 
SAFECOMP 2014. LNCS, vol. 8696, pp. 396–400. Springer, Heidelberg (2014) 

8. Safecer Project Safety Certification of Software-Intensive Systems with Reusable Compo-
nents Web: http://www.safecer.eu 

9. RTCA DO-178/EUROCAE ED-12, Software Considerations in Airborne Systems and 
Equipment Certification (2011) 

10. IEC 61508 IEC61508, 61508 - Functional Safety of Electrical/Electronic/Programmable 
Electronic Safety-Related Systems. International Electrotechnical Commission (2011) 

11. International Organization for Standardization (ISO), ISO26262 Road vehicles – Func-
tional safety, ISO (November 2011) 

12. CENELEC EN 50128 - Railway applications — Communication, signalling and 
processing systems — Software for railway control and protection systems (2011) 



SPI Approaches
in Safety-Critical Domains



A Lean Automotive E/E-System Design
Approach with Open Toolbox Access

Harald Sporer(B)

Institute of Technical Informatics,
Graz University of Technology, Inffeldgasse 16/1, 8010 Graz, Austria

sporer@tugraz.at

http://www.iti.tugraz.at/

Abstract. Replacing former pure mechanical functionalities by mecha-
tronics-based solutions, introducing new propulsion technologies, and
connecting cars to their environment are only a few reasons for the still
growing electrical and electronic systems (E/E-Systems) complexity at
modern passenger cars. Smart methodologies and processes are necessary
during the development life cycle to master the related challenges success-
fully. One of the key issues is to have an adequate environment for creat-
ing architectural system designs, and linking them to other development
artifacts. In this paper, a novel model-based domain-specific language for
embedded mechatronics-based systems, with focus on the support of dif-
ferent automotive sub-domains, is presented. With the described method-
ology, the domain-specific modeling (DSM) approach can be adapted to
the needs of the respective company or project easily. Though, the model-
based language definition can be implemented using various platforms
(e.g. Eclipse Modeling Framework), also a custom-made open source edi-
tor supporting the DSM technique, is presented.

Keywords: System architectural design · Domain-specific modeling ·
Automotive embedded systems · E/E-Systems

1 Introduction

The electrical and/or electronic systems (E/E-Systems) in the automotive
domain have been getting more and more complex over the past decades. New
functionality, mainly realized through embedded E/E-Systems, as well as the
growing connectivity (Car2X-Communication), will keep this trend alive in the
upcoming years. Well-defined development processes are crucial to manage this
complexity and to achieve high quality products. Wide-spread standards and
regulations, like Automotive SPICE R© and ISO 26262, give a guidance through
the development life cycle.

Best practice for the E/E-System development process is still to refer to
some kind of the V-Model. Starting with an initialization and analyzing phase,
via the subdivided system elements, down to the implementation, and back up
by integration and test phases towards the completed system, a multitude of
c© Springer International Publishing Switzerland 2015
R.V. O’Connor et al. (Eds.): EuroSPI 2015, CCIS 543, pp. 41–50, 2015.
DOI: 10.1007/978-3-319-24647-5 4
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work products arises and have to be managed properly. Trying to keep all of the
artifacts consistent manually, is an error-prone and tedious task. Therefore, a
lot of effort has been made through the last years to increase the quality by an
adequate and highly automated tool support.

To create the system design, most of the existing approaches utilize some kind
of UML profile (e.g. SysML1). Though these techniques have a lot of advantages,
in some scenarios they are not best choice. On the one hand, the possibility to
include mechanical parts or the flow of fluids and forces is missing, and on the
other hand, a possible lack of UML skills, especially in small project teams,
which wants to carry out a lean development, makes the UML-based design to
an awkward task.

The main goal of this work is to contribute to the improvement of the existing
system architectural design methods. The herein presented approach has been
created for the development of embedded mechatronics-based E/E-Systems in
the automotive field mainly. However, the techniques are also suitable for other
domains. The mentioned improvement is accomplished by extending the wide-
spread and common UML-based methods by domain-specific modeling (DSM)
techniques. It’s crucial to state that the existing design techniques shall not be
replaced by the presented work.

Similar to the previous mentioned de facto standard Automotive SPICE, full
traceability and consistency between the development artifacts are also one of
the main objectives of this work. Various types of requirements are linked to the
system architectural design elements, and in the case of requirement changes the
affected system parts can be determined easily. Moreover, supported by the DSM
definition, a software architectural design can be either created within the same
environment as the system design, or a established seamless tool chain can be
facilitated after a domain-specific model to UML-based model transformation.
In both cases, a Simulink R©2 software framework model can be generated from
the software architectural design.

In this contribution the highlighted aspect of the novel DSM approach is
the methodology of creating new modeling toolboxes for a particular project or
company. The definition of the domain-specific language in combination with
the support from the newly developed designer tool, allows a straight forward
and intuitive procedure for customizing the DSM to the specific needs. A big
advantage of this solution is that the customization can be conducted by the
user easily and without coding.

In the course of this document, Section 2 presents an overview of the related
approaches, as well as of domain-specific modeling. In Section 3, a detailed
description of the proposed modeling approach with a focus on the tailoring
for specific (sub-)domains is provided. An application of the described method-
ology is presented in Section 4. Finally, this paper is concluded with an overview
of the presented work in Section 5.

1 http://www.omgsysml.org/
2 http://www.mathworks.com/products/simulink/

http://www.omgsysml.org/
http://www.mathworks.com/products/simulink/
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2 Related Work

In recent years, a lot of effort has been made to improve the model-based auto-
motive E/E-System design methods and techniques. Nowadays, the advantages
of a model-based approach are clear and without controversy. Meseguer [12]
grants much more reliability, reusability, automatisation, and cost effectiveness
to software that is developed with modeling languages. However, model trans-
formation within or also across different languages is crucial to achieve all these
benefits.

Traceability, as well as consistency, between the development artifacts has
always been an important topic. However, due to the increasing number of
electronic- and electric-based functionality, these properties have become vital.
If it comes to safety-critical functionalities, according to the 2011 released inter-
national standard ISO 26262 [8], traceability between the relevant artifacts is
mandatory. A description of the common deliverables along an automotive E/E-
System development, and a corresponding process reference model is presented
by the de facto standard Automotive SPICE [2]. Neither the functional safety
standard nor the process reference model enforces a specific methodology, how
the development artifacts have to be created or linked to each other. However,
connecting the various work products manually is a tedious and error-prone task.

One of the early work products along the engineering process, is the archi-
tectural system design. In the field of automotive E/E-System development, a
wide-spread and common approach is to utilize a UML-based technique for this
design, like the UML2 profile SysML. Andrianarison and Piques [1], Boldt [3],
and many other publications (e.g. [6], [9], [13]) present their SysML methodolo-
gies for the system design.

To agree with Broy et al. [4], the drawbacks of the UML-based design are still
the low degree of formalization, and the lack of technical agreement regarding
the proprietary model formats and interfaces. The numerous possibilities of how
to customize the UML diagrams, to get a language for embedded system design,
drive these drawbacks. On the one hand, the meta model can be extended, and on
the other hand, a profile can be defined [13]. Even if there is a agreement to utilize
a common UML profile like SysML, a plenty of design artifact variations are
feasible. This scenario doesn’t provide an optimal base for the engineer who has
to design the embedded automotive system from a mechatronics point of view.
Ideally, the tool should be intuitive and easily operated also without specific
UML knowledge. These findings led the author to the idea to create a more
tailored model-based language for the stated domain. The definition and other
details of this language can be found at [16].

Mernik et al. [11] describe a domain-specific language as a language that is
tailored to the specific application domain. Enhanced by this tailoring, substan-
tial gains in expressiveness and ease of use, compared to general-purpose lan-
guages, should be given. Even if a gain regarding the expressiveness is achieved
by the utilization of SysML-based modeling techniques, the ease of use regarding
an embedded automotive mechatronics system design is out of sight.
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Preschern et al. [14] claim that DSLs help to decrease system development
costs by providing developers with an effective way to construct systems for a
specific domain. The benefit in terms of a more effective development has to
be higher than the investment for creating or establishing a DSL at a company
or department. Supplementary, the authors argue that in the next years the
mentioned DSL development cost will decrease significantly, due to new tools
supporting the language creation like the Eclipse-based Sirius3.

Vujović et al. [17] present a model-driven engineering approach to create a
domain-specific modeling (DSM). Sirius is the framework for developing a new
DSM, respectively the DSM graphical modeling workbench. The big advantage of
this tool is that the workbench for the DSM is developed graphically. Therefore,
knowledge about software development with Java, the graphical editor frame-
work (GEF) or the graphical modeling framework (GMF) is not needed.

According to Hudak [7], programs written in a DSL are more concise, can be
written more quickly, are easier to maintain and reason about. In the authors
opinion, this list of advantages is also valid for domain-specific modeling. Fur-
thermore, Hudak determines the basic steps for developing a own domain-specific
language as

– Definition of the domain
– Design of the DSL capturing the domain semantics
– Provide support through software tools
– Create use-cases for the new DSL infrastructure

The approach described in this paper is presented according to theses steps in
Section 3 and 4.

3 Approach

In this section, the domain specific modeling methodology for automotive mecha-
tronics-based system development, with a focus on the open toolbox strategy,
is presented. As mentioned in Section 2, details on the definition of the domain
specific modeling can be found in [16]. Therefore, just a brief description is given
in the following subsection.

3.1 Domain-Specific Modeling Language

The established SysML-based design method from [10] is extended by the newly
developed Embedded Mechatronics System Domain-Specific Modeling (EMS-
DSM) for the automotive embedded system design. The main goal of this
methodology is to provide a lean approach for engineers to facilitate an embedded
automotive mechatronics system modeling on a high abstraction level. The focus
of the approach is on the model-based structural description of the E/E-System
under development. Additionally, the signals and interfaces are an essential part
of the modeling.
3 https://eclipse.org/sirius/

https://eclipse.org/sirius/
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The definition of the newly developed model-based domain specific language
is shown in Figure 1. The top node EMS-DSM Component is the origin of all
other classes at the language definition. Therefore, each of the derived classes
inherits the five properties (ID, Name, Requirement, Verification Criteria, and
Specification) from the base class.

Fig. 1. EMS-DSM Definition (UML)

The language definition in Figure 1 represents the meta-domain of the model-
based language. Subsequently, the EMS-DSM is tailored to the needs of the
domain at the particular project or company. That is, design elements of possible
types Mechnical, Compartment, Sensor, Control Unit, Actuator, External Control
Unit, Basis Software, and Application Software are specified for the particular
field of application. E.g. the domain of the presented application in Section 4 is
Embedded Mechatronics E/E-System Design for Compressed Natural Gas (CNG)
Fuel Tank Systems.

The EMS-DSM can be supported by a various number of tools, but at the
time when the research project was initiated, a highest possible flexibility, as
well as full access to the tools source code was desired. To achieve this, an own
model editor (Embedded Automotive System Design) has been developed, based
on the open source project WPF Diagram Designer [5].

3.2 Traceability Between the Design and Other Artifacts

To achieve a lean development environment for automotive E/E-Systems, the
whole engineering life cycle has to be supported. Therefore, not only the sys-
tem architectural design, but also other artifacts, like requirements and test
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case specification, are in the scope of this work. For topics like project man-
agement and requirements management, the web-based open source application
Redmine4 is used in this project. The de facto standard Automotive SPICE [2]
defines three different types of requirements at the engineering process group:
Customer Requirements, System Requirements, and Software Requirements. Out
of the embedded E/E-System view, at least the hardware focus is missing. Addi-
tionally, requirements and design items regarding the mechanical components,
have been introduced for the design of an embedded mechatronics-based E/E-
System. Similar to the Automotive SPICE methodology on system and software
level, engineering processes has been defined for these missing artifacts.

Section 3.1 contains the description of how the different types of designs (sys-
tem level, software level, etc.) are created corresponding to the novel domain spe-
cific modeling. To achieve full traceability, these designs, respectively the various
components at the designs, have to be linked to the corresponding requirements.
This is accomplished by the Requirements Linker at EASy Design, which estab-
lishes a connection to the MySQL database, and therefore has full access to the
requirements data at Redmine. More details about the requirements manage-
ment capability of the presented project can be found at [15].

3.3 Open Toolbox Approach at the DSM

The main objective of the open toolbox strategy is to provide a possibility for
the user to tailor the modeling item set to their particular needs. Every non-
abstract EMS-DSM class from Figure 1 can be instantiated and utilized as type
for a new toolbox item. By selecting one of the provided types, the behaviour of
the new toolbox item is defined. E.g. if a new Application Software Component
is created at the toolbox, the aggregation ”1..* 0..*” between Hardware and
Software Components guarantees that the item can be used at the model within
a Hardware Component only. These constraints contributes to the easy and intu-
itive handling of the modeling language. As mentioned previously, the defined
modeling language and all presented features can be implemented on various
modeling framework platforms, but at this project a self-made C# implementa-
tion has been preferred to achieve a highest possible grade of independence from
third-party platforms.

To support the open toolbox methodology, additional functionality has been
added to the custom-made software tool EASy Design. By selecting the command
Open Library Editor at the menu bar, a new window (see Figure 2 in Section 4)
is opened, offering toolbox modification options. At the window area Create New
Toolbox Item the properties of the new toolbox item can be set. The drop down
menu Type provides all non-abstract classes from the language definition. Name
is a freely selectable identifier for the item, and Mask prompts the user to enter
the path of a Portable Network Graphic (PNG), which determines the graphical
representation of the toolbox item and its later appearance at the model. At the

4 http://www.redmine.org/

http://www.redmine.org/
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window area Delete Existing Toolbox Item the no longer required item can be
removed by choosing the respective name.

All library items are stored in an Extensible Markup Language (XML) file,
corresponding to the following structure:

<EASyDesignLib>
<LibItem>

<Type></Type>
<Name></Name>
<Mask></Mask>

</LibItem>
</EASyDesignLib>

4 Application

In this section the EMS-DSM approach with an open toolbox strategy is applied
to the development of an automotive fuel tank system for compressed natural
gas (CNG). For an appropriate scale of the use-case, only a small part of the
real-world system is utilized. The application should be recognized as an illus-
trative material, reduced for internal training purpose for students. Therefore,
the disclosed and commercially non-sensitivity use-case is not intended to be
exhaustive or representing leading-edge technology.

To model the CNG fuel tank system, several mechanical, hardware, and soft-
ware components are needed. As the main mechanical components, the following
items being assumed to exist in the EMS-DSM library: Tank Cylinder, Mechan-
ical Pressure Regulator, Filter, Engine Rail, and some Tubing. Moreover, four
hardware components have already been added to the library: In-Tank Temper-
ature Sensor, CNG High Pressure Sensor, On-Tank Valve (Actuator), and Tank
ECU (Control Unit). So far, there are no software components at the library.

For a first draft of the system architectural design, an external control
unit component Engine ECU, and a basis software component CAN Driver
is needed. Therefore, the steps described in Subsection 3.3 are carried out for
these new library items. The corresponding Library Editor windows are shown in
Figure 2. The new library items are added at the EASy Design Library Browser,
and the library file EMS-DSM-Lib.xml is extended by the following entries:

<LibItem>
<Type>External Control Unit Component</Type>
<Name>Engine ECU</Name>
<Mask>"..\images\EASyLibExtEngECU.png"</Mask>

</LibItem> <LibItem>
<Type>Basis Software Component</Type>
<Name>CAN Driver</Name>
<Mask>"..\images\EASyLibCANDriver.png"</Mask>

</LibItem>
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Fig. 2. Library Editor Windows for New Modeling Items

By adding these model items to the library, the system architectural design
of the presented use-case can be created as shown in Figure 3. The CNG fuel
tank system consists of seven mechanical components, which are blue coloured
(Tank Cylinder, Filter, etc.) The medium flow between mechanical components,
which is CNG in this use case, is displayed by blue lines with an arrow at the end.
Furthermore, five hardware components are placed at the System Architectural
Design Model level, which are yellow coloured (In-Tank Temperature Sensor,

Fig. 3. CNG Tank System Architectural Design
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Tank ECU, etc.) The signal flow between the components is displayed by yellow
lines, ending with an arrow. Between the Control Unit and the External Control
Unit component, a communication bus is inserted, characterized by the double
compound line type and arrows on both ends.

As previously mentioned, the EMS-DSM definition requires at least one hard-
ware component at the model to implement a software component. In this use-
case the created basis software component CAN Driver shall be integrated at
the CNG Tank ECU. With a double-click on the hardware component, the next
modeling level is opened (named E/E Item Design Level), and the CAN Driver
can be put in place.

5 Conclusions

In the previous sections, a lean method for the design of embedded automotive
mechatronics-based E/E-Systems, with a focus on the open toolbox strategy,
was presented. This approach has the potential to bring together the different
engineering disciplines along the E/E-System development. Many artifacts like
requirements, verification criteria, and various specifications can be linked to the
models, created with the novel domain-specific modeling language. Supported by
the linking of the artifacts, the vital traceability can be established. Depending
on the respective tool chain and the organizations process landscape, the EMS-
DSM models can also facilitate a single point of truth strategy.

By the model-to-model transformation mentioned in Section 2, a decision
between the established SysML design techniques and the presented approach is
not necessary. Instead, the EMS-DSM methodology can be utilized as an exten-
sion for mechatronics-based system designs to the existing tool chain. However,
the possibility of modeling not only the system level, but also the software archi-
tectural level enables the presented work to be a standalone solution as well.

First use case implementations show promising results. However, there are
several features on the open issue list, which have to be implemented in a next
step. On the one hand, the options for describing the systems behavior, like
e.g. some kind of task scheduling definition, shall be introduced. On the other
hand, an advanced methodology for managing, as well as importing/exporting
the signal interfaces has to be developed.
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Abstract. Modern embedded multi-core system platforms are key inno-
vation drivers in the automotive domain.

The challenge, is to master the increased complexity of these systems
and ensure consistency of the development along the entire product life
cycle. Automotive standards, such as ISO 26262 and automotive SPICE
require efficient and consistent product development and tool support.
The existing solutions are still frequently insufficient when transforming
system models with a higher level of abstraction to more concrete soft-
ware engineering models.

The aim of this work is to improve the information interchange conti-
nuity of architectural designs from system development level to software
development level (Automotive SPICE ENG.3 and ENG.5 respectively
ISO 26262 4-7 System design and 6-7 SW architectural design). An app-
roach for seamlessly combining the development tools involved is thus
proposed. This approach merges the heterogeneous tools required for
development of automotive safety-critical multi-core systems to support
seamless information interchange across tool boundaries.

Keywords: ISO 26262 · Automotive SPICE · Automotive systems ·
Multi-core · Architectural design · Traceability

1 Introduction

Embedded systems are already integrated into our everyday life and play a cen-
tral role in many vital sectors including automotive, aerospace, healthcare, indus-
try, energy, or consumer electronics. Current premium cars implement more than
90 electronic control units (ECU) with close to 1 Gigabyte software code [9],
are responsible for 25% of vehicle costs and an added value between 40% and
75% [27]. The trend of replacing traditional mechanical systems with modern
embedded systems enables the deployment of more advanced control strate-
gies providing additional benefits for the customer and the environment, but
at the same time the higher degree of integration and criticality of the control
application raise new challenges. Today’s information society strongly supports
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inter-system communication (Car2X) also in the automotive domain. Conse-
quently the boundaries of application domains are disappearing even faster than
previously due to the replacement of traditional mechanical systems. At the
same time, multi-core and many-core computing platforms are becoming avail-
able for safety-critical real-time applications. These factors cause multiple cross-
domain collaborations and interactions in the face of the challenge to master the
increased complexity and ensure consistency of the development along the entire
product life cycle.

Consequently, this work focuses on improving the continuity of information
interchange of architectural designs from system development level (Automotive
SPICE [29] ENG.3 respectively ISO 26262 [16] 4-7 System design) to software
development level (Automotive SPICE ENG.5 respectively ISO 26262 6-7 SW
architectural design). We further make a special focus on safety-critical multi-
core system development, due to the higher complexity of such systems and
limited availability of supporting methods and tools.

The aim of this work is to merge the heterogeneous tools required for devel-
opment of automotive safety-critical multi-core systems (especially during tran-
sition phase from system to SW development) and establish a single source of
information concept to ease cross-domain consolidation.

The document is organized as follows: Section 2 presents an overview of
related works. In Section 3 a description of the proposed approach and a detailed
depiction of the contribution parts is provided. An implementation prototype
and a brief evaluation of the approach is presented in Section 4. Finally, this
work is concluded in Section 5 with an overview of the approach presented.

2 Related Works

Model-based development in general and the development of embedded automo-
tive systems in particular are engineering domains and research topics aimed at
moving the development process to a more automated work-flow, which improves
in terms of consistency and tackles the complexity of the development process
across expertise and domain boundaries. Recent publications are either related
to AUTOSAR [2] methodology based approaches, focus ISO 26262 [16] related
methods, model-based development, multi-core system development or deal with
Automotive SPICE [29] concept.

2.1 Publications Related to Model-Based Development

In [18], the authors describe a framework for a seamless configuration process
for the development of automotive embedded software. The framework is also
based on AUTOSAR, which defines architecture, methodology, and application
interfaces. The steps through this configuration process are established by a
system configuration and ECU configuration.

An approach for a design of a vehicular code generator for distributed auto-
motive systems is addressed by Jo et al. [17]. The authors mention the increasing
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complexity of the development of automotive embedded software and systems
and the manual generation of software leading to more and more software defects
and problems. Thus the authors integrated a run-time environment (RTE) mod-
ule into the earlier development tool to design and evolve an automated embed-
ded code generator with a predefined generation process.

An important topic to deal with in general terms is the gap between sys-
tem architecture and software architecture. Broy et al. [6] claim model-based
development to be the best approach to manage large complexity of modern
embedded systems and provide an overview of basic concepts and theories. The
work illustrates why seamless solutions have not been achieved so far, it mentions
commonly used solutions and the problems arising from the use of an inadequate
tool-chain (e.g. redundancy, inconsistency and lack of automation).

The work of Quadri and Sadovykh [23] presents a model-driven engineering
approach aiming to develop novel model-driven techniques and new tools sup-
porting design, validation, and simulation. These authors defined profiles using
a subset of UML and SysML for their approach and mentioned the usage of
effective design tools and methodologies as crucial to be capable of managing
complex real-time embedded systems.

The work of Holtmann et al. [14] highlights process and tooling gaps between
different modeling aspects of a model-based development process. Often, differ-
ent specialized models for specific aspects are used at different development
stages with varying abstraction levels and traceability between these different
models is commonly established via manual linking.

Chen et. al. [7] present an approach that bridges the gap between model-based
systems engineering and the safety process of automotive embedded systems.
More recently also the MAENAD Project 1 is focusing on design methodologies
for electric vehicles based on EAST-ADL2 language.

Giese et al. [13] address issues of correct bi-directional transfer between
system design models and software engineering models. The authors propose
a model synchronization approach consisting of tool adapters between SysML
models and software engineering models in AUTOSAR representation.

Fabbrini et al. [10] provide an overview of software engineering in the Euro-
pean automotive industry and present tools, techniques, and countermeasures
to prevent faults. The authors also highlight the importance of tool integration
and model-based development approaches.

Recent projects which focus on model-based development environments for
automotive multi-core systems are the AMALTHEA Project 2, SAFE Project 3,
and MAENAD Project 4.

The work of Asplund et. al [1] focuses on tool integration in context of ISO
26262. The authors mention that tool integration is a complicated issue and that
guidance regarding tool integration into tool chains is very limited.

1 http://maenad.eu/
2 http://www.amalthea-project.org/
3 http://safe-project.eu/
4 http://maenad.eu/

http://maenad.eu/
http://www.amalthea-project.org/
http://safe-project.eu/
http://maenad.eu/
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2.2 Publications Related to Safety-Critical Development

Safety standards, such as the road vehicles functional safety norm ISO 26262
[16] and its basic norm IEC 61508 [15] present requirements and guidance for
safety-critical system development. A guide to the functional safety of automo-
tive systems according to ISO 26262 can be found in [4,12] or in the SafEUr
functional safety manager trainings [25]. The AUTOSAR development cooper-
ation also focuses on safety in the technical safety concept report [3] produced
by this group.

The work of Gashi et al. [11] focuses on redundancy and diversity and their
effects on the safety and security of embedded systems. This work is part of
SeSaMo (Security and Safety Modeling for Embedded Systems) project, which
focuses on synergies and trade-offs between security and safety through concrete
use-cases.

Born et al. [5] recommend a transition from a document-centric approach
to a model-based approach. Their work mentions the problem that organiza-
tions already have their own safety processes in place and want to keep their
existing document-centric processes and tool landscape, which mostly inherits
fundamental flaws in terms of traceability, a key requirement in ISO 26262.

SysML and model-based development (MBD) as the backbone for develop-
ment of complex safety critical systems is also seen as a key success factor by
Lovric et. al [19]. The integration of SysML models for the development of the
ECU safety concept ensures efficient design changes, and immediate awareness of
functional safety needs. The paper evaluates key success factors of MBD in com-
parison to legacy development processes in the field of safety-critical automotive
systems.

The work of Ebert [8] highlights three key components of sustainable safety
engineering in automotive systems: (a) system-oriented development, (b) safety
methods closely coupled to engineering, and (c) process maturity. Ebert further
mentions functional safety needs and that these are be seen as a critical product
liability issue with all the consequences this implies and also that engineers need
to understand the safety needs at all levels of the development process.

In the issue of improving processes or workflows especially those which deal
with cross-domains affairs (such as the traceability of architectural designs from
system development level to software development level), however, a comprehen-
sive understanding of related processes, methods, and tools is required.

The work of Sechser [28] describes experiences gained at combining two dif-
ferent process worlds in the automotive domain. The author mentions, among
other points, the need for a common language and process architecture.

The work of Raschke et. al [24] is based on the concept that development
of systems is a sequence of evolutions, interrupted by revolutions. The authors
build up a catalog of patterns for software modeling to these terms. This pattern
catalog focuses on the dependencies between software models and software code
and their possible relations.

According to the work of Sechser, the works of Messnarz et. al [20,21] also
showed that the combination of Automotive SPICE and ISO 26262 functional
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Fig. 1. presents an overview of the approach and highlights the key contribution parts.

safety processes is possible and worth the effort involved in developing generic
best practices and process models.

3 Architectural Design Refinement Approach

While methods and tools for elicitation and definition of requirements along
the different process steps (such as Automotive SPICE ENG.2 or ENG.4) are
already settled, tool supported and well-known best-practices exist. The method-
ical support of system architectural design (ENG.3) and refinement of this design
to software design (ENG.5), however, often fell short of the mark. To handle
this situation the AUTOSAR methodology [2] provides standardized and clearly
defined interfaces between different software components and development tools
and also provides such tools for easing this process of architectural design refine-
ment. Nevertheless, projects with limited resources in particular (as well as non-
AUTOSAR projects) often struggle to achieve adequate quality in budget (such
as time or manpower) with this approach. The approach presented in this work
has thus emerged from full AUTOSAR based approaches and focuses forcefully
on a central MBD database as a single-source of information concept.

The main benefit of this proposed approach contributes to closing the gap,
also mentioned by Giese et al. [13], Holtmann et al. [14], and Sandmann and
Seibt [26], between system-level development at abstract UML-like represen-
tations and software-level development. This bridging supports consistency of
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information transfer between system engineering tools and software engineer-
ing tools. Furthermore, the approach minimizes redundant manual information
exchange between tools and contributes to simplifying seamless safety argumen-
tation according to ISO 26262 for the developed system. The benefits of this
development approach are clearly visible in terms of re-engineering cycles, tool
changes, and reworking of development artifacts with alternating dependencies,
as also mentioned by Broy et al. [6].

Figure 1 depicts the overview of the approach and highlights the key contri-
bution parts. The approach bridges the existing gap between system design and
software implementation tools (also for multi-core system development) to guar-
antee consistency of information and minimizes redundant manual information
exchange between tools. The following sections describe the key contribution
parts of the approach in more details.

3.1 SW Modeling Framework Addon

The first part of the approach is a modeling framework addon that enables
software architecture design in AUTOSAR like representation. This enables
the design of an automotive software architecture by taking advantage of an
AUTOSAR aligned VFB abstraction layer and an explicit definition of compo-
nents, component interfaces, and connections between interfaces. This provides
the possibility to define software architecture (ENG5.BP1) and ensures proper
definition of the communication between the architecture artifacts, including
interface specifications (ENG5.BP3) and timing information (ENG5.BP4). In
addition this SW architecture representation can be linked to system develop-
ment artifacts and traces to requirements can be easily established (ENG5.BP2).
This brings further benefits in terms of constraints checking, traceability of devel-
opment decisions (e.g. for safety case generation), and reuse. Figure 2 shows the
representation profile of software architecture artifacts.

3.2 HW Modeling Framework Addon

Special basic software (BSW) and hardware module representations are assigned
to establish links to the underlying basic software and hardware layers. The
AUTOSAR architectural approach ensures hardware-independent development
of application software modules until a very late development phase and there-
fore enables application software developers and basic software developers to
work in parallel. The hardware profile, depicted in Figure 3, allows represen-
tation of hardware resources (such as ADC, CAN), calculation engines (core),
and connected peripherals which interact with the software (ENG5.BP5). This
further enables the establishing of software and hardware dependencies and a
hardware-software interface (HSI), as required by ISO 26262. Software signals
of BSW modules can be linked to HW port pins via dedicated mappings. On
the one hand this enables the modeling and mapping of HW specifics and SW
signals. On the other hand, this mapping establishes traceable links to port pin
configurations (ENG5.BP8).
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Fig. 2. shows the representation of SW architecture artifacts.

3.3 Software Architecture Toolbridge

The third part of the approach is an exporter, which is able to export the soft-
ware architecture, component containers, and their interconnections designed in
SysML to the software development tool Matlab/Simulink and thus, enabling the
information handover to a special purpose tool (model-driven software engineer-
ing tools) for detailing of the SW architecture and SW modules (ENG5.BP6).

The import functionality, in combination with the export function, enables
bidirectional update of software architecture representations. On the one hand,
this ensures consistency between system development artifacts and changes done
in the software development tool (related to ENG6.BP8 and ENG5.BP10). On
the other hand, the import functionality enables reuse of available software mod-
ules, guarantees consistency of information across tool boundaries, and shares
information more precisely and less ambiguously.

3.4 Runtime Environment Generator

The fourth part of the approach presented is the SW/SW interface genera-
tor (RTE generator). This dll- based tool generates .c and .h files defining
SW/SW interfaces between application software signals and basic software sig-
nals from the modeled artifacts. The RTE generation eliminates the need of man-
ual SW/SW interface generation without adequate syntax and semantic support
and ensures reproducibility and traceability of these configurations (ENG5.BP3).
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Fig. 3. shows the representation of HW architecture artifacts.

3.5 Basic Software Configuration Generator

The basic software configuration generator is also part of the dll- based tool,
which generates BSW driver specific configuration files. These files configure the
basic software driver of the HW device according to the HSI specifications and
eliminates the need of manual information rework.

3.6 OS Configuration Generator

The last part of the approach is an exporter capable of exporting the RTOS
configuration available from the model to an OIL file [22] and the corresponding
import functionality. The exporter generates OIL files enriched with the avail-
able system and safety development artifact traces (such as required ASIL of
task implementation). The import functionality enables bidirectional update of
the information representation within the database. Most state-of-the-art soft-
ware development frameworks are able to configure the RTOS according to the
specifications within such an OIL file.
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4 Prototypical Implementation and Application of the
Proposed Approach

This section demonstrates the benefits of the presented approach for development
of automotive embedded systems. For this evaluation a prototypical implemen-
tation of the approach has been made for Enterprise Architect 5. An automo-
tive use-case of a central control unit (CCU) of a battery management system
(BMS) prototype for (hybrid) electric vehicle has been chosen for evaluation of
the approach. This use-case is an illustrative material, reduced for internal train-
ing purpose and is not intended to be exhaustive or representing leading-edge
technology.

Table 1. comprises an overview of the evaluation use-case SW architecture, element
counts, and number of configurable attributes per element.

Object type Element-count Configurable
Attributes per
Element

ASW Modules 10 3
BSW Modules 7 3
ASW Module Inputs 54 10
ASW Module Outputs 32 10
ASW/ASW Module Interfaces 48
ASW/BSW Module Interfaces 19
HW/SW Interfaces 19 13

The definition of the software architecture is usually done by a software sys-
tem architect within the software development tool (Matlab/Simulink). With
our approach this work package is included in the system development tool
Enterprise Architect. This does not hamper the work of the software system
architect but enables the possibility to also link existing HSI mapping informa-
tion to the SW architecture and offers a significant benefit in terms of traceability
(ENG5.BP9 and ENG5.BP10), replicability of design decisions, and unambigu-
ously visualizes dependencies.

The use-case consists of 10 ASW modules and 7 BSW modules with 19
interface definitions between ASW and BSW, which are transferred via the SW
architecture tool-bridge and makes use of the 3 fundamental low level HW func-
tions (digital input/output, analog input/outputs, and PWM outputs). A more
complete overview of use-case is given in Table 1.

As can be seen in Table 1, 7 ASW/BSW input interfaces and 12 ASW/BSW
output interfaces need to be defined. This definition sums up to more than 30
lines of code (LoC) which can be generated automatically with the runtime envi-
ronment generator. The actual HW/SW interface, mapping of BSW signals to
HW pins, also consist of 19 interfaces and 3 low level driver for this specific SW
5 http://www.sparxsystems.com/

http://www.sparxsystems.com/
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architecture. This mapping includes 23 settings per mapping and can be used to
automatically generate basic software configurations with the help of the basic
SW configuration generator and OS configuration generator. This ensures actu-
ality of development artifacts and simplifies tracing of development decisions.

5 Conclusion

The challenge with modern embedded automotive systems is to master the
increased complexity of these systems and ensure consistency of the development
along the entire product life cycle. Automotive standards, such as ISO 26262
safety standard and automotive SPICE provide a process framework which
requires efficient and consistent product development and tool support. Nev-
ertheless, various heterogeneous development tools in use hamper the efficiency
and consistency of information flows.

This work thus focuses on improving the continuity of information inter-
change of architectural designs from system development level (Automotive
SPICE ENG.3 respectively ISO 26262 4-7 System design) to software devel-
opment level (Automotive SPICE ENG.5 respectively ISO 26262 6-7 SW
architectural design). For this purpose, an approach to seamlessly combine the
development tools involved has been proposed and a prototypical tool-bridge
implementation has been made. The approach presented merges the heteroge-
neous tools required for development of automotive systems to support seamless
interchange of information across tool boundaries and helps to ease cross-domain
consolidation via establishing a single source of information concept. The appli-
cation of the approach presented has been demonstrated utilizing an automotive
BMS use-case, which is intended for training purposes for students and engineers
and does not represent either an exhaustive or a commercially sensitive project.
The main benefits of this approach are: improved consistency and traceability
from the initial design at the system level down to the software implementation,
as well as, a reduction of cumbersome and error-prone manual work along the
system development path. Further improvements of the approach include the
progress in terms of reproducibility and traceability of design decisions.
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Abstract. This paper describes a specification and an implementation of a 
flexible tool platform for assurance and certification of safety-critical systems. 
This tool platform is built upon a comprehensive conceptual assurance and  
certification framework. This conceptual framework is composed of a common 
information model called CCL (Common Certification Language) and a com-
positional assurance approach. Our tool platform allows an easy integration 
with existing solutions supporting interoperability with existing development 
and assurance tools. The ultimate goal of our platform is to provide an inte-
grated approach for managing assurance cases and evidences resulting from a 
safety project. 

Keywords: Tooling platform · Compliance · Standards · Argumentation · Evi-
dence management 

1 Introduction  

Assurance [1] and safety certification[2] are among the most expensive and time-
consuming tasks in the development of safety-critical embedded systems. Innovation 
and productivity in this market is curtailed by the lack of affordable certification and 
especially recertification approaches [3]. A common situation in safety-critical industrial 
domains is the fact that developers or manufacturers of a safety-critical system are re-
quired to demonstrate with evidences that their products are acceptably safe in a given 
context before it is formally approved for release into service. Conceptually, this means 
that all potential system hazards [4] – operational misbehaviour or conditions which 
might lead to an accident leading to injury or loss of human life or to damage to the 
environment – are either prevented or mitigated. The manufacturer is obliged to demon-
strate the absence of risks and to increase the assessor’s confidence with respect to the 
system’s safety. In fact they must explicitly provide evidence of the system’s confor-
mance to relevant standards or reference models. This includes prescription that rigor-
ous analysis, checking, and testing are carried out. 

The identification of evidences [5] for the effectiveness of existing certification 
schemes is hard to come by. Typically a safety-critical application and its accompanying 
set of evidences are monolithic, based on the whole product, and a major problem arises 
when evolutions to the product came into play. Those evolutions become costly and 
time consuming because they entail regenerating the entire evidence-set.  
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This paper is structured as follows; section 2 highlights current gaps in industrial 
environments. Section 3 presents the main concepts of our conceptual approach while 
on section 4 we discuss the principal functionalities over a particular example. Section 
5 presents the benefits from using our tool suite and the main problems we try to give 
support to. Finally, section 6 indicates some main conclusions extracted from this 
work and the future work we are planning to deal with tool evolution. 

2 Related Work 

Practitioners face different situations during development and certification processes. 
One of them is to clearly define and maintain a chain of evidence adequate for safety 
certification. The identification and management of these evidences increase devel-
opment time and costs. Different tools have been developed in order to support argu-
mentation and evidence management efforts [12]. The arguments are usually packed 
into a safety case which can be defined as “A structured argument, supported by a 
body of evidence, that provides a compelling, comprehensible and valid case that a 
system is safe for a given application in a given environment” [6].. There are some 
graphical notations which include the main concepts for argumentation such as the 
GSN (Goal Structuring Notation) [10] or CAE (Claim Arguments and Evidence) 
[112]. Both graphical notations facilitate the understanding of argumentations per-
formed by the reviewer or assessor during an assurance case assessment. One step 
forward is the Structured Assurance Case Metamodel (SACM) [7] which is a standard 
developed by the Object Management Group (OMG) to model the different concepts 
that come up while exposing an argument. It has a richer set of concepts than the ones 
made explicit in the GSN. In fact the notion of how a particular claim is used in an 
argument - e.g. as supporting or indirect, and umbrella types of element in the argu-
ment. In addition, it has some extra concepts such as counter-evidence or assumed 
claims. However, it also lacks of GSNs features such as modularity and some forms 
of patterning to provide argumentation templates. SACM does not prescribe a specific 
graphical notation but proposes the use of the existing ones are possible graphical 
notation for its concepts. Therefore GSN notation could be used for describing SACM 
models. Regarding argumentation tools, there has been some work from NASA work-
ing on Advocate tool which uses GSN notation for the argumentation [13]. D-CASE 
[14] is a tool created by DEOS project where argumentation pattern functionality is 
linked with the use of parameters. D-CASE and Advocate approaches do not present 
clear relations to standards requirements or evidence management. NOR-STA plat-
form [16] also provides argumentation support based on TRUST-IT method but they 
do not provide an interface to describe standards based requirements, and to generate 
automatically a report on compliance with respect to these standards.  

Some initiatives integrate information from different sources and tools. This is the 
case of ModelBus [15] which offers support for creating an integrated tool environ-
ment. Nevertheless, ModelBus is focused on data integration from different tools. 
This paper integrates in a consistent and meaningful way project safety information 
and standard compliance information. 
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3 Conceptual Platform 

This paper is framed under a European project called OPENCOSS (Open Platform for 
EvolutioNary Certification Of Safety-critical Systems) which is a large-scale colla-
borative project of the EU’s Seventh Framework Program. OPENCOSS focuses on 
the harmonization of safety assurance and certification management activities for the 
development cyber-physical systems in automotive, railway and aerospace industries. 
This paper presents a conceptual approach dealing with the aforementioned identified 
situations. This work is based on assurance cases and evidences approaches and we 
have identified the following challenges in safety critical systems [8]: 

─ Unawareness of the certification process. The lack of awareness on the certifica-
tion aspects is a frequent problem in the current practice, in large part arising due 
to poor visibility into the architecture of systems, their design rationale, how com-
ponents were verified and integrated, and finally how the system components and 
the system as a whole were certified. 

─ Data exists in many places, with different formats, multiple copies and ver-
sions. Usually, engineers submit paper-based reports and do not know where the 
reports go and are unable to follow up. Quality and safety managers assess and 
classify information. Excel and Word documents are often exchanged, of which 
multiple copies and versions exist. 

─ Time-consuming to compile reports, artefacts and difficult to retrieve. Often 
paper-based reports are filled, which are time-consuming to aggregate. It is painful 
to generate trend analysis reports because the organizations do not have easy ac-
cess to data, reports and policies. 

─ Difficulties in interpretations of argumentation. Determining the degree of 
compliance with specified standards or practices for the different safety-critical 
market and technological domains is a challenging task. There are a variety of 
definitions of evidence, and how to evaluate it or derive it in regard the technology 
used, which makes cross-acceptance difficult.  

System’s safety is usually demonstrated by compliance to standards, processes, or 
generally accepted checklists [2]. In some industries, manufacturers are required to 
produce argumentation in the form of an explicit safety case, in order to demonstrate 
that all of the hazards have been prevented or mitigated and that the system is ac-
ceptably safe to operate in its intended context of use [9]. These argumentations are 
not just part of a set of requirements defined by standards. In fact a safety engineer 
must assure that all evidences are made explicit in order to have a confidence level 
enough to determine that a system is safe.  

We have design a platform in order to give an answer and support a feasible ap-
proach to deal with all the mentioned issues. Fig 1 shows a general view of the func-
tional decomposition of our conceptual platform. Our conceptual framework contains 
the following functionalities: 

• Prescriptive Knowledge Management: Functionality related to the management 
of standards information as well as any other information derived from them, such 
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Fig. 3. Excerpt of the standard DO178C modelled with our tool 

Once we have defined our reference framework, we need to define an assurance 
project. The new project is linked to the mentioned reference framework and it can be 
tailored to specific project requirements. One of the changes that can be done at this 
phase is defining which specific tools will be used on a defined activity just in the 
scope of this project or the role involved of a specific activity. 

During the safety argumentation phase the argumentation editor is used to define an 
argumentation model compliant to SACM [7] using the GSN graphical notation [10]. 
Argumentation deals with (a) direct technical arguments of safety, required behavior 
from components, (b) compliance arguments about how prevailing standard has been 
sufficiently addressed and (c) backing confidence arguments about adequacy of argu-
ments and evidence presented (e.g. sufficiency of Hazard and Risk Assessment). In 
order to support the argumentation creation, the arguments related to the standard com-
pliance are automatically generated from the information selected on the baseline. 

 

Fig. 4. Excerpt of the compliance argumentation 
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On the argumentation editor, we offer the possibility to take advantage of best 
practices by using argumentation patterns. The argumentation editor is able to re-use 
predefined patterns just by “drag and drop” the pattern into the working area. The use 
of the SACM model provides a semi-formal way for structuring. 

In our avionics use case, our assurance case refers to required data such the PSAC 
(Plan for Software Aspects of Certification) or SAS (Software accomplishment sum-
mary) which are used as evidence for a certification process. However we do not only 
link these documents with the pieces of argumentation that they support but also to 
trace their evolution and evaluate our confidence on their safety. In addition we have 
implemented the following functionalities: 

• Evidence storage: it provides a mean to determine, specify, and structure 
evidence. Evidence can be stored either locally on the system or on any 
revision management system as Subversion. 

• Evidence traceability: it offers the possibility to specify and maintain the 
evidence relationships, like the relation between a specific document used 
as evidence and all the versions of that document that evolution thought 
the project lifecycle, of the relation between evidence and how it is used 
to support a specific claim. We are able to trace the evidence(s) used to 
comply with a specific requirement on one standard 

• Evidence evaluation: we keep track of the evidence assessment for com-
pleteness and adequacy. 

 

Fig. 5. View of the evidence model 

We have also used the compliance maps functionality in order to define which and 
how all pieces of evidences stored do comply with the different aspects of the stan-
dard as it was capture on the reference framework. As a result of this we are able to 
show the compliance report.  
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5 Benefits from Using this Platform 

We have used this platform for the implementation of differen case sutides along the 
Opencoss project. As result of users interviews we have identified the following set of 
benefits resulting from the use of this approach:  

• Centralized management of safety assurance assets. Our tool infrastructure 
traces evidences with certification requirements 

• The Safety Case concept provides a comprehensible compilation of safety ar-
gumentation and evidence. This approach promotes safety certification as a 
judgment based on a body of material that, explicitly, should consist of three ele-
ments: claims, evidence, and argument. To this end, we need to be able to propa-
gate satisfaction from the fine-grained claims arrived at through decomposition to 
the higher-level claims. Supporting such propagation first and foremost requires 
elaborating the decomposition strategies to be used in different domains. 

• Harmonized and synchronized agreements in interpretations. Without an up-
front agreement between the system supplier/OEM and the certifier/assessor about 
the details of the arguments/evidences that need to be collected, there will invaria-
bly be important omissions, which need to be remedied after the fact and at signifi-
cant costs. The presented tool suite support for negotiating detailed agreements 
about the required arguments/evidences to avoid unnecessary cost overheads dur-
ing certification. This is achieved by exhaustively going through the concepts and 
their relations in the (abstract) arguments/evidences specifications for the standards 
and specializing these concepts and relations according to the needs of the underly-
ing system. 

6 Future work and Conclusions 

Awareness of compliance and the certification process are some of the most expensive 
activities in a safety critical context. Cost-efficient system certification demands a con-
tinuous compliance-checking process by enhancing integration of certification goals and 
development workflow. The goal is to provide engineers with guidance about how to 
comply with standards and regulations and allow developers to assess where they are 
with respect to their duties to conform to safety practices and standards. 

Our tool provides a centralized management of safety assurance assets. This tool 
infrastructure allow faster certification by automating most of the activities required 
for certification, so every change triggers a complete run of these activities, signaling 
those that need to be performed manually. This also includes facilitating integration 
with state-of-the-art engineering tools (e.g., DOORS, Simulink, safety analysis tools, 
etc.). In addition we provide a comprehensible compilation of safety argumentation 
and evidence. A key aspect of the certification language to be developed in a near 
future is to define the semantics of an argumentation language. We also need to sup-
port compositional certification by the use of a contract based approach and the possi-
bility to validate the content of these contracts during runtime. 
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Abstract. Hiring the right person for the right job is always a challeng-
ing task in software development landscapes. To bridge this gap, software
firms start using psychometric instruments for investigating the person-
ality types of software practitioners. In our previous research, we have
developed an MBTI-like instrument to reveal the personality types of
software practitioners. This study aims to develop a personality-based
team recommender mechanism to improve the effectiveness of software
teams. The mechanism is based on predicting the possible patterns of
teams using a machine-based classifier. The classifier is trained with
empirical data (e.g. personality types, job roles), which was collected
from 52 software practitioners working on five different software teams.
12 software practitioners were selected for the testing process who were
recommended by the classifier to work for these teams. The preliminary
results suggest that a personality-based team recommender system may
provide an effective approach as compared with ad-hoc methods of team
formation in software development organizations. Ultimately, the overall
performance of the proposed classifier was 83.3%. These findings seem
acceptable especially for tasks of suggestion where individuals might be
able to fit in more than one team.

Keywords: Organizational improvement · MBTI · Personality profil-
ing · Personnel recommendation system · Neural networks · Multilayer
perceptron

1 Introduction

Software development is concerned with the systematic production of quality
software on a limited budget and time, which stills depend on complex human
interactions to create an economic value. In more recent years, a significant
number of researchers suggest that the major issues encountered in software
development becomes are more sociological in their nature [1]. It is therefore
c© Springer International Publishing Switzerland 2015
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becoming increasingly difficult to ignore the fact that software development is
a social activity [2,3]. Software practitioners are usually work in collaborative
groups in all stages of software development where working on such a team is an
inherently social activity, which is important to sustain the software development
organization’s structure.

Social aspects of software development is an emerging field of interest which
adds new kind of capabilities to software development organizations [4]. Con-
sequently, the personality characteristics of software practitioners receive an
increasing level of attention [5]. In fact, revealing the personality types of software
practitioners allows us to understand the software organizations. It may help us
to manage its development process and strengthen its evolution [6]. However,
there has been few empirical endeavors that attempt to deal with the factors
affecting software development efforts based on software practitioners behaviors
and their personality types.

The process of personality typing has been used for nearly thousands of years
dating back to Greek archetypes. Myers-Briggs Type Indicator (MBTI) is a per-
sonality typing assessment system. It was developed by psychologists Myers and
Briggs as a self-report instrument. During our previous research [7], an MBTI
compatible personality assessment tool was constructed to reveal the personal-
ity types of individuals who are working on software development organizations,
which was developed particularly for software practitioners so as to build better
software development teams. Ultimately, the goal of this study is to build a pre-
liminary model for a personnel recommendation system for software development
organizations from an industrial perspective.

This study seeks to address the following research questions: “Is it possible
to explore subjective characteristics such as personality types of software practi-
tioners to classify participants to improve the social structure of software teams
using a machine learning approach?”

The working mechanism of such a recommendation system is planned on pre-
dicting a set of compatibility structures based on personality types of software
practitioners of a software development organization, which could also offer rec-
ommendations regarding the most suitable members of a software team in terms
of their personality preferences. The goal of this exploratory study is to inves-
tigate the possible combinations of software practitioners in software teams as
regards to their job title. To this end, a neural network based personality classi-
fier is employed. The classifier is trained with the real data which was collected
from a software development organizations. Furthermore, proposed approach is
tested by classifying a group of individuals based on this into teams using this
information pattern.

Using a methodology based on the results of individual’s personality test, the
data collected from previous encounters in which the structure of current teams
are analyzed. Furthermore, a set of compatibility options is predicted by the rec-
ommendation system approach. In light of these remarks, it has been thought that
better results from previous studies are expected where the collected information
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will be a valuable asset for resolvingmulti-dimensional issues in the service of build-
ing more effective team structures.

The remainder of the paper is organized in the following manner. In section
2, we cover the background including brief details of the personality typing, the
definitions of the proposed methods of machine learning (i.e. artificial neural
networks), and their applications in the machine-based classification literature.
Section 3 explains the details of the research methodology, which we use to
conduct this study. In the next section, we discuss the results, which was used
to classify software practitioners to the software development teams. In the final
section, we draw some conclusions based on our preliminary results and detail
the possible improvements for further research.

2 Background

Personality is considered as a set of relatively permanent traits (i.e. a set of pat-
terns of behaviors) that can be found unique for a person. According to MBTI,
this can be explained by four dichotomies namely E-I, S-N, T-F, J-P. Extrover-
sion (E) versus introversion (I) shows how an individual regenerate his or her
energy. Sensing (S) and intuition (N) is about how individuals make sense of
their environment (i.e. process the information about the world). Sensing type
of persons trusts more on their five senses while intuitive types are inclined to
listen their subconscious and trusts their insights. Thinking (T) and feeling (F)
preferences shows the decision-making style where an individual can be either
objective thinker or a value oriented characteristics that focus on people and
relationships. Lastly, Judging (J) and Perceiving (P) show the difference in indi-
viduals regarding their life style. Judging (J) persons prefer to see what lies
ahead, organization and control while perceiving (P) individuals favor flexibility
and keeping their options more open.

Typically, an MBTI assessment shows an individuals’ inclination through one
bipolar personality characteristic. Consequently, an MBTI type survey is usually
conducted to collect the data where participants are asked to choose their highest
preference (i.e. dominant function). To find an MBTI personality type, researcher
should cross-reference the four dichotomies, which produces sixteen personality
types.

Accordingly, a combination of these 16 personality types can be formed as
shown in Table 1 [8].

Table 1. 16 MBTI personality types

ISTJ ISFJ INFJ INTJ

ISTP ISFP INFP INTP

ESTP ESFP ENFP ENTP

ESTJ ESFJ ENFJ ENTJ
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In particular, MBTI has an important difference from other psychometric
assessments: It does not suggest or recommend any preferred type. Instead, it
reveals a person’s place on four distinctive continuums of bipolar personality
type scales. Such an approach is beneficial to software managers to understand
the individual differences between software practitioners. It helps managers to
avoid and resolve conflicts, identify gaps in software teams, improve team-based
communication (i.e. encourage software team members to understand their team-
mates). It is therefore helpful to build better people skills, interactions as well
as team configurations.

2.1 Neural Networks

A neural network (NN) can be similar to a network of parallel micro processing
units, which are inspired from the model of a nerve cell in humans [9]. These
units are based on a group of regression models which are chained to produce a
combination of outputs by having a set of inputs embedded in a single mathe-
matical approach [10]. Traditionally, after defining a particular problem a NN is
trained to solve it. Most interestingly, however, the NN program does not know
anything about the problem it addresses where the produced answers are usually
emerged from the interaction between nodes by its evolutionary process [9].

The NN model consists of several neurons, i.e. island-like structures (or
nodes) which are added such a way that only appropriate neighbors nested with
them. Therefore, its algorithm is utilized to find the closest node that can fit
by using the regression equations associated with it [10]. The collection of these
nodes or neurons are called the neural net where these nodes have a number of
inputs with associated weights, and a threshold value which determines either it
is fired or not [9].

A neural net can be used to solve several kinds of problems such as classifica-
tion, prediction, pattern recognition, etc. Multi layer perceptron (MLP) network
is one of the most popular and commonly used neural network particularly for
such processes [11]. MLP network consists of three distinctive kinds of layers: an
input layer, one (or more) hidden layer(s), and an output layer. These layers are
connected together by a set of weighted connections. The number of nodes in
input layer is equal to the number of attributes in the input vector [10]. Hidden
layer(s) and nodes in each layer are up to the designer’s point of view as they
can vary and should be managed carefully for better efficiency. And the final
output from the output layer nodes represents the predicted outputs where each
node in output layer represents a single output [11]. Figure 1 shows the typical
MLP with one hidden layer.

Similar to a behavioral conditioning mechanism, an important approach used
with MLP is the back propagation (BP) algorithm [10]. Basically, researcher
starts with an input and propose a desired output. Consequently, the network is
rewarded for close outputs to the desired input while the nodes are punished for
an incorrect output. These activities are used to update the weights of the net-
work so as to improve the results it produces. The MLP networks are frequently
used with BP algorithm [11]. MLP initiates with small random weights, and
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Fig. 1. Typical design of MLP artificial neural network [9]

a desired error rate. The learning process is achieved by using input: desired-
output pair vectors to adjust the weights in order to minimize the error rate
(i.e. calculate the difference between the real error and the desired error rates
for all nodes in output layer). Next, the back propagation algorithm adjusts the
weights [9].

2.2 Machine Learning in Personality Assessment Literature

The investigation of psychometric properties (e.g. traits, motivation, and per-
sonal preferences) of individuals have been studied in many different disciplines
including but not limited to software engineering [7], game development [12], and
economics courses [13]. In particular, several different methods (e.g. MBTI [8],
Keirsey’s Temperament Sorter [14], Big Five [15], etc.) have been utilized to
assess personality types of participants. A search of the literature revealed a few
studies which includes machine based classification of personality characteristics
as follows.

Mairesse et al. [16] used linguistic cues for the purpose of predicting personal-
ity automatically from text and conversation. The suggested method was based
on exploring Big Five personality traits depending on conversation and text of
individuals, and the self and testers personality rating from observation. Accord-
ingly, different methods were employed to test three the performance of different
models. They used three approaches of machine learning methods: classification
algorithms, regression, and ranking (e.g. Support Vector Machines (SVM), deci-
sion tree (DT), and nearest neighbor (NN)). Their results indicated that the
performance of ranking models was the highest. Furthermore, performance of
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classification models trained using observed personality dataset was better than
the models trained using self personality rating. In addition, it was observed
that personality traits was the most important factor for extracting feature set.

Celli et al. [17] conducted experiments using six different machine learning
methods (i.e SVM, NN, DT, naive Bayes, logistic regression, and rule learner)
for the purpose of personality type and interaction style recognition based on
profile pictures of Facebook users (N=100) and self-assessed personality test of
Big Five traits. Feature extraction process was carried out by bag-of-visual-words
(BoVW) technique. Results showed that the accuracy of each classifier depended
on personality traits. The average performance was 66.5%.

Cowley et al. [18] claimed that employing machine learning methods to
explore game-play experience and player personality type is still in early stages.
In their study, they utilized two different decision tree methods (i.e. CART and
C5.0) and used DGD player taxonomy on Pac-Man gamers to select appropriate
rules for a classification. Training set contained 100 instances, while the test-
ing set contained 37 instances. Ultimately, the validation testing performance of
classifier was about 70%.

Aruan et al. [19] built a virtual tutor agent (VTA), which was developed
for multiple users for the goal of problem-based learning in cooperative envi-
ronments. It was inspired from massively multiplayer online games (MMOG).
Both conceptual issues of learning using interface-supported cooperative environ-
ment and technological issues of deploying and dealing with massive users from
MMOG perspective were combined together. In addition, some applications and
coding have been used to achieve the goal, and the result was acceptable.

Golbeck et al. [20] proposed a model to predict personality of Twitter users.
The model depended on information that publicly available in profiles of Twit-
ter users and Big Five personality test. In particular, the Big Five test was
administered to 279 of the users, and 2000 of their most common tweets were
gathered. Next, feature was extracted through text analysis tools. Lastly, two
regression methods (i.e Gaussian Process and ZeroR) were used to predict per-
sonality traits. Results showed that both of the methods performed similarly
and the accuracy was reasonable.

To reduce the costs of monitoring and analyzing player personality, Kang et
al. [21] proposed an automated system for the analysis of MMOG players’ behav-
iors using trajectory (non-parametric) clustering algorithm with simple data. At
first, they classified the data hierarchically, and then used trajectory clustering
algorithm to analyze behaviors. The system was tested on world of warcraft
(WoW) game environment and the results were good in both analyzing player’s
behavior and creating players’ experience insights and profiles automatically.

Lotte et al. [22] reviewed a number of most common used classification meth-
ods (e.g. SVM, MLP, Hidden Markov Model (HMM)) and compared their perfor-
mance to find the proper classification algorithm(s) for brain-computer interface
(BCI) using electro encephalo graphy (EEG) dataset. The results and efficiency
of each classifier were analyzed and compared among other classifiers to present
a concrete base of knowledge that can be regarded when choosing the proper
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classifier for a specific task. In general, for the area of BCI using EEG dataset,
it was found that SVM performs better than other classifiers. However, the per-
formance of MLP was also acceptable for such a task. It is therefore likely to see
the notion of neural networks, which are commonly used in BCI area of research.

This paper attempts to show that a machine-based personality classifier,
which is planned as a recommendation system while selecting personnel for
actual software teams. To date, studies investigating machine learning based
personality classification have produced equivocal results. Most studies found in
the literature in the field of personality based classification have mostly focused
Big Five personality traits and SVM and DT as machine learning methods. How-
ever, this exploratory study aims to suggest software practitioners based on their
MBTI personality types using a novel approach.

3 Method

Based on the data collected from 52 software practitioners, we aim to explore
the patterns between personality types and roles of software practitioners who
are working in teams. After revealing such relationships, the collected attributes
were used to train a neural network (i.e. multi layer perceptron), and ultimately
the goal is to create an initial version of a personality type-based team recom-
mender. Authors believe that software managers could benefit from personality
types or similar social aspects while searching for a suitable team for software
practitioners.

In our previous study [7], we have already conducted an MBTI-like assess-
ment for five teams of software practitioners from a software development orga-
nization. The personality types and roles of five software teams (total 52 people)
were singled out. In addition, all selected teams were considered as productive
teams, which consist of individuals with a minimum of five years of industrial
experience. The software practitioners were also selected from the individuals
who worked together for more than two years in software development projects.

After the data was transformed to binary values, the MLP was trained based
on the patterns that were extracted from these team’s roles and personality
types. Accordingly, 10 input nodes were formed. 4 input nodes represents the
personality types and 6 input nodes (e.g. role one is represented like 000001,
and role two like 000010, etc.) to represent practitioners’ job role. In the output
layer, 5 output nodes represents 5 software teams which are based on the initial
parameters, e.g. Team 1 represented as 00001, team 2 represented like 00010,
etc.

Figure 2 illustrates the suggested MLP model where {I1, I2, I3...I10}, are the
nodes (e.g. personality types and roles) that are shown in the input layer, and
{T1, ...Tn}, are the possible team formations.

To build a team classifier for software practitioners, we built a perceptron
with three layers, which was equipped with back propagation algorithm. Dur-
ing the study, several outputs were examined to decide the best configuration
parameters for classification. The findings were detailed through the next section.
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Fig. 2. The suggested model for MLP-based Team Recommnender.

4 Results

The vectors of input data (N=52) with their desired output were fed into the
MLP model during the training process. The weights values were firstly created
randomly between -1 and 1 and were iteratively updated until convergences
toward the desired output, and decreasing the error rate until the minimum.
Momentum parameter was used to increase the convergence [23]. The training
mode continues until the number of epochs reaches 1 million or the error rate is
equal or less than 0.01.

Leave one out cross validation (LOOCV) is one of the methods used in
machine learning studies for validating model performance [24]. In this method
data is splitted into N samples and perform N rounds of train/test processes
(e.g. N-1 samples for training and 1 sample for testing). Then, the estimated
performance is calculated as the average of testing samples [25].

To avoid over-fitting, LOOCV technique with 10-folds was used during the
training process. Many configurations (e.g. error rate, learning rate) were investi-
gated to explore the best performance within the predefined conditions. Accord-
ingly, the optimal number of nodes in hidden layer was 15.

To test the classification performance of the proposed model, apart from
the 52 software practitioners, 12 software practitioners were selected and fed
into the classifier for seeking these practitioners a suitable place among the five
software teams. The overall performance of the suggested model was 83.3%. The
result seems acceptable especially for such tasks of suggestion considering the
fact that some individuals might fit in more than one team. Table 2 shows the
performance and error rate of the model for both training and testing processes
(learning rate= 0.7, momentum= 0.69, number of epoch= 1396).
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Table 2. Training-testing results for the classifier.

Training Process (N=52) Testing Process (N=12)

Correctly Classified Incorrectly Classified Correctly Classified Incorrectly Classified

52 (100%) 0 (0%) 10 (83.3%) 2 (16.6%)

RMSE= 0.002 RMSE= 0.2

To evaluate the face validity [26], all suggested personnel (N=12) for five
selected teams were shared with the software management group. Next, we inter-
viewed the research manager of the company in which we collected the empirical
data (i.e. personality types and roles of software practitioners). The interviewee
suggested that such an approach could be useful as a complementary tool for the
personnel recruitment process. He also approved that (by following the classifi-
cation results) three recommended software practitioners were suitable to assign
to the team one (T1), while two other recommended practitioners were found
acceptable for the team five (T5). Therefore, the preliminary results indicate
that initial suggestions were helpful for selecting software practitioners. In light
of this information, we have also found that there was a sense of agreement for
the benefits of the classification model between interviewee (i.e. research man-
ager) and the authors.

Interview quotation:“I believe that building an effective software team
is such a challenging task. It is also hard to do a manual reconfigura-
tion especially after the initial declaration of software team members.
Therefore, seeing more possibilities of team configuration is necessary. I
found a tool that helps to predict a possible position for a team member
is quite useful strategy. However, it would be more beneficial for us [the
company] if you could suggest a team member who may fit for more than
one team.”

4.1 Limitations

Using personality assessments to investigate people’s type of personality does
not always yield very accurate results for many reasons, and therefore, they
should be regarded as indicators for individuals’ preferences and temperaments
rather than solid evidence for their exact type [8]. Furthermore, artificial neural
networks (ANN) and other similar methods of machine learning and pattern
recognition have many parameters affecting model performance such as error
rate, preparation process of datasets, actual size of data, and quality of training
and testing sets. Therefore, they do not always provide the optimal results and
they should be designed carefully [22].

The MLP team classifier was operationalized by using the empirical data
that was collected from a single company. In fact, the personality types and the
software practitioners’ roles of the teams found in that company may not rep-
resent all possible software engineering team patterns or structures. Therefore,
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our results are limited in a (specific) software development company’s identi-
fied patterns. To design a team recommender for another company, a new MLP
should be trained accordingly.

5 Conclusions and Future Work

The main aim of this preliminary study is to explore the possibility of building
a team recommender mechanism. It can be used to suggest a set of suitable
software practitioners for the actual software teams regarding their possible roles
and personality types. Based on a set of empirical data, we planned a suggestion
mechanism for improving team management activities. Although the current
study was based on a small sample of participants, the findings suggest that
team-based personality patterns can be highlighted for improving team building
activities or building a novel team configuration process.

Despite its exploratory nature, this study offers some insight into social
aspects of software development. Firstly, software managers could likely to bene-
fit from a machine-based team recommender approach. However, further experi-
mental investigations are needed to estimate more team configurations. Secondly,
we believe that the proposed method to achieve the actual results are reasonable
as we aim to investigate the possibilities of a set of team formations in terms
of their personality types of a selected population. Considerably, more work will
need to be done to evaluate the effectiveness of a personality-based software
team recommender.

Returning to the research question posed at the beginning of this study,
authors confirm that personality types of software practitioners along with their
team-based roles are useful information for observing (social) software team pat-
terns. However, it would be interesting to assess the effects of personality types
on software team formations on a more large scale. In light of these remarks,
authors confirm that machine learning techniques can create a significant advan-
tage for addressing problems of software engineering and process improvement
research.

References

1. DeMarco, T., Lister, T.: Peopleware: productive projects and teams. Dorset House
Publishing Company (1999)

2. Acuna, S.T., Juristo, N., Moreno, A.M., Mon, A.: A Software Process Model Hand-
book for Incorporating People’s Capabilities. Springer-Verlag (2005)

3. Dittrich, Y., Floyd, C., Klischewski, R.: Social thinking-software practice. The MIT
Press (2002)

4. Yilmaz, M., O’Connor, R.: An approach for improving the social aspects of the
software development process by using a game theoretic perspective: towards a
theory of social productivity of software development teams. In: 6th International
Conference on Software and Data Technologies, vol. 1, pp. 35–40. SciTePress (2011)



A Machine-Based Personality Oriented Team Recommender 85

5. Beecham, S., Baddoo, N., Hall, T., Robinson, H., Sharp, H.: Motivation in software
engineering: A systematic literature review. Information and Software Technology
50, 860–878 (2008)

6. Yilmaz, M., O’Connor, R.: Towards the understanding and classification of the
personality traits of software development practitioners: Situational context cards
approach. In: 2012 38th EUROMICRO Conference on Software Engineering and
Advanced Applications (SEAA), pp. 400–405. IEEE (2012)

7. Yilmaz, M.: A software process engineering approach to understanding software
productivity and team personality characteristics: an empirical investigation. PhD
thesis, Dublin City University (2013)

8. Myers, I.B., McCaulley, M.H., Most, R.: Manual: A Guide to the Development and
Use of the Myers-Briggs Type Indicator. Consulting Psychologists Press, Palo Alto
(1985)

9. Kodicek, D.: Mathematics and physics for programmers. Cengage Learning (2005)
10. Garson, G.D.: Neural networks: An introductory guide for social scientists. Sage

(1998)
11. Bishop, C.M.: Neural networks for pattern recognition. Clarendon press, Oxford

(1995)
12. Bartle, R.A.: Designing virtual worlds. New Riders (2004)
13. Borg, M.O., Stranahan, H.A.: Personality type and student performance in upper-

level economics courses: The importance of race and gender. The Journal of Eco-
nomic Education 33, 3–14 (2002)

14. Keirsey, D.: Please Understand Me II: Temperament, Character, Intelligence.
Prometheus Nemesis Book Co. (1998)

15. John, O.P., Donahue, E.M., Kentle, R.L.: The big five inventoryversions 4a and
54. Institute of Personality and Social Research, University of California, Berkeley
(1991)

16. Mairesse, F., Walker, M.A., Mehl, M.R., Moore, R.K.: Using linguistic cues for the
automatic recognition of personality in conversation and text. Journal of Artificial
Intelligence Research, 457–500 (2007)

17. Celli, F., Bruni, E., Lepri, B.: Automatic personality and interaction style recog-
nition from facebook profile pictures. In: Proceedings of the ACM International
Conference on Multimedia, pp. 1101–1104. ACM (2014)

18. Cowley, B., Charles, D., Black, M., Hickey, R.: Real-time rule-based classification
of player types in computer games. User Modeling and User-Adapted Interaction
23, 489–526 (2013)

19. Aruan, F., Prihatmanto, A., Hindersah, H., et al.: The designing and implemen-
tation of a problem based learning in collaborative virtual environments using
mmog technology. In: 2012 International Conference on System Engineering and
Technology (ICSET), pp. 1–7. IEEE (2012)

20. Golbeck, J., Robles, C., Edmondson, M., Turner, K.: Predicting personality from
twitter. In: 2011 IEEE Third International Conference on Privacy, Security, Risk
and Trust (PASSAT) and IEEE Third Inernational Conference on Social Comput-
ing (SocialCom), pp. 149–156. IEEE (2011)

21. Kang, S.J., Kim, Y.B., Park, T., Kim, C.H.: Automatic player behavior analysis
system using trajectory data in a massive multiplayer online game. Multimedia
Tools and Applications 66, 383–404 (2013)

22. Lotte, F., Congedo, M., Lécuyer, A., Lamarche, F., Arnaldi, B., et al.: A review of
classification algorithms for eeg-based brain-computer interfaces. Journal of neural
engineering 4 (2007)



86 M. Yilmaz et al.

23. Hagan, M.T., Demuth, H.B., Beale, M.H., et al.: Neural network design, vol. 1.
Pws Boston (1996)

24. Priddy, K.L., Keller, P.E.: Artificial neural networks: An introduction, vol. 68.
SPIE Press (2005)

25. Cawley, G.C., Talbot, N.L.: Efficient leave-one-out cross-validation of kernel fisher
discriminant classifiers. Pattern Recognition 36, 2585–2592 (2003)

26. Lewis-Beck, M., Bryman, A.E., Liao, T.F.: The Sage Encyclopedia of Social Science
Research Methods. Sage Publications (2003)



© Springer International Publishing Switzerland 2015 
R.V. O’Connor et al. (Eds.): EuroSPI 2015, CCIS 543, pp. 87–99, 2015. 
DOI: 10.1007/978-3-319-24647-5_8 

An ISO Compliant and Integrated Model for IT GRC 
(Governance, Risk Management and Compliance) 

Nicolas Mayer(), Béatrix Barafort, Michel Picard, and Stéphane Cortina 

Luxembourg Institute of Science and Technology,  
5 Avenue des Hauts-Fourneaux, L-4362 Esch-sur-Alzette, Luxembourg 
{nicolas.mayer,beatrix.barafort,michel.picard, 

stephane.cortina}@list.lu 

Abstract. GRC (Governance, Risk and Compliance) is an umbrella acronym 
covering the three disciplines of governance, risk management and compliance. 
The main challenge behind this concept is the integration of these three areas, 
generally dealt with in silos. At the IT level (IT GRC), some research works 
have been proposed towards integration. However, the sources used for the con-
struction of the resulting models are generally mixing formal standards, de facto 
standards arising from industrial consortia, and research results. In this paper, 
we specifically focus on defining an ISO compliant IT GRC integrated model, 
ISO standards representing by nature an international consensus. To do so, we 
analyse the ISO standards related to the GRC field and propose a way of inte-
gration. The result of this paper is an ISO compliant integrated model for IT 
GRC, aiming at improving the efficiency when dealing with the three disci-
plines together. 

Keywords: Governance · Risk management · Compliance · GRC · Standards 

1 Introduction 

Today, it is clearly acknowledged that Information Technology (IT) is no more only a 
technical issue. Indeed, IT organization has evolved from technology providers to 
service providers and, according to Peterson [1], “Whereas the domain of IT Man-
agement focuses on the efficient and effective supply of IT services and products, and 
the management of IT operations, IT Governance faces the dual demand of (1) contri-
buting to present business operations and performance, and (2) transforming and posi-
tioning IT for meeting future business challenges”. Thus, the complexity and impor-
tance of IT in companies involve a necessary governance layer. Such a governance 
layer generally encompasses risk management and compliance as steering tools. This 
evolution has implied the adoption of a new paradigm in IT, coming from the busi-
ness world, usually referred to as “GRC”. GRC is an umbrella acronym covering the 
three disciplines of governance, risk management and compliance. 

The main challenge of GRC is to have an approach as integrated as possible to go-
vernance, risk management and compliance. The aim is to improve effectiveness and 
efficiency of the three disciplines, mainly compared to the traditional silo  
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approach generally performed within organizations. Basically, according to Racz et 
al., GRC can be defined as “an integrated, holistic approach to organization-wide 
governance, risk and compliance ensuring that an organization acts ethically correct 
and in accordance with its risk appetite, internal policies and external regulations 
through the alignment of strategy, processes, technology and people, thereby improv-
ing efficiency and effectiveness” [2]. 

It is usually acknowledged that GRC in general (i.e. corporate GRC), and more 
specifically IT GRC, has currently received very few attention from the scientific 
community [3]. However, some reference models for IT GRC have recently emerged 
[3, 4] and propose relevant processes towards an integrated approach of governance, 
risk management and compliance for IT. These integrated frameworks rely on various 
sources, such as formal standards, de facto standards, or scientific models, but it is 
difficult to select and adopt adequate underlying models, and even more difficult to 
justify their selection is sound [3]. 

However, at the International Organization for Standardization (ISO) level, the 
three individual domains of GRC have been considered as mature enough to be stan-
dardized at an international level (see Section 3). International standards have been 
developed for IT governance [5], risk management [6], and very recently for com-
pliance [7]. Nevertheless, to the best of our knowledge, there is no published standard 
(or standard in progress) dealing with an integrated approach for IT GRC. 

Our aim is to define an integrated IT GRC model with the widest range of adop-
tion. Our main assumption is that such a model should be based on ISO standards, 
representing by nature an international consensus. The objective of the paper is thus 
to specifically focus on defining an ISO compliant IT GRC integrated model. To do 
so, we analyse in this paper the ISO standards related to the GRC field and propose a 
structured way of integration. 

Section 2 describes the related work by surveying existing IT GRC models and ap-
proaches. Section 3 is an overview of the standards for IT governance, (IT) risk man-
agement and (IT) compliance at the ISO level. Section 4 is about the construction of 
an ISO compliant IT GRC model, comprising the analysis of the existing ISO stan-
dards and their integration in an integrated model. Finally, Section 5 draws conclu-
sions about the results and proposes some future work.  

2 Related Work 

As stated in the introduction, our scope is focused on IT GRC that can be considered 
as a subset of corporate GRC [3]. Considering the lack of scientific references about 
IT GRC, we will also consider in this section some integrated approaches for corpo-
rate GRC, where IT GRC is contained. 

Racz et al. have proposed a frame of reference for integrated GRC composed of 
three subjects (Governance, Risk Management and Compliance), four components 
(strategy, processes, technology and people), and rules associated to the subjects (re-
spectively internal policies, risk appetite and external regulations) [2]. From this 
frame of reference, they have then defined a process model for integrated IT GRC 
management [3]. This process model is based on a mix between an ISO standard 
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(ISO/IEC 38500 [5]), an industrial standard (Enterprise Risk Management (ERM) — 
Integrated Framework [8] developed by COSO), and research results. 

Based on the IT GRC process model of Racz et al., Vicente and da Silva have pro-
posed a business process viewpoint of IT GRC. Their research result is based on a 
merger between a conceptual model for GRC they defined [9] and the IT GRC proc-
ess model of Racz et al. [3]. They have designed their business viewpoint for inte-
grated IT GRC by modelling with ArchiMate [10], an enterprise architecture model-
ling language, the merger model and completing it with the business objects used 
between the business processes.  

The Open Compliance and Ethics Group (OCEG), an industry-led non-profit or-
ganization, has published in 2012 the last release of the “GRC capability model (Red 
Book)” [11]. It is based on the so-called “Principled Performance” concept – a point 
of view and approach to business that helps organizations reliably achieve objectives 
while addressing uncertainty (both risk and reward) and acting with integrity (honour-
ing both mandatory commitments and voluntary promises) – enabled by the GRC 
function in an organization. The scope of the GRC capability model is corporate 
GRC, and OCEG claims no compliance of their document to ISO standards or other 
references. COBIT 5 [12] is another governance framework owned by the Informa-
tion Systems Audit and Control Association (ISACA), a non-profit organization. This 
framework for the governance and management of Enterprise IT helps enterprises to 
create optimal value from IT by maintaining a balance between realizing benefits and 
optimizing risk levels and resource use. This framework is consistent with the 
ISO/IEC 38500:2015 [5] standard and can be considered as a pragmatic way to im-
plement its concepts and principles within the organizations. 

Gericke et al. have developed and evaluated a situational method that supports the 
implementation of an integrated GRC solution [13]. However, they are more con-
cerned by rollout aspects than by organizational and recurring processes of GRC. 
Asnar & Massacci have developed another method, entitled “SI*-GRC” [14],  
comprising a modelling framework, an analysis process, analytical techniques, and a 
supporting software tool. This method is dedicated to information security and the 
outcome is the analysis and design of suited security controls. 

Finally, some high-level frameworks have been established for GRC. We can men-
tion the RSA GRC Reference Architecture [15] providing a visual representation of 
GRC within an organization, its guiding principles and its final objectives. Frigo & 
Anderson have proposed a “Strategic Governance, Risk, and Compliance  
Framework” composed of three layers [16]. Paulus has proposed a “GRC Reference 
Architecture” [17] consisting in four steps to follow (requirements modelling, status 
investigation, situation improvement, and crisis and incident management). Last but 
not least, Krey et al. developed an “IT GRC Health Care Framework” [18], taking 
care of health specific characteristics.  

As a conclusion, a set of references and/or models have been established for GRC 
(and sometimes for IT GRC), but none of them propose an integrated and ISO com-
pliant approach. The sources used for the construction of these models are generally 
mixing formal standards (i.e. standards established by formal standards organizations 
such as ISO, IEC or ITU), de facto standards arising from industrial consortia, and 
research results. 
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3 Overview of the ISO Standards for IT Governance, (IT) Risk 
Management and (IT) Compliance  

In this section, an overview of the ISO standards for IT governance, IT risk manage-
ment and IT compliance (respectively ISO/IEC 38500:2015 [5], ISO 31000:2009 [6], 
and ISO 19600:2014 [7]) is performed. It is worth to note that ISO/IEC 38500:2015 is 
published by both ISO and IEC. IT being considered as an overlapping standardiza-
tion domain between the respective scopes of ISO and IEC, they created in 1987 a 
Joint Technical Committee (JTC), known as ISO/IEC JTC1, to develop standards in 
the IT domain. In the next sections, each standard is presented first from an overall 
perspective, then from a structure perspective, and finally from a process perspective. 

3.1 IT Governance 

The reference document for IT governance at the ISO level is the ISO/IEC 38500:2015 
standard [5] entitled “Information Technology — Governance of IT — for the organiza-
tion”. This International Standard is the flagship standard of the ISO/IEC 38500 series. 
The objective of ISO/IEC 38500:2015 is to provide guiding principles for governing 
bodies on the effective, efficient, and acceptable use of IT within their organizations. It 
also provides guidance to those advising, informing, or assisting governing bodies. The 
governance of IT is considered here as a subset of organizational governance (or corpo-
rate governance). ISO/IEC 38500:2015 is applicable to all types of organizations (i.e. 
public and private companies, government entities, not-for-profit organizations), what-
ever their size and regardless of the extent of their use of IT. 

ISO/IEC TR 38502:2014 [19] provides guidance on the nature and mechanisms of 
governance and management together with the relationships between them, in the 
context of IT within an organization. The purpose of this Technical Report is to pro-
vide information on a framework and model that can be used to establish the bounda-
ries and relationships between governance and management of an organization’s cur-
rent and future use of IT. 

 
Structure: The IT governance framework developed by ISO/IEC lies on six princi-
ples (responsibility, strategy, acquisition, performance, conformance and human be-
haviour) and three main tasks (evaluate, direct and monitor). The main part of the 
standard is a guidance about the activities to perform for each of the six principles 
when passing through the “Evaluate – Direct – Monitor” process. Throughout the 
standard, ISO/IEC claims a clear distinction between the governing body, in charge of 
the IT governance, and managers, in charge of management systems for the use of IT, 
such as risk managers or compliance managers. 
 
Process: The main tasks to be followed by IT governing bodies, represented in Fig. 1, 
are: 

• Evaluate the current and future use of IT. 
• Direct preparation and implementation of strategies and policies to ensure 

that use of IT meets business objectives. 
• Monitor conformance to policies, and performance against the strategies. 
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Fig. 1. Model for Governance of IT (as represented in [5]) 

3.2 IT Risk Management 

There is no dedicated IT risk management standard at the ISO level. Thus, the refer-
ence document for IT risk management is the ISO 31000:2009 standard [6] entitled 
“Risk management — Principles and guidelines” that can be applied to any type of 
risk, whatever its nature. ISO 31000:2009 can be used by any public, private or com-
munity enterprise, association, group or individual and is thus not specific to any in-
dustry or sector. The scope of ISO 31000:2009 is not focused on IT risk management, 
but on risk management in general, whatever the application domain. ISO/IEC 
27005:2013 [20] is another relevant risk management standard that has been consid-
ered, but that is focused on information security. Although IT risk management and 
information security risk management are broadly overlapping, it is important to be 
aware that their concerns are different. From one side, IT risk management will con-
sider risks related to IT strategy or to IT investments in general (i.e. not directly re-
lated to information security) that are not considered in information security risk 
management. From the other side, information security risk management may con-
sider non-IT (e.g., paper-based) processes and their associated risks, that would not be 
considered in IT risk management.  
 
Structure: ISO 31000:2009 is structured in three main parts. The first one provides a 
set of eleven principles an organization should comply with for risk management to 
be effective. The second part is a high-level framework which main objective is to 
assist the organization to integrate risk management into its overall management sys-
tem. This framework lies on a continual improvement cycle and suggest having such 
an approach for risk management. Finally, the last core part of the standard is the 
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process to follow, embedded in the different phases of the general framework, and 
that is of main interest in this paper. 
 
Process: The risk management process proposed in ISO 31000:2009 is represented in 
the next section within Fig. 2. It is composed of the following activities: 

• Establishing the context of the organization, including the definition of the 
scope, objectives and context of the risk management process, and making 
clear what criteria will be used to evaluate the significance of risk. 

• Assessing the risks, that means identifying sources of risk and areas of im-
pacts, analyzing the risks through the estimation of the consequences of 
risks and the likelihood that those consequences can occur, and finally 
evaluating which risks need treatment and their priority level. 

• Treating the risks via the selection of risk treatment options (e.g., modify-
ing the risk with the help of design decisions leading to likelihood or conse-
quences change, sharing the risk with another party, retaining the risk by in-
formed decision, etc.) and definition of risk treatment plans. The risks are 
then assessed again to determine the residual risks: risk remaining after risk 
treatment. 

In parallel of the preceding activities, it is also necessary to regularly monitor and 
review the risks and the underlying risk management process. Moreover, communica-
tion and consultation with the different stakeholders should take place during all 
stages of the risk management process. 

3.3 IT Compliance 

There is no dedicated IT compliance standard at the ISO level. Thus, the reference 
document for IT compliance is the ISO 19600:2014 standard [7] entitled “Compliance 
management systems — Guidelines”. This standard provides guidance for establish-
ing, developing, implementing, evaluating, maintaining and improving an effective 
and responsive compliance management system within an organization. Compliance 
is to be considered here as an outcome of an organization meeting its obligations, and 
is made sustainable by embedding it in the culture of the organization and in the be-
haviour and attitude of people working for it. The standard is based on the principles 
of good governance, proportionality, transparency and sustainability. The guidelines 
provided are applicable to all types of organizations. 

 
Structure: The standard has adopted the so-called “high-level structure” developed 
by ISO to align the different management system standards. It consists of a fixed 
clause sequence, including common text and common terminology, which is com-
pleted with specific guidance on compliance management. The core of the standard is 
thus structured in seven main clauses (from Clause 4 to 10) that can be represented 
under the form of a flowchart described in more details in the next paragraph. 
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Process: The compliance management process proposed in ISO 19600:2014 is repre-
sented in Fig. 2 under the form of a flowchart. The main activities are the following: 

• Establishment of the context of the organization, by identifying external 
and internal issues, and interested parties and their requirements. Good 
governance principles defined by the standard are also part of this context. 

• Determination of the scope of the compliance management system, tak-
ing into account the context of the organization.  

• Establishment of a compliance policy that is appropriate to the purpose of 
the organization, providing a framework for setting compliance objectives, 
and including a commitment to satisfy applicable requirements and to con-
tinual improvement. 

• Identification of compliance obligations (including requirements the or-
ganization has to comply with and requirements it chooses to comply with) 
and evaluation of related compliance risks. 

• Planning on how to address compliance risks and how to achieve objec-
tives. 

• Implementation of actions planned through operational planning and con-
trol. 

• Performance evaluation through indicators development and application, 
audit, and management review. 

• Improvement of the compliance management system by managing non-
compliances and continual improvement. 

4 An ISO Compliant IT GRC Model 

In order to define an integrated IT GRC model, a bottom-up approach, based on the 
integration of the existing standards, has been followed. Our approach is composed of 
the following steps: 

1. Identify common activities between risk management and compliance 
management 

2. Extract in compliance management and risk management the tasks involv-
ing the governing body (at the opposite of what is under strict responsibil-
ity of managers) to encapsulate risk management and compliance man-
agement in a governance umbrella that integrates thus the three domains. 

It is worth to note that the objective is not to exhaustively describe all of the activi-
ties to be performed in IT governance, IT compliance and IT risk management, but 
rather to focus on potential integration between activities that are redundant or inter-
dependent in every single model. For example, the scope of IT governance is much 
broader than IT compliance and risk issues, and also encompasses topics such as gen-
erating business value from IT investments or optimizing the cost of IT services.  
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4.1 Common Activities Between Compliance Management and Risk 
Management 

According to ISO 19600:2014, risk management is a key activity in a compliance 
management system. A compliance-related risk management process can clearly be 
drawn all along the different steps of the compliance management system establish-
ment, as highlighted in Fig. 2.   

  

Fig. 2. Common activities between compliance management and risk management 

Regarding ISO 31000:2009, the risk management process is part of the implemen-
tation step of the risk management framework, which is “intended […] to assist the 
organization to integrate risk management into its overall management system” [6]. In 
line with the preceding quote, we claim that to perform a compliance-related risk 
management process conforming with the ISO 31000:2009 process is fully aligned 
with ISO 19600:2014 requirements: 

• By identifying external and internal issues, interested parties coming with 
their requirements, and following good governance principles, we are able to 
determine the scope and establish the compliance management system, then 
to establish the compliance policy (see Fig. 2). By doing this set of activities, 
we have especially established the context of the organization from a risk 
management perspective, including the definition of the risk-related scope, 
objectives and context. 

• The next step about identification of compliance obligations (including re-
quirements the organization has to comply with and requirements it chooses 
to comply with) and evaluation of related compliance risks consists in a risk 
assessment according to ISO 31000:2009. 
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• Finally, planning to address compliance risks and to achieve objectives in-
cludes a risk treatment process as described in ISO 31000:2009.  

The other sets of requirements of ISO 19600:2014 that are related respectively to 
implementation of actions planned, performance evaluation, improvement of the 
compliance management system, and lastly compliance management system support 
activities (e.g., leadership commitment, roles and responsibilities, document manage-
ment, etc.) are not directly related to the risk management process, but will provide 
the relevant and necessary inputs for the risk monitoring and review activity, as re-
quired by ISO 31000:2009. As a conclusion, when establishing a compliance man-
agement system, it is relevant to deal with risk-related activities through an ISO 
31000:2009 process.  

4.2 Governance Aspects of Compliance and Risk Management 

Basically, our objective is to identify in compliance and risk management standards 
the tasks involving the governing body. Referring to Fig. 1, the compliance and risk 
management related activities the governing body performs are extracted from the 
studied standards and highlighted in the frame of the Direct – Evaluate – Monitor 
process. They are summarized in Table 1. 

Table 1. Compliance and risk management activities related to the governing body  

 Direct Evaluate Monitor 
  

Demonstrate leadership 
and commitment with 
respect to the compliance 
management system 
 
Establish and endorse a 
compliance policy 

 
Define roles and re-
sponsibilities 

 
Active involvement in the 
compliance management 
system 

 
Commit to the devel-
opment of a compliance 
culture 
 

 
Review and approve 
strategy based on regu-
latory demands 

 

 
Review the reporting on 
the compliance man-
agement system per-
formance 

 
Supervise the compliance 
management system 

 
Escalation, where appro-
priate 

Compliance 
 
 
 

 
Risk Management 

 
Define the risk appetite 
relating to the use of IT 
and specific control  
requirements 

 
 

 
Review and approve 
strategy based on risks 

 

 
Ensure that there is an 
adequate audit coverage of 
IT related risk man-
agement  Approve key risk man-

agement practices such as 
those relating to security 
and business continuity 
 
Evaluate what is an 
acceptable risk to the 
organization 
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It is a straightforward process to identify in ISO 19600:2014 the activities that in-
volve the governing body of the organisation from the other activities led and/or per-
formed only by the managers of the organisation. The involvement of the governing 
body is indeed formally mentioned in the standard when applicable (references to the 
standard’s clause are in square brackets): 

• [5.1] The governing body and top management should demonstrate leadership and 
commitment with respect to the compliance management system […] 

• [5.2.1] The governing body and top management, preferably in consultation with 
employees, should establish a compliance policy that:  

• […] and should be endorsed by the governing body 
• [5.3.1] The governing body and top management should assign the responsibility 

and authority to the compliance function for […] 
b) reporting on the performance of the compliance management system to the gov-
erning body and top management 

• [5.3.2] The active involvement of, and supervision by, governing body and top 
management is an integral part of an effective compliance management system 

• [5.3.3] The governing body and top management should: […] 
c) include compliance responsibilities in position statements of top managers 
d) appoint or nominate a compliance function […] 

• [7.3.2.3] The development of a compliance culture requires the active, visible, 
consistent and sustained commitment of the governing body […] 

• [9.1.7] The governing body […] should ensure that they are effectively informed 
on the performance of the organization’s compliance management system and of 
its continuing adequacy […] 

• [10.1.2] Where appropriate, escalation should be to top management and the gov-
erning body, including relevant committees 

In ISO 31000:2009, there is no separation of responsibilities between the manage-
ment and the governing body. The different activities to be performed are formulated 
in a general manner, stating that “the organisation should […]”. However, ISO/IEC 
TR 38502:2014, aiming at defining a framework and model about IT governance, 
provides further information about the role and responsibilities of the governing body, 
with regards, mainly, to risk management related to IT, but also some related to com-
pliance: 

• [3.3] The strategies and policies for the use of IT set by the governing body and 
communicated to managers should provide the basis for the application of govern-
ance to the management systems of the organization. […] They may include: 
─ Risk appetite relating to the use of IT and specific control requirements 

• [4.1.2] For example, the governing body should ensure that there is adequate audit 
coverage of IT related risk management, control, and governance processes as 
part of the audit approach 

• [4.2.2] The governing body should approve the organization’s business strategy 
for IT taking into account the implications of the strategy for achieving business 
objectives and any associated risks that might arise 
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• [4.3.2] In respect of IT, the governing body typically retains involvement in such 
things as: 
─ Approval of key risk management practices such as those relating to security 

and business continuity. 
• [4.2.2] The governing body should ensure that the organization's external and 

internal environment are regularly monitored and analysed to determine if there is 
a need to review and, when appropriate, revise the strategy for IT and any associ-
ated policies. 

• [4.5.2] The governing body should set policies on internal control taking into ac-
count what is an acceptable risk to the organization. This should include the risk 
appetite relating to the use of IT and specific control requirements. 

Moreover, ISO/IEC TR 38502:2014 recommends to have a compliance committee 
and a risk management committee respectively for compliance and risk management 
in order to deal with the activities listed in Table 1.  

5 Conclusion and Future Work 

In this paper, our objective is to propose an integrated model for IT GRC inspired by, 
and compliant with, related ISO standards. It lays on existing ISO standards targeting 
(IT) GRC and, respectively, individually focusing on governance of IT (ISO/IEC 38500 
series of standards), risk management (ISO 31000:2009), and compliance management 
system (ISO 19600:2014). The resulting model has been split in two parts. First, a sys-
tematic bottom-up approach has been followed in order to identify common activities 
between risk management and compliance management. Both standards can be com-
bined by establishing the compliance management system in alignment with risk-related 
activities of the risk management process. Then, the overall part of the model has been 
derived from the ISO/IEC 38500:2015 model for governance of IT, where the key ele-
ments under the responsibility of the governing body for integrated IT GRC have been 
identified, with respect to the management ones. 

Our results can help to existing standards improvement. For example, a clear dis-
tinction in ISO 31000 between governing body activities and management ones can 
help to better understand and implement the standard. New standards such as an inte-
grated IT GRC standard can also be proposed in order to tackle the issues coming 
from the business world. 

The proposed ISO compliant and integrated model for IT GRC provides a twofold 
view with the IT governance layer and the IT risk management and compliance one, 
where strategy, processes, technology and people can be integrated. The alignment of 
processes is a particular vector of integration and interoperability between the three 
disciplines of GRC and will be developed further by the authors. More future works 
will consist in the experimentation of the implementation of our IT GRC process 
model in an organization and benchmark its efficiency compared to dealing with IT 
governance, IT risk management and IT compliance in silos, making our work evolve 
from a theoretical model to a practical way to apply these ISO standards in an inte-
grated manner. 



98 N. Mayer et al. 

Acknowledgments. Supported by the National Research Fund, Luxembourg, and financed by 
the ENTRI project (C14/IS/8329158). 

References 

1. Peterson, R.R.: Integration strategies and tactics for information technology governance. 
In: Strategies for Information Technology Governance, pp. 37–80. Idea Group Publishing, 
Hershey (2004) 

2. Racz, N., Weippl, E., Seufert, A.: A frame of reference for research of integrated gover-
nance, risk and compliance (GRC). In: De Decker, B., Schaumüller-Bichl, I. (eds.) CMS 
2010. LNCS, vol. 6109, pp. 106–117. Springer, Heidelberg (2010) 

3. Racz, N.: Governance, Risk and Compliance for Information Systems: Towards an Inte-
grated Approach. Sudwestdeutscher Verlag Fur Hochschulschriften AG, Saarbrücken 
(2011) 

4. Vicente, P., da Silva, M.M.: A business viewpoint for integrated IT governance, risk and 
compliance. In: 2011 IEEE World Congress on Services (SERVICES), pp. 422–428 
(2011) 

5. ISO/IEC 38500:2015: Information technology - Governance of IT for the organization. In-
ternational Organization for Standardization, Geneva (2015) 

6. ISO 31000:2009: Risk management – Principles and guidelines. International Organization 
for Standardization, Geneva (2009) 

7. ISO 19600:2014: Compliance management systems — Guidelines. International Organiza-
tion for Standardization, Geneva (2014) 

8. Committee of Sponsoring Organizations of the Treadway Commission: Enterprise Risk 
Management – Integrated Framework (Executive Summary and Framework). Committee 
of Sponsoring Organizations of the Treadway Commission (2004) 

9. Vicente, P., Mira da Silva, M.: A conceptual model for integrated governance, risk and 
compliance. In: Mouratidis, H., Rolland, C. (eds.) CAiSE 2011. LNCS, vol. 6741,  
pp. 199–213. Springer, Heidelberg (2011) 

10. The Open Group: ArchiMate 2.0 Specification. Van Haren Publishing, The Netherlands 
(2012) 

11. OCEG: GRC Capability Model (Red Book 2.1) (2012). http://goo.gl/7nrKku 
12. ISACA: COBIT 5: A Business Framework for the Governance and Management of Enter-

prise IT (2012) 
13. Gericke, A., Fill, H.-G., Karagiannis, D., Winter, R.: Situational method engineering for 

governance, risk and compliance information systems. In: Proceedings of the 4th Interna-
tional Conference on Design Science Research in Information Systems and Technology, 
pp. 24:1–24:12. ACM, New York (2009) 

14. Asnar, Y., Massacci, F.: A method for security governance, risk, and compliance (GRC): a 
goal-process approach. In: Aldini, A., Gorrieri, R. (eds.) FOSAD 2011. LNCS, vol. 6858, 
pp. 152–184. Springer, Heidelberg (2011) 

15. RSA: The RSA GRC Reference Architecture (2013) 
16. Frigo, M.L., Anderson, R.J.: A strategic framework for governance, risk, and compliance. 

Strateg. Finance 90, 20–61 (2009) 
17. Paulus, S.: Overview Report: A GRC Reference Architecture (2009) 

 
 



 An ISO Compliant and Integrated Model for IT GRC 99 

18. Krey, M., Furnell, S., Harriehausen, B., Knoll, M.: Approach to the Evaluation of a Me-
thod for the Adoption of Information Technology Governance, Risk Management and 
Compliance in the Swiss Hospital Environment. In: 2012 45th Hawaii International Confe-
rence on System Science (HICSS), pp. 2810–2819 (2012) 

19. ISO/IEC TR 38502:2014: Information technology - Governance of IT - Framework and 
model. International Organization for Standardization, Geneva (2014) 

20. ISO/IEC 27005:2011: Information technology – Security techniques – Information securi-
ty risk management. International Organization for Standardization, Geneva (2011) 



© Springer International Publishing Switzerland 2015 
R.V. O’Connor et al. (Eds.): EuroSPI 2015, CCIS 543, pp. 100–111, 2015. 
DOI: 10.1007/978-3-319-24647-5_9 

Changing Situational Contexts Present a Constant 
Challenge to Software Developers 

Paul Clarke1,2 and Rory V. O’Connor1,2() 

1 Dublin City University, Dublin, Ireland 
{pclarke,roconnor}@computing.dcu.ie 

2 Lero, the Irish Software Engineering Research Centre, Dublin, Ireland 

Abstract. A software process can take many forms and its optimality demands 
that it should be harmonised with the needs of the given software development 
situational context. This theoretical proposition is reasonably clear. However, 
the finer details of the interaction between the software process and the factors 
of the situational context are much less obvious. In previously published re-
search, the authors have elaborated a reference framework that identifies the 
factors of a situational context that affect the software process. In this paper, we 
report on the application of our reference framework in an examination of the 
changing nature of software development situational contexts. Our correspond-
ing study of fifteen software development companies indicates that certain fac-
tors appear more subject to change than others. This finding is a potentially im-
portant insight that can help us with the recurring challenge of adapting the 
software process to changing circumstances. 

Keywords: Software engineering · Situational context · Software development 
process · Software process adaptation 

1 Introduction 

Software development is a complex activity that is dependent on the performance of 
many individuals, in a multitude of different settings, and using a variety of develop-
ment approaches. Recent decades have witnessed the emergence of many different 
software development approaches, some of which have met with widespread accep-
tance, including various agile methodologies [1-3] based upon the Agile Manifesto 
[4], CMMI [5], ISO/IEC 15504 [6] and ISO 9001 [7]. Despite this widespread accep-
tance of certain approaches, it is still believed that a degree of process adaptation, 
sometimes referred to as process tailoring, is required in order to address the needs of 
individual projects [8, 9]. Indeed, the impact of individual project characteristics has 
long been noted as a key consideration when designing a software process, leading to 
the claim that the most fundamental requirement of a software process is that it should 
“fit the needs of the project” [10].  

The needs of software projects are dependent on the situational context wherein the 
project must operate and therefore, the most suitable process can be considered to be 
“contingent on the context” [11]. For this reason, software developers must “evaluate a 
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If we look to the natural order of things in a general sense, we soon discover that 
change is a recurring challenge. Software developers are not immune to this challenge 
as they too must perceive changes in their environments and adapt to best address 
new realities. Of significance, it is recognised that this ability to adapt may be a criti-
cal capability for all types of businesses, that it is a key enabler of competitive advan-
tage [15]. In the study presented in this paper, we have examined one aspect of this 
intriguing yet elusive capability: the nature of change in software development set-
tings. Perhaps unsurprisingly, through the application of the Situational Factors refer-
ence framework [14] we have found that contextual change is ubiquitous in software 
development settings. However, we have also formed some insights into the characte-
ristics of change, which we believe to be an important discovery that should be consi-
dered when developing and evolving software development approaches.  

The remainder of this paper is structured as follows: Section 2 presents an over-
view of the study details. In Section 3, we provide an analysis of the data collected, 
while Section 4 offers a broader discussion on the implications of the data analysis. 
Section 5 contains the conclusion.  

2 Study Details 

This section outlines details of the research method, the survey instrument employed 
and the study timeframe and participants. 

2.1 Research Method 

This study adopted a mixed method research methodology, an approach that com-
bines quantitative and qualitative techniques to collect, analyse and present both types 
of data [16]. Mixed method research is pragmatic in nature, it is concerned with de-
signing the method to best suit the study context. Our study context is concerned with 
the situational factors affecting the software process, and examining this phenomenon 
ideally requires the collection of both quantitative data (for example, in the case of the 
reported magnitude of change to situational factors) and qualitative data (for example, 
in relation to enhanced explanations from participants). With both quantitative and 
qualitative data required in order to fully explore the research subject, a mixed me-
thod approach is therefore desirable, and for which a situational factors survey in-
strument was designed and discharged. 

2.2 Situational Factors Survey Instrument 

Since no pre-existing technique was available for examining situational change in soft-
ware development settings, this study formulated a novel approach which involved trans-
forming the situational factors reference framework [14] into a survey instrument. A key 
focus of the survey instrument was to provide a profile of the type of situational change 
that had occurred over the preceding 12 months to situational factors that are known to 
affect the software development process. The guiding principle was that all of the 44 
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individual factors in the reference framework should be addressed in individual questions 
in the survey, and where appropriate multiple questions should be developed for an indi-
vidual factor (for example, where a large number of sub-factors exist). 

Gradually, a series of questions were developed, taking the basic form of: Have 
there been any modifications to [an aspect of the situation that can affect the software 
development process]? By structuring the questions in this way, it was possible to get 
information on all changes – no matter how large or how small. This approach per-
mits the elicitation of a comprehensive view of the extent and type of situational 
changes that have manifested in an organisation. In constructing the survey instru-
ment, the basic classifications and factors of the situational factors framework were 
preserved. Therefore, the main body of the survey instrument has eight separate sec-
tions, one for each of the classifications in the situational factors framework. This step 
permitted the researchers to more easily guide participants through the survey and to 
provide updates on progress as the survey instrument was discharged. 

Some of the sub-factors from the underlying situational factors framework were al-
so included in the survey instrument for examining situational change. For example, 
in relation to the Prerequisites factor, the following question was developed: Over the 
past year, has there been any modification to the operational prerequisites, including 
applicable standards and laws? Through using the examples associated with the 
questions (for example: applicable standards), the finer detail regarding the sub-
factors can also incorporated into a question. Using this technique, the fidelity of the 
underlying situational factors reference framework is significantly retained in the 
resulting survey instrument. This step was considered important as it ensured that the 
full scope of the situational factors framework was reflected in the survey instrument. 

The survey instrument was subjected to a pilot with an industry partner. The pur-
pose of the pilot was to check that the survey instrument was fit for purpose and that it 
could be discharged in a practical fashion. Moreover, the pilot was used to check that 
the participant could relate to and understand the various questions contained in the 
survey instrument. At the commencement of the pilot, the industry partner was in-
formed that it was a pilot-run and they were encouraged to provide feedback on the 
content, flow and understandability of the survey. The primary item of feedback was a 
suggestion to reiterate throughout the survey discharge that the preceding year was 
the focus of the study, a recommendation which was adopted. 

Regarding the content, flow and purpose of the survey instrument, the industry 
partner was positive concerning the general experience, and felt that the survey  
instrument provided an interesting mechanism for examining situational changes that 
affect the software development process. The pilot was the final phase in the survey 
instrument creation, which ultimately contained a total of 49 individual questions. 

2.3 Study Timeframe and Participants 

During the period of March to July 2011, the survey instrument was deployed to fifteen 
organisations, each of which satisfied the European Commission definition of an SME 
[17]. The majority of the participating organisations were primarily based in the Republic 
of Ireland, though a number of the companies were principally located elsewhere,  



104 P. Clarke and R.V. O’Connor 

including locations such as the USA and Chile. Three of the participating companies had 
fewer than 10 staff, with a further 4 companies having between 10 and 19 staff. The re-
mainder of the participating organisations had between 20 and 129 staff. Each interview 
required approximately 1.25 hours to complete, giving a total of 18.75 hours interviewing 
time. The interviewee titles included Chief Technology Officer (CTO), Chief Executive 
Officer (CEO), Engineering Manager (EM), Managing Director (MD), Development 
Manager (DM), Director of Finance (DF), Director of Engineering (DE), and Chief Op-
erating Officer (COO), with the scope of roles varying from company to company. The 
primary objective was the elicitation of a complete and accurate information set, and it 
was therefore sometimes necessary to interview more than one person in a single  
company.  

A listing of the study participants (by role and company pseudonym) is provided in  
Table 1.1 

Table 1. Participating organisations and interviewee job title 

Company Pseudonym Interviewee Job Title 

Silverback CTO 
Grenoble CEO, EM 

Mega MD 
Cameron MD, DM 
Colleran CEO 

Lakes MD, CTO 
United MD 
Watch DF, DE 
BocaJ MD 
Tribal DE 

Dynamic DE 
Michelin DE, DM 

LordHenry DE 
When COO 
Oryx COO, DM 

Table 2. Modification rating scale for situational change 

Modification Value Modification Interpretation 
0 No modification 
1 Minor modification 
2 Moderate modification 
3 Significant modification 

 
When eliciting the responses from interviewees, a modification rating for each  

reported change was agreed with the participant according to the details provided in  

                                                           
1 In order to ensure the anonymity of the participating companies, pseudonyms (as opposed to 

actual company names) are utilised herein. 
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Table 2. This enabled the elicitation not just of the factors that were subject to change, 
but also of the extent of change to individual factors. Thus, a richer and more qualified 
data set was obtained.  

3 Data Analysis 

A basic analysis of the study data reveals that some aspects of the situational context 
are routinely reporting relatively large degrees of change while other aspects of the 
situation are subject to only minor change (or in some cases, no change at all). In this 
section, we present details of the most and least common areas for situational change. 
An overview of the hierarchy of situational change is presented in Figure 2.2 
 

 

Fig. 2. Hierarchy of situational change for software SMEs 

                                                           
2 The hierarchy presented in Figure 2 was constructed by analysing the responses from all 

participants to each question in the situational change survey instrument. Both the frequency 
and the amount of reported change in each situational aspect were jointly considered, with 
more frequent and/or more significant situational changes being placed higher on the  
pyramid.  
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3.1 Situational Factors Reporting Change 

Staff headcount presented as the most common area for situational change across the 
study group. All fifteen participating companies reported changes to their headcount, 
with 11 of the companies reporting increases to headcount levels during the study 
timeframe. Nine of the participating companies witnessed headcount increases of 25% 
and greater over the year under investigation, while two of the organisations  
experienced headcount reductions of 40% or more during the same period. These 
reported changes to headcount figures represent significant fluctuations, indicating 
that headcount volatility is a major challenge in small and medium sized software 
companies. Such volatility is a major catalyst for process change, and may even sug-
gest that small and medium sized software companies are more in need of regular 
process management than larger, more stable organisations.  

The participating companies also reported considerable change in the volume and 
profile of end users of their software products, with 11 companies reporting increases 
to the net volume of transactions processed or to the volume of end users. In some of 
these cases the organisations reported a significant increase in the number of end us-
ers or volume of transactions that their products must support. Of note, not a single 
company reported a reduction in the number of end users or volume of transactions in 
their products. Furthermore, two of the participating companies reported changes to 
the profile of end users, resulting in a need for their products to cater for different 
types of end users.  

Of the participating companies, 13 reported increases in the knowledge of technol-
ogy. In some cases, this involved supporting new operating systems, such as Linux 
and emerging mobile device operating systems. In other cases, these changes were 
focused on the software development infrastructure, including changes to integrated 
development environments (IDEs) and changes to compilers. While the extent of the 
reported change in knowledge of technology varies across the study group, almost all 
of organisations reported an increase in their knowledge of technology mostly through 
the adoption and utilisation of emerging technologies.  

The majority of the participating companies, twelve in total, also reported an in-
crease in the required performance of their products. Those companies that did not 
report increases in performance requirements did not report decreases either, but ra-
ther that the performance requirements remain unchanged. In terms of the size of the 
products, 10 of the participating companies reported increases in one form or another. 
For some organisations, this increase took the form of increased data storage require-
ments while for other organisations, the reported change relates to the size of the code 
base. One of the companies reported a slight decrease in the code base as a result of 
an intensified refactoring effort. 

A total of nine of the participating organisations reported that an increase in the re-
quired ease of installation and operation of their software products – emphasising the 
need to continually improve the installation procedures and to constantly strive to 
improve the end user experience of their product(s).  
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3.2 Situational Factors Reporting Little or No Change 

Of all the situational factors examined in the study, just a single factor was reported as 
unchanged in all of the participating companies: senior management team commit-
ment to projects. With respect to this finding, it should be noted that the personnel 
participating in the study were senior managers – who might be unlikely to report a 
decrease in their commitment to their project(s). Just two of the participating organi-
sations reported a change to the number of external stakeholders over the period of 
investigation. In one case, this was the result of engaging external systems integrators 
on a more regular basis. In the case of the second organisation, the opposite effect was 
reported: systems integrators were no longer being used to deploy systems but rather 
the company had started to work more directly with its clients.  

There was little reported change regarding the turnover of product end-users. For 
some companies, this was accounted for by the nature of their product(s). For exam-
ple, several organisations developed middleware applications with little or no direct 
end-user interaction (but rather just a few specialised users would configure or inte-
ract with the product). The participating organisations also reported little or no change 
in the personnel culture, with disharmony levels (including interpersonal conflicts) 
remaining largely the same as in early periods. This finding is perhaps surprising 
when we consider the reported headcount volatility in the participating group – as the 
introduction of new people can be accompanied by friction within teams. 

4 Discussion 

There are a number of features of the data analysis that serve to highlight the chal-
lenges imposed on small and medium sized software companies as a result of chang-
ing situational contexts. Perhaps the most striking of these challenges is the rate of 
growth or decline in the Organisational Size situational factor (i.e. headcount). While 
it is to be expected that each of the companies might report some change to head-
count, it was not anticipated that the rate of change would be so significant. Two of 
the participating companies witnessed a reduction in headcount of 40% or greater - 
losing 15 out of 35 employees in one case, and 8 out of 20 employees in the second 
case. A further 9 of the 15 participating companies experienced headcount growth of 
25% or higher, with 6 of these organisations growing their headcount by 50% or 
more. In some cases, these percentage increases are partly accounted for by the fact 
that the organisations were very small at the start of the study. However, in other cas-
es, a relatively large number of new personnel were introduced to the participating 
company. Large changes in headcount can have a significant effect on the process of 
work, and the data collected in this study suggests that this is not an uncommon phe-
nomenon in small and medium sized software companies.  

A further significant challenge potentially originates from changes reported in the 
Operational End-users situational factor, for example through increases in the volume 
of transactions that software products must process. Ten of the participating compa-
nies reported increases in the volume of transactions. Some of the organisations note 
that their “traffic continues to grow”, with others reporting the increase to be “very 
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significant”. Further evidence of this challenge is evident in related responses that 
“storage requirements are growing” and that an increasing database size “is one of 
the biggest challenges that we have now”. Increased throughput and storage demands 
can place a heavy burden on software products, and increasing throughput and storage 
capacity in a system is an area that may require specialised and costly attention. How-
ever, small and medium sized software companies don’t necessarily have a great deal 
of bandwidth or expertise in terms of addressing such challenges. Therefore, along 
with headcount challenges, increased demand for product throughput and storage may 
necessitate a change to the software process. 

The issue of ever-increasing transaction volumes and storage issues may be further 
exacerbated by the reported demand for increases in the Application Performance 
situational factor and in this respect, it is possible that in fact, increases in Operation-
al factors (such as the volume of transactions or end-users) are one of the primary 
drivers for change in the Application Performance situational factor. Twelve of the 
participating companies reported an increased required performance in their prod-
uct(s) over the year under investigation. One of the organisations reported that the 
performance requirement had “gone up by 20%”, while a second company reported 
that performance had “increased probably by 30%”. Another organisation again re-
ported that their product “has to run twice as fast”. Other companies reported that the 
increased performance requirement is “significant”, that it is “always increasing”, 
and that “the customer is always demanding more fast and more reliable [products]”. 
This increased demand for higher performance may present a significant challenge to 
the limited resources at the disposal of small and medium sized companies - as per-
formance-related activities may detract from the development and evolution of prod-
uct features designed to attract customers. Such activities may also affect the software 
process, for example, testing mechanisms and hardware selection processes may un-
dergo change.  

In addition to the challenges already noted, indications from the data are that the 
Technology Knowledge situational factor is also subject to significant change, and this 
suggests that the supporting technologies are themselves continually changing. Eight 
of the participating companies reported that they adopted new technologies over the 
year under investigation. Some of the organisations report changes to the program-
ming related environment, including languages, compilers and associated tooling. 
Other companies report that they had to support additional operating systems, includ-
ing traditional desktop operating systems and newer mobile device operating systems. 
The adoption of new technology requires effort, with one respondent stating: “we’ve 
started using several different technologies over the past year and people have had to 
skill up on them and share their knowledge among the team”. And such upskilling 
and knowledge sharing may require a change to the underlying software process. For 
example, it may be necessary to introduce a process – if only for a period of time – 
that enables knowledge sharing across the relevant parties.  
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5 Conclusion 

In the broader business domain, it is acknowledged that the ability of an organisation 
to adapt their business processes in response to changing situational contexts may be a 
key source of competitive advantage [15]. For software development companies, the 
software process is a large and complex component of the overall business process, 
and therefore an area, which is a potential source of competitive advantage. However, 
there are very significant challenges when aligning changes in situational context with 
software process changes – as has been highlighted [18]: the essential observation 
being that the complexity in the relationship between the process and the correspond-
ing context is too large to fully qualify. Our best route forward with this problem may 
therefore start with gaining a greater appreciation of software development situational 
contexts, and in particular in understanding which aspects of such contexts are wit-
nessing more frequent or greater degrees of change. If the key concerns of context can 
be identified, then the problem may be reduced – and those tasked with developing 
and evolving software process approaches can consider incorporating mechanisms for 
process adaptation that are aligned with situational factors that witness more frequent 
or greater change – this is the essential importance of this work.     

The research presented herein exhibits a number of limitations and weaknesses. It 
is limited to just fifteen companies, and these companies are either small or medium 
in size. Hence, the generalisability of findings requires further investigation. The data 
is collected from a small number of individuals within the participating companies 
and thus it exhibits the weakness that it may not be a complete view of the actuality of 
the context changes in the participating companies. Although difficult to realise from 
a practical perspective, broader focus group discussions may have helped to reduce 
the bias introduced by working with just one or two individuals from each of the 
companies. Nonetheless, the inquiries conducted required approximately 19 hours of 
interviewing time with participants, and considerable detail was obtained. Further-
more, a comprehensive situational factors reference framework [14] (itself a product 
of related research) was adopted, and this was carefully crafted into a survey instru-
ment that was subject to an industrial pilot as part of its validation.  

On the subject of the general nature of situational change in the participating com-
panies, a number of our key findings from this exploratory research suggest that 
changing situational contexts present a constant and significant challenge to software 
developers. High levels of headcount volatility are consistently reported across the 
study group, which inevitably means that regular process adaptation is required. This 
may account for the finding in related published material that software process adap-
tation is a regular occurrence [19], and that greater levels of process adaptation are 
positively associated with increased business success [20]. It may also legitimise ef-
forts to model the relationship between the software process and its corresponding 
situational context [21-23]. 

Of interest also is the revelation that there is some potential discordance with pre-
viously reported key areas for process improvement in smaller companies. For exam-
ple, a number of previous studies highlight the importance of improvement to re-
quirements capture in smaller companies [24, 25], whereas the findings from our 
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inquiry suggest that requirements changeability and requirements quality are not wit-
nessing relatively high levels of change. However, it should be stressed that these 
earlier studies were not looking to the broader business challenges but focused just on 
the core software development process (i.e. situational factors related to Organisation 
and Operation fell outside the scope of these earlier software process improvement 
studies). With these organisational and operational factors reporting relatively high 
levels of change within our study, it is perhaps the case that the role of such factors 
and their influence on the software process is not sufficiently well elaborated upon at 
the present time. If we take any of the presently popular software development ap-
proaches (e.g. agile methodologies [1-3], CMMI [5], ISO/IEC 15504 [6] and ISO 
9001 [7]), there exists a software lifecycle centric focus that does not appear to offer 
direct provisions for dealing with significant fluctuations in headcount. This gap ap-
pears worthy of further investigation – as on the basis of the evidence collected in our 
study, there is constant and sometimes significant change to headcount.  

Since software development contexts are continually changing, it would therefore 
be advantageous for researchers and practitioners to focus some of their energies on 
the objective of enhancing our understanding of the relationship between software 
contexts and software processes - and studies such as the one reported herein 
represent an important initial step along the journey to realising this objective.    
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Abstract. Software engineering best practices allow significantly improving the 
software development. However, the implementation of best practices requires 
skilled professionals, financial investment and technical support to facilitate 
implementation and achieve the respective improvement. In this paper we pro-
poses a protocol to design techniques to implement best practices of software 
engineering. The protocol includes the identification and selection of process to 
improve, the study of standards and models, identification of best practices as-
sociated with the process and the possible implementation techniques. In addi-
tion, technical design activities are defined in order to create or adapt the tech-
niques of implementing best practices for software development. 

Keywords: Software process improvement · Standards · Models · Protocol · 
software engineering 

1 Introduction 

The implementation of best practices for software development projects contributes to 
its success only if there are techniques suitable for this implementation. Identifying 
and selecting best practices to implement improvements in the processes of software 
development, it should include assessment activities and verification in order to check 
the quality and quantity of the selected practices. 

This paper is derived from the results of research projects development between 
the Universidad de Medellín (Colombia), the Universidad Católica del Norte (Chile) 
and the scientific contributions of Centro de Investigación en Matemáticas de México 
(CIMAT). The research projects have focused on the definition of techniques and 
mechanisms to improve the way you run the software development projects success-
fully.  
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Each time a technique is proposed to implement a best practice for software devel-
opment, iterative activities are generated. It allows design a new technique or adapt 
some existing techniques. 

The purpose of this paper is to propose a guide to identify, select and design  
techniques that contribute to the implementation of best practices for software  
development.  

The main reason why this guide is proposed is to establish a systematic and orga-
nized way to: identify, select, validate and propose techniques for implementing best 
practices in software development. This guide is called protocol because it includes 
the definition of a systematic and repeatable process. It is formalized and documented 
for use whenever it is required. This protocol can be used for any research project in 
software engineering that requires or includes the creation of techniques for imple-
menting best practices.  

Through the protocol, a methodical guide is proposed. It is composed of steps do-
cumented in detail. This proposal aims to optimize the results of the process, allowing 
quickly structuring any of the best practices that require one or more techniques 
needed for their implementation in a software development project. 

For the construction of this protocol, different guide documents have been used 
that give sustenance to the proposal. Among these highlights: 

1. “Procedures for Performing Systematic Reviews” [1] de B. Kitchenham 
2. “Systematic Review in Software Engineering” [2] de J. Biolchini 
3. “Models and Standards Similarity Study method” [3] de J. Calvo-Manzano, et al.  
4. “Experimentation in Software Engineering. An Introduction” [4] de C. Wohlin. 

The first two sources mentioned were used as a guide to identify the different com-
ponents that make up the protocol. The third source has been adopted as the standard 
method for conducting Phase 2 of the protocol, while the Wohlin [4] proposal is the 
basis for the pilot phase included in the protocol. 

Due to the team being geographically distributed in different countries, it became 
necessary to standardize the method of work to get consistent results in various se-
lected areas. Additionally, the formalization and dissemination of procedures and 
methods applied, can serve as a guide for any researcher who wants to generate some 
methodology or strategy to enable the implementation of best practices. 

The construction of the protocol was developed based on the experience of the re-
searchers involved in the project, besides using as an example the definition of a pro-
tocol for the development of a systematic review [1]. 

The protocol has been adjusted keeping in view the results gotten in its application 
in different cases, of which one is described in detail in the present paper, as case 
study to validate the usefulness of this protocol. 

The use of this protocol is recommended to all researchers who wish to propose a 
methodology, strategy or guide to help small and medium organizations to implement 
best practices suggested by international standards and models. 

This paper is structured as follows: The second section provides a conceptual 
framework. The third section presents the protocol to design techniques for imple-
menting of best practices, motivations and context of the work done. In the fourth 
part, the application of the protocol is shown for the creation of a technique to support 
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the identification of the risks through a taxonomy, as a best practice aimed at achiev-
ing the success of software development projects. The paper ends with the conclu-
sions drawn from the work done. 

2 Overview 

2.1 Process Improvement 

The term software process improvement was originally proposed by WS Humphrey in 
1988 [5]. The scope of process improvement considers to understand existing 
processes, evaluate and change them to improve the quality of the product that is be-
ing developed and / or reduce costs and development time [5]. 

It is important to note that in order to improve a process, adopting new methods or 
tools is not enough, organizational factors, procedures and standards that affect the 
process always exist. 

Generally speaking, the improvement of a process is an iterative activity which 
considers three main stages: Measuring the current process, a step of analyzing where 
the process are valued and modeled and finally, the introduction of changes. 

The cost of a process improvement project is a major barrier for small enterprise 
[6]. This has led researchers to propose "light" strategies for process improvement.  

2.2 Best Practices for Software Development  

Generally speaking, a practice is a method or technique used to conduct a part of a 
process and it describes how it is done. A best practice is some practice that has been 
incorporated on several projects and has been experimentally checked that contributes 
to the success of the objectives of these projects [6]. Given the above, software devel-
opment best practices are recommended activities to replicate with a very high proba-
bility that the project will end successfully.  

The capability to identify and transfer the best practices in an organization is a crit-
ical factor for to get a competitive advantage. This strategy has become one of the 
management techniques from the second half of the nineties. 

These practices are published as success factors, lessons learned and observations [6]. 
Jacobson et.al [7] defines a practice as a guide for dealing with some dimension of 

software development. The authors suggest that this term despite of being commonly 
used in the software development industry has no single definition. 

2.3 Techniques  

According to the Real Academia de la Lengua Española [8], a technique is a "set of 
procedures and resources from which a science or an art is served" or "ability to run 
anything, or to get something."  

In SWEBOK guide [9], various techniques are proposed to perform the tasks and 
processes associated with software development, it guide to practitioners on how to 
perform certain activities required for successful development projects. This is how you 
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can find suggested techniques for requirements elicitation, or to measure software 
process, or techniques for the analysis and assessment quality, among many others [9]. 

Applying this concept to the work performed and described in this paper, it can be 
stated that the objective of an technique for implementation of software development 
best practices, is to establish the way (mechanisms, methods, tools) for organizations, 
especially in small setting, can adopt and adapt best practices for software develop-
ment, proposed by the largest standards or international models recognized in busi-
ness and academic area. This work is necessary, since these models and standards 
have been developed for large organizations or government entities, which causes that 
they are not directly applicable in small setting. 

3 Protocol for Creation of Techniques to Implementation of 
Best Practices 

The protocol to design techniques to implement best practices for software develop-
ment has the following characteristics: 

1. Repeatable process. It defines, describes and documents a protocol to systemati-
cally apply the procedure as many times as necessary to design techniques or 
adapt those that may be useful in a particular workspace.  

2. Agility. The procedure is described and documented to generate results agile.  
3. Process Optimization. Ability to optimize processes that rely on best practices, 

from a better selection of techniques. 
4. Quality validation for selected techniques. The evaluation of quality of best practi-

ces selected and implemented in an organization, is facilitated when suitable tech-
niques are used for each area process. 

5. Ease of creating techniques. With the protocol, it is want to establish steps and 
examples that give ease of creation of techniques and effectiveness of the imple-
mentation of best practices. 

The creation of protocol is based on the design science research cycles identified 
by Hevner [10]. This proposal involves three stages interconnected by research 
cycles: 1) Environment: aims to identify the application domain, 2) Design Science 
Research: include building processes of artifacts and its evaluation and, 3)  Know-
ledge Base: includes the new foundations (theories and methods, experience, new 
products and processes) to the knowledge base of the organization. Stages one and 
two are connected by Relevance Cycle where research requirements are defined and 
field tests are conducted. During the second stage, the Design Cycle is develops, it is 
responsible for the creation and testing of new proposals. Stages two and three are 
joined by Rigor Cycle that is responsible for increasing the knowledge of an organiza-
tion 

3.1 Protocol Phases 

The protocol is divided into 4 phases, each with a set of tasks to be developed. The 
phases and activities are: 
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Phase 1. Planning. Establish a plan of study of the process or area of susceptible 
process to improve for the software development. 

Task 1.1. Identification of the process or process area. 
Task 1.2. General description of the process or process area. 
Task 1.3. General review of models and standards that may include the 
process or process area of interest. 

Phase 2. Selection. Select and prioritize best practices that enable the achievement 
of the objectives to improve of a defined process.  

Task 2.1. Selection of models and standards that incorporate the process area 
of interest. 
Task 2.2. Comparative analysis of selected models and standards. 
Task 2.3. Selection of best practices to be implemented 

Phase 3. Standardization. Study and analysis of the implementation technique for 
the best practices selected. 

Task 3.1. Description of the best practices selected 
Task 3.2. Description of the recommended technique 
Task 3.3. Creating process assets 

Phase 4. Validation. It includes experimentation, evaluation and institutionaliza-
tion of the process. 

Task 4.1. Experimentation 
Task 4.2. Quality assessment 
Task 4.3. Recommendations for improvement 
Task 4.4. Technique institutionalize and lessons learned 

3.2 Protocol Description 

The protocol to design techniques for implementing software development best prac-
tices consists of four consecutive phases, each one of them with a set of tasks to be 
performed. When the protocol application finalizes, results a new technique or the 
adaptation of an existing technique that allows software development organizations 
implement best practices in a particular process area, which contributes to improving 
development processes of organizations and software industry. 

Next, phases and tasks that make up the protocol are detailed. In the explanation of 
each phase, will be detailed the relationship of each phase with the inputs and outputs,   
with the specific tasks that make up the corresponding phase. In the Fig. 1 the struc-
ture of the process to follow during each one of the phases are shown. 

Phase 1. Study Plan of the Process or Process Area. The selection of the key 
process area is based on the experience and knowledge of the researchers involved in 
the project, besides the expert opinion and interest expressed by members of the com-
panies that recognize which areas are most relevant to improve their software devel-
opment processes. This phase is composed by these tasks: 

Task 1. Select the process area. This selection is done based on the expert opinion 
of researchers and project managers. 
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Fig. 1. Protocol Structure described by phase  

Task 2.  Describe the process area. It should develop a description of the process 
area selected, using as basis the reference model. The objective of this task is to fully 
understand the objectives and scope of the area to identify the presence of it in other 
models that could eventually be identified by a different name using it by said refer-
ence model. 

The reference model is selected because of their relevance and prestige among the 
developer companies and academy. 

Task 3. Identify models, policies and standards that incorporate the process area. 
The final task of this phase is a general review of models, policies and standards that 
also incorporate the process area of interest. The objective of this task is to select the 
most suitable models for comparison and selection of best practices. 

In Figure 2, the tasks of Phase 1 are shown, with inputs and outputs for each task. 
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Phase 2. Selection and Prioritization of Best Practice. As input to the second phase 
of the protocol, you have the list of the models, policies and standards that according 
to the first overview also incorporate the process area of interest. Using the mentioned 
inputs, the tasks that make up this phase are: 
 

Task 1. Detailed review of models, policies and standards. Standards and selected 
models are pre-screened for the selection of those that effectively incorporate best 
practices to the process area of interest. The criteria for selection or exclusion of some 
models should be discussed jointly by researchers and project participants. 

Examples of criteria are: 

• Those models developed by Institutions with recognized status are in-
cluded, such as the Software Engineering Institute (SEI) from Carnegie 
Mellon University, International Organization for Standardization (ISO), 
Institute of Electrical and Electronics Engineers (IEEE), the Spanish As-
sociation for Standardization and Certification (AENOR), the Colombian 
Institute of Technical Standards (ICONTEC) and the National Institute for 
Standardization (INN) among others. 

• Those policies or standards that are of interest from companies for certifi-
cation are included. 

• Proposals that include only a subset of best practices in some other way 
are excluded. 

As a result of this task a more restricted list of models, policies and standard that 
incorporate the process area of interest is obtained. 

Task 2. Comparative analysis of selected models. The objective of this analysis is to 
identify what are the most frequent best practices among the models and how practices 
that differ between them are complementary. It is suggested that this analysis is devel-
oped using as a basis the Method of Similarity Models and Standards (MESME) [3]. 

As result of this task you have the set of best practices that appear in the analyzed 
models, i.e. the practices that are repeated and the complementary. 

Task 3. Selection of best practices to be implemented. The amount of practice and 
own practices selected depends on aspects such as available resources, the relation-
ship between best practices, project restrictions, among other aspects to consider.  

Phase 3. Formalization of Implementation Technique for the Selected Best  
Practices. The entrance to this third phase corresponds to the list of best practices that 
have been selected for implementation. The tasks to be developed in this phase are: 

 
Task 1. Description of best practices selected. The aim is to characterize and un-

derstand in depth. It is very important to know what the inputs and expected results 
for each of the practices are, as well as traceability exists between best practices and 
techniques or tools for implementation. 
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Task 2. Creating implementation technique. This task refers to the creation of me-
thods, methodologies, tools, frameworks or other mechanisms to implement and inte-
grate, especially in small companies and best practices easily. With the creation of the 
implementation technique, it seeks to minimize the costs of incorporating best prac-
tices and achieving the objectives of improving the software development process that 
small organizations proposed.  

This task must deliver as results a detailed description of the recommended tech-
nique, that is, identify and describe the steps and tasks to be performed, deliver an 
activity diagram or flow that allows to clearly understand what and how should be 
done. 

Task 3. Create process assets. An active process is a collection of entities used in 
software process that aid in the development of activities thereof. They are useful in 
definition, maintaining and institutionalizing of the processes [11]. These assets al-
lows to define standard processes of an organization [12]. 

Given the above definition, the objective of this task is to identify and design the 
assets and artifacts to facilitate the implementation and use of the proposed tech-
niques. Between the process assets templates are considered, checklists, forms, among 
others.  

This stage is very important, since for small enterprises, to have a process assets li-
brary is a key element that reduces training time and helps guide the approach in the 
organization [12]. 

Phase 4. Validation or experimentation. The fourth phase of the protocol corresponds 
to validation or experimentation of the proposal developed. This phase is composed by 
these tasks: 

Task 1. Validation or experimentation. It corresponds to the implementation of a 
case study. It is important to highlight that this experimental method is empirical, so 
you can target both the qualitative and quantitative analysis [13]. 

There are three strategies for case studies [13]: 
a) Comparison of results between a new proposal and a baseline. 
b) Develop two projects in parallel ("brother projects") by choosing one of 

them as a base. 
c) Apply the new proposal on selected components and compare these re-

sults versus those components which were not applied. 
The selection of one of the above strategies must be analyzed taking into account 

the nature of the proposed technique, and the conditions and restrictions of the partic-
ular study. 

Task 2. Quality assessment. After the application of the technique in the particular 
case, the quality of products obtained with the application of the new proposal must 
be evaluated, as well as the quality of the modified process. This quality assessment 
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in post-mortem form will allow identifying lessons learned and adjustments needed to 
the proposal. 

Task 3. Improvement recommendations. These improvements may be as in the ap-
plicability of the same, or the identification of activities/tasks necessary to include or 
adjust. 

Task 4. Institutionalization of the technique. It corresponds to train staff of the or-
ganization that will adopt a new proposal and perform an accompaniment in the im-
plementation of the new processes 

Next, case study in which it has developed the validation protocol is described. 

4 Case Study  

The case study aims to identify mechanisms, techniques and methods for the imple-
mentation and adaptation of best practices for software development in a multi-model 
environment. The multi-model environment is a new approach to the process im-
provement that is characterized because it seeks the integration of multiple models for 
improving software development processes [14]. This approach seeks to harmonize 
and standardize best practices proposed by different models [14]. It has been found in 
this type of environment multi-model a good solution to reduce the complexity of 
process improvement in small and medium enterprises in Latin America, since it al-
lows selecting and focusing on the best practices for small organizations, considering 
various models that allows a complement and strengthen of the identified practices. 

This case study focuses on the application of each one of the phases of the protocol 
to identify a set of best practices that enables to improve the process of risk manage-
ment in a medium sized enterprise. 

Each one of the protocol phases, it was used and following results were obtained: 

• Selection of a team of experts formed by: a) researchers and teachers involved in 
the study case, in order to have the academic vision, b) software professionals, to 
have the current view of the industry needs on process improvement and best 
practices, and c) a group of graduate students, which provide an updated vision 
through the constant search for information related to the area and the project con-
text. 

• Weighted average of a preliminary list of proposed areas of process such as: Tra-
ceability Requirements, Risk Management and Quality Management. This process 
results in an interest by creating a technique for Risk Management Process, partic-
ularly for identification and analysis risk  

• Identification of best practices such as: risk classification as the basis of better 
identification [15], [16] through a taxonomy of risks [17]. 

• Incorporating fuzzy logic concepts to achieve a risk prioritization and subsequent 
analysis. 

• The design of a method is defined to identify and analyze the risks comprising the 
following steps: 
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1. Examine each element of the structure proposed in the taxonomy. 
2. Select the set of questions related for each element selected in the previous 

step, according to the proposal of the questionnaire made by the SEI [13]. 
3. Perform a plenary session involved in the software development project to 

identify risks in response to questions related to the selected items [18].  
4. Review previous efforts risk management in similar projects, if any, and com-

plement the questions with such review. 
5. Examine documents lessons learned and complement the questions with such 

review. 
6. Document identified risks, including the context, conditions and consequences 

of the risk occurring. 
7. Select the items according to the structure proposed in the taxonomy. 
8. Planning the next cycle of risk identification from the selected elements in the 

previous step. 
The designed method is based on the following elements: 

a) risk taxonomy based on questions proposed by the Software Engineering In-
stitute [17] and, 
b) risk analysis matrix based on fuzzy logic. These techniques help to decrease 
the sense of vagueness in defining the measures in the risk analysis when qua-
litative values are used. 

The mentioned aspects are developed in a computer tool as a way to start the vali-
dation process and in order to expedite the identification of risks and the incorporation 
of fuzzy logic concepts for risk analysis.  

Risk assessment is an “assessment” of something hypothetical defined as risk, 
which must then be interpreted as “high”, or “low”, or “tolerable” [19]. For our pro-
posal we used the linguistic values of the fuzzy logic to risk analysis in a scale of 
values multiple, as show in the Table 1. 

Table 1. Rating scale for risk analysis used fuzzy logic 

Linguistic value Very high High Medium Low Very Low 
Numerical value 100 75 50 25 0 

 
From the implementation of the method in a software tool a software prototype is 

achieved. It has been designed using the concepts of analysis, design and implementa-
tion of software engineering as part of the product development. 

Using this functional prototype a pilot validation of the technique starts. The pro-
posed pilot validation aims to evaluate the software tool in its first phase. From this 
assessment it is pretended to raise experimental project engineering software for vali-
dation of identifying and risks analyzing technique.  

The results of the evaluation of software tool indicate that 67% of participants in 
validation previously identify it risks in their projects. The same proportion (67%) 
indicated that it was easy to identify risks to the applied technique making use of the 
tool, while 33% considers it was not easy to identify the risks.  
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In this case study the validation is considered such a limitation for our proposal, 
therefore, the next step in this research project in progress, is perform formal an expe-
rimentation in software engineering with the support of technological tools like the 
one validated so far. 

5 Conclusions 

The adoption and adaptation of best practices proposed on international models and 
standards, is not an easy task to perform, especially for small enterprises that do not 
have the financial resources or the time required to make a large investment in im-
proving its processes. However, this improvement is a necessity to have organizations 
to improve product quality, increase productivity, and respond in the best way to the 
market [12]. 

With this reality in mind, the joint project arises between the Universidad de Me-
dellin (Colombia), the Universidad Católica del Norte (Chile) and support from the 
Centro de Investigación en Matemáticas de México (CIMAT-Zacatecas). This project 
aims to facilitate small organizations, the instantiation of software development best 
practices in their own processes, thereby enabling increasing maturity and contribut-
ing in obtaining higher quality products. 

The protocol presented in this paper corresponds to one of the outstanding results 
of this project. It arose from the need to standardize the labor from geographically 
distributed teams, and as a tool that is characterized by its ease for the orderly and 
consistent repetition in different scope or key process areas. 

The strengths of the proposed protocol lie precisely in this feature, since the pro-
posal achieves collect the knowledge gained during the execution of the research 
project on a method to define implementation techniques of best practices. Such  
techniques support small enterprises to incorporate a set of best practices related to a 
process area, in an agile way, reducing the effort and time to implement process  
improvement strategies. 

In this paper the application of the protocol in the generation of a technique is pre-
sented to support risk management through a software tool that integrates: taxonomy 
based on questions of SEI [17], b) a method of implementation c) risk analysis based 
on fuzzy logic.  

As future work, it is pretended to continue with the validation and testing of the 
case study through: a) the implementation of the technique in a computer tool and b) 
experimentation in software development projects of medium and small organiza-
tions. These two aspects will allow us to validate the technique and establish areas for 
improvement, in order to consolidate a useful asset for the implementation of best 
practices associated with risk management in software development projects process. 

In addition, the consolidation of implementation of this protocol in other process 
areas will be searched for, such as: traceability requirements and practices for quality 
management in software development. These process areas have been identified as 
key to the development of software and are referred to in the research project of 
which this protocol is derived areas. 
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Abstract. Motivation is one of the main obstacles for every organization. In 
software processes, where people are key, this aspect is even more critical. In 
this paper, authors present Gamiware, a gamification platform aimed to increase 
motivation in software projects. Grounded on both gamification roots and in 
software process improvement initiatives, it minimizes the cost of implementa-
tion of gamification initiatives and makes this discipline closer and more ac-
cessible for organizations aimed to improve their software process. Initial re-
sults on its implementation shows remarkable success. 

Keywords: Gamification · Gamification frameworks · Gamification tools · 
Software development projects 

1 Introduction 

Monday morning. It is raining. A long week ahead of us and lots and lots of things to 
do: meetings, programming, documentation, quality tests, reporting, If only I had the 
motivation… Software practitioners often suffer lack of motivation finding their work 
boring, repetitive and, at the same time, demanding and stressful. Motivation is impor-
tant for workers in general and, in the case of software workers, it is a one of the most 
frequently cited causes of software development project failures [1]. In the recent years, 
gamification and persuasive technologies have been pointed as powerful motivational 
tools in all aspects in life, including work environments. Focusing on the first concept, 
gamification can be defined as the use of game elements in non-game contexts to modi-
fy and influence the behavior of people [2]. One of the expected (and documented) con-
sequences of gamification in people’s behavior is the increase of motivation and en-
gagement. Given that motivation is an important factor for software practitioners, gami-
fication initiatives are beginning to be implemented in several software fields, being 
software process improvement (SPI) one of the most fertile areas [3]. 

The impact and attractiveness of gamification initiatives leaded to the development 
and commercialization of several gamification frameworks. These frameworks 
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emerge both from software industry and academia and include both specific [4] and 
generic frameworks [5]. Focusing on the commercial solutions, the list of platforms 
includes players like Mozilla Open Badges, Gamify, Badgeville, Userinfuser, Bun-
chball, Leapfrog, CrowdTwist, Manumatix Bamboo, Big Door, Scvnr and Reputely, 
naming just some of the most relevant platforms. The list of software vendors is long 
enough to conduct efforts devoted to require a systematic decision making process for 
the selection of the most accurate one among these platforms. Thus, in the work of 
Kim [6], decision makers can find a decision support model for the selection of the 
most accurate gamification platform. 

As stated before, gamification efforts for the software industry are not new but, to 
the best of authors’ knowledge, there is not a specific gamification platform designed 
for software development projects. Given the specificities of software process and its 
undeniable human orientation, counting on a tool that could improve practitioners´ 
engagement and, at the same time, decrease project failure rates could be of great help 
for managers and software professional alike. In this paper, authors present Gami-
ware, a gamification platform that is intended to increase both motivation and em-
ployee engagement in software initiatives. 

2 Gamiware: The Underlying Process 

There is a popular interest in gamification that is also reflected in academic contexts 
and the number of works devoted to the topic are increasing [7]. In spite of the bene-
fits of gamification as a discipline, gamified applications are not easy to implement 
and practitioners must take into account some aspects [8] in order to avoid a poor 
conceptualization of the environment that should lead to a failure. Apart from these 
aspects, elements like the high level of generalization (all organizations are dealt in 
the same way) and the divergences among current frameworks make gamification 
implementations even more difficult. 

This leads to the definition of a methodological framework for gamification efforts 
in software environments. This framework should take into account particularities in 
terms of organizations, processes and personnel. This framework was presented in [3, 
9] and is depicted in Figure 1. The framework presents seven phases. The first phase 
assesses the feasibility of implementing gamification in a given organization. In the 
second phase business objectives are established to determine whether gamification is 
feasible. The third phase explores all the professionals groups’ motivations and pro-
files. Phase four is devoted to identify and discuss the activities towards gamification 
also, some of the essential aspects of the SPI proposal are considered. 

The fifth phase is the core of the gamification framework. In this phase, the gami-
fication proposal is developed. This proposal focuses on groups of software profes-
sionals. In addition, metrics and assessment techniques and feedback processes are 
established. In the next phase the implementation of the gamification proposal is is-
sued. Final phase (7) is devoted to the analysis of outcomes and objectives achieved. 
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Fig. 1. Gamification Framework: Phases 

3 Gamiware: Motivation 

Framework presented in section 2 can be applied to any software organization. How-
ever, implementation costs can be big enough to impede implementation. This is the 
reason behind the development of Gamiware, a SaaS open source tool to support the 
process in an easy and affordable way. This tool is able to support the defined gami-
fied iterative process making feasible gamification adoption softer.  

Thus, Gamiware has been designed to be project and process independent. Gami-
ware is able to adapt to any context by means of a parametric customization in several 
organizational and gamification aspects. For instance, it is possible to code business 
objectives, software objectives or SPI objectives. Given the importance of personnel 
for software initiatives, it is also possible to identify software practitioners present in 
the gamification process, their tasks and associated KPIs. Moreover, in order to im-
prove the alignment of business objectives and activities, it is possible to define the 
specific contribution of each task to the given business objective and by this mean 
check the fulfilment of these objectives. 

4 Gamiware: Game Elements 

Gamification is grounded on several psychological theories, namely, the Fogg Behavior 
Model, the self-determination theory and the flow theory. But apart from that, gamifica-
tion is built on game elements: dynamics, mechanics and components of the game [2]. 
The dynamics of the game has to do with empowering the objectives and the potential 
effects on the people involved. The second element in gamification is mechanics can be 
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considered as the basic actions that motivate and engage the user, and thus achieve the 
objectives specified by the game [2]. Game mechanics aim to govern the behaviour of 
people through incentive systems, feedback and competition, among others, with a rea-
sonably predictable outcome [10]. The last element is game elements; these elements 
refer to specific instances of the dynamics and game mechanics [2]. 

Main dynamics underlying Gamiware are progression and relationships. While so-
cialization is grounded in the essential need of socialization among human beings, pro-
gression means the sense of having something to achieve. According to [2], this is not to 
get isolated achievements but to demonstrate mastery and control in performing an ac-
tivity within a consistent progression. Achieve mastery is a goal for many workers and 
this need should be used to align our goals with organizational and process [11]. 

With regards to mechanics within Gamiware, one can find competition, coopera-
tion and challenges, encouraged by rewards and supported by various kinds of feed-
back. The components that shape these mechanics are very diverse including points, 
levels, badges, leader boards and achievements, citing the most important ones. 

 

 

Fig. 2. Gamification Framework: Phases 

As is shown in Figure 2 is necessary to have carried out the first 5 stages of the 
framework before considering the implementation of Gamiware. Without results of 
these initial phases, the expected benefits cannot be reached given that Gamiware will 
not be able to be customized in a proper way. Only after these phases Gamiware 
should be implemented in a given organization. 

Successful Gamiware adoption is rooted on the progressive involvement of each of 
its defined roles. Thus, for instance Admin role will be responsible for registering the 
Gamification Master and preconfigure the system according to the software organiza-
tion. Once in the system, the Gamification Master configures the entire system for a 
particular project and organization and registers all other participants. 

11 12 13

Steps 1-5 framework Step 6 - Implementation Step 7 - Assessment

Admin
Gamification 

Master
Users

Gamiware roles
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5 Gamiware: Roles 

Although literature has studied in deep roles in software engineering teams e.g. [12–
16] , each organization presents its particularities. In order to guide implementers in 
the selection of roles and responsibilities, Table 1 presents a mapping among Gami-
ware roles and main software roles defined in [17] on the one hand and SPI roles 
defined by Johansen and Pries-Heje [18]. In any case, due to the configurable nature 
of Gamiware, the responsibilities can be modified by the Admin. In what follows, a 
description of the main responsibilities of the predefined roles are depicted. 

Table 1. Criteria, sub-criteria and indicators 

 

5.1 Admin Role 

Admin is responsible for performing the first configuration of the execution context. 
Thus this role analyses previous projects and configures the tool with a set of parame-
ters. Among these parameters are: business goals and their metrics, software goals 
and their metrics, main tasks and roles, among others. 

5.2 Gamification Master Role 

Is responsible for setting up the gamification project in the given organization and the 
given project. Once the project is created and configured, he or she will be able to 
assign people to the project. 
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At this point, gamification layer is added. Gamification Master must analyse re-
sults from Phase 5 and include them in a reliable way in Gamiware. Thus, main gami-
fication techniques will be defined in terms of execution rules. Using this mean, 
Gamification Master will define which techniques will be employed in each task 
along with their contribution to the goals and points assigned to each of these tech-
niques. Users will be assigned to tasks and a responsible to communicate their com-
pletion will be appointed. Gamification Master's work does not end here. During the 
execution of tasks, he or she will be responsible for ensuring the proper use of gamifi-
cation techniques. For example, it will be necessary to check that challenges and re-
wards suggestions by users in each task are reasonable. This work validation aims, 
firstly, to ensure common sense in using different gamification techniques and, sec-
ond, avoid cheats that jeopardize the viability of the entire system. An overall view on 
his or her responsibilities can be found in Figure 3. 

 

 

Fig. 3. Gamification Master Functionalities 

5.3 User Role 

Users will be personnel assigned to software tasks or SPI initiatives. Three kinds of 
users are available in Gamiware, namely, Executive, Manager and Member. Figure 4 
depicts main features of these roles. 
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Fig. 4. Gamification User Functionalities 

There is a set of features available for all kinds of users. Each user presents a for-
malized feedback mechanism and a customized dashboard to the needs of each role. 
Thus, for instance, the Executive dashboard displays information regarding business 
aspects, hiding details on software issues. On the other hand, the feedback presents a 
notification system that sends personalized messages to each type of role. In addition, 
all roles can access their Activity feed. This feed presents a record of all activities in 
which they are involved together with the results of the implementation of gamifica-
tion techniques. 

Furthermore, all roles are able to write and discuss ideas or suggestions. They are 
able also to comment and vote these ideas or suggestions. This participation is stimu-
lated with gamification points. The goal is simply to enhance participation. 
 

EXECUTIVE ROLE 
Within Gamiware, as presented in Table 1, Executive role is an approach to Senior 
managers defined by Baddoo and Hall [17] and Sponsors as defined by Johansen and 
Pries-Heje [18]. In the tool, this role does not have specific functions except those 
discussed previously as common functionality. 
 

MANAGER ROLE 
In order to reflect certain peculiarities in SPI initiatives, this role has been subdivided 
into High and Low Manager. Thus, High Level Manager is similar to Expert or Steer-
ing Committee [18] while Low Level Manager represents Process Owner and PI Pro-
ject Manager [18]. This taxonomy is not applicable for software projects where  
Project Manager [17] is applicable to both subgroups. 

In any case, High Level Manager will reach his or her own functionalities along 
with the Low Level Manager ones. Thus, High Level Managers have a project 
dashboard where relevant data from the execution of the software or SPI tasks are  
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displayed. In addition, he or she is able to create teams for task execution but also 
responsible for verifying the completeness of these tasks. During the verification of 
tasks, managers will add or subtract points to those involved, according to the rewards 
scheme previously established. On the other side, Low Level Manager may initiate a 
task or update its progress, set goals reached and introduce metrics. 
 

MEMBER ROLE 
This role can be mapped to Developer [17] on a software project or PI Developer and 
User [18] in the SPI arena. The main function of Members is to launch gamification 
techniques and establish the corresponding rewards associated with achievement of 
assigned tasks. Thus, the user has three gamification techniques available: Challenges, 
competition or cooperation. 

Thus, a user can pose a challenge to whom he or she wants to perform a task. Fur-
thermore, the user can choose to start a competition. In competitions there is always a 
winner and a loser, and all parties perform tasks on an equal footing. It should be 
noted it is possible to perform challenges and competitions among teams. Introducing 
collaborative and social components reduces the stress generated by highly competi-
tive mechanisms [19]. The latest gamification technique available is cooperation, a 
team work devoted to achieve a common goal in a collaborative way. 

6 Gamiware: A Pilot Study 

The research objective of this pilot study is twofold. On the one hand, the aim is to 
measure the impact of the tool on software practitioners’ motivation. On the second 
hand it is aimed to test the overall applicability of the tool in SPI initiatives. Thus, 
using Gamiware and the gamification framework presented in [3, 9] a pilot study was 
designed and conducted. The internals of this study are depicted in what follows. 

6.1 The Study 

Taking into account this research objective, a pilot study was launched. This study is 
described in what follows. It is worth to note that the study was focussed on User 
roles. This decision was rooted in the interest in obtaining a greater range of findings, 
and was based on the largest presence of this role. The role assigned to participants 
was the PI Developers [18]. 
 

SAMPLE 
This study was conducted among students attending Software Development Projects 
Management and Distributed Software Development (Bachelor in Computer Science), 
Universidad Carlos III de Madrid. A total of 24 students (17 men and 7 women, ages 
20-25 M = 21.3, SD = 0.8) accepted voluntarily participate in the study. 

With regards to the courses, it was selected from a group of courses in the field of 
software engineering whose allow the execution of tasks related to SPI initiatives. 
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PREPARATION 
Starting from a viable gamification deployment hypothesis, a set of software and 
business objectives were established. For business goals, a generic objectives were 
raised. It was supposed that this generic approach will not influence the study taking 
into account that the visibility of these kind of objectives is not considered as a moti-
vator for PI Developers [17]. 

Once established the objectives motivations and profiles of participants were stud-
ied. To do so, first of all, the results of motivational studies by Baddoo & Hall [17] 
for similar roles to those involved (see correspondence roles in Table 1) were ana-
lysed. After this analysis, it delves into the specific profile of the participants in the 
study. In this line, participants were asked to complete the test Bartle1 in order to 
determine his or her archetype of player so we can improve the fit of the game ele-
ments. Later, it was established what would be the tasks to be carried out by partici-
pants. In line with the SPI initiatives, the following tasks were defined: 

1. Definition of a technical solution to the problem. 
2. Traceability and dependency of software requirements. 
3. Code inspection to estimate technical debt: bugs, bad practices, etc. 

After that, materials were prepared and gamification proposal was defined. Based 
on the results of the previous phases, it was decided to use competitive game mechan-
ics simultaneously with collaborative mechanics. That is, participants would perform 
the tasks in teams, and these teams will compete among them. 

Finally, Gamiware was configured by researchers using gamification master role. 
Participants were randomly divided in teams of four members and each team selected 
its official. Then experiment and tool were explained to participants. 
 

INSTRUMENTS AND DATA COLLECTION 
Two questionnaires were circulated to participants: the first, as explained in the previ-
ous section, was provided before starting the test and its purpose was to determine the 
player profile of participants. This questionnaire consists in 30 questions (2 possible 
answers) and is based on Bartle test [20]. Data collection was done in a manual basis. 

After the execution of tasks, a new questionnaire was circulated. The aim of this 
second instrument is to measure the motivation of participants in relation to the tasks. 
This questionnaire is based on task evaluation questionnaire from intrinsic motivation 
inventory [21]. This questionnaire was adapted to Gamiware context. Thus, this ques-
tionnaire is composed of 9 items assessed by means of a 5-point Likert scale. Items 
are present in Table 2. 

6.2 Results 

From the 24 participants, only 22 completed both questionnaires (91.6%). Regarding 
the first questionnaire, 10 participants were labelled as Achiever (45%), 4 as Killer 
(185), 3 as Explorer (14%) and finally, 5 more as Socializer (23%). 

                                                           
1 http://www.gamerdna.com/quizzes/bartle-test-of-gamer-psychology 
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Regarding the second questionnaire, responses were coded using the Likert Scale 
(5 = strongly agree, 4 = agree, 3 = neutral, 2 = disagree, 1 = strongly disagree) and the 
mean was calculated. The frequencies of each of these responses, along with item 
means, for each question are reported in Table 2. Results show that 82% of the  
participants agreed that they were able to test their progression comparing their results 
with other participants. However, while 44% of the participants perceived tasks as 
fun, only 18% felt relaxed while doing these tasks. In spite of that, 73% of the partici-
pants are satisfied with their performance while only 45% of the sample felt skilled at 
these tasks. On the other hand, 27% of participants felt under pressure when perform-
ing these tasks and, after working on them for a while, felt very competent. Finally, 
and despite the tension experienced, 82% of participants felt that using Gamiware 
increased their motivation to perform tasks. 

Table 2. Frequencies and mean ratings for Likert-scale evaluation items 

Questions Strongly 

agree 

Agree Neutral Disagree Strongly 

disagree 

Mean 

I noticed how well I did the tasks, 

compared to other participants  

7 11 2 1 1 4 

The use Gamiware made the tasks 

funnier 

2 7 7 5 1 3.181 

I felt relaxed while doing the tasks 0 4 13 4 1 2.909 

I am satisfied with my performance at 

these tasks 

6 10 5 2 0 4.045 

I thought the tasks were very boring  1 2 5 10 4 2.363 

I felt pretty skilled at these tasks 4 6 5 4 3 3.181 

I felt pressured while doing the tasks 2 4 7 6 2 2.772 

After working in these tasks for a while, 

I felt pretty competent 

4 12 6 0 0 3.909 

In general, Gamiware increased my 

motivation for doing the tasks 

6 12 2 2 0 4 

6.3 Discussion 

Results of this pilot study suggest that, through the use of Gamiware, participants 
perceived that their motivation had been increased with regards to SPI tasks. In addi-
tion, most of the participants were aware of their good results compared to the other 
participants. Moreover, a significant majority was satisfied with his performance and 
competent in performing the tasks. 

However, although these results can be considered positive, there are other 
weaker results to be analysed. Among these results, we find the lack of relaxation 
when performing the tasks, or even the lack of increase in the fun when performing 
tasks through Gamiware. The latter is challenging, given that the tasks themselves 
were not considered, mostly as boring. With regard to these results, it is likely that the  
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introduction of competitive game mechanics leads to stress and to an impact on fun, 
as indicated in previous studies [22]. In spite of this, the impact on motivation is not 
revealed as one of consequences of the introduction of these game mechanics. This 
can be rooted in two different aspects: firstly, the alignment of gamification proposal  
with sample and secondly, on the introduction of teamwork mechanics along with the 
competitive game mechanics. These mechanics reduce stress and increase motivation, 
especially in academic environments [22]. Despite these remarkable results, there are 
several limitations that prevent the generalization of the results. It should be noted 
that the pilot study was conducted with a limited sample and in an academic environ-
ment. Thus, although participants were randomly selected, their demographics were 
quite linked to academic environments and not to industry. Also, as previously indi-
cated in the literature [7], the effects of gamification are enormously dependent to the 
context of implementation and users, so some results obtained in education should not 
be generalizable to professionals. All these aspects should be considered in future 
empirical validations. 

7 Conclusions and Future Work 

To the best of author´s knowledge, Gamiware is the first tool of its kind in software 
environments. In its conception and design, Gamiware integrates gamification main 
elements with the aim of increasing motivation and engagement in software person-
nel. Gamiware leads to an increase in the implementation of gamification methods in 
a software organization. Using Gamiware these organizations will be able to imple-
ment gamification setups and benefit from this new discipline. Due to its customiza-
tion features and flexibility Gamiware is able to adapt to a panoply of environments 
and organizations. Thus, Gamiware supports both software development activities but 
also leads way to SPI initiatives. In any case, and due to the inherent nature of gamifi-
cation, this tool can be adopted in environments highly dependent on human capital.  

An important limitation of Gamiware is its connection with the gamification 
framework defined. Thus, in spite of its customization features, Gamiware is not yet 
configurable as part of wider tools like Enterprise Architect, Jira or Redmine like 
some previous efforts in other fields like software process deployment and evaluation 
did [23]. Authors consider this extension as one of the future works. 

Initial results on its implementation suggest that the deployment of such a tool 
could be both appropriate and feasible in SPI initiatives. However, these preliminary 
results cannot be generalized due to various constraints that should be taken into  
account in subsequent empirical validation. Other future developments include the 
evaluation of the tool comparing its results with other gamification frameworks or 
approaches without specific tool support. Finally, authors aim to analyze results of 
implementation in several kinds of organizations and countries in both SPI environ-
ments and software development initiatives. 
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Abstract. Nowadays software development organizations look for tools and 
methods that help them maintain their competitiveness. A key approach for  
organizations in order to achieve this competitiveness is a successful implemen-
tation of software process improvement. Unfortunately, most of the times, 
software process improvement involves a path full of obstacles almost impossi-
ble to achieve. The most common and critical problem consists of the selection 
and application of the right reference model for guiding this implementation. To 
provide a solution to this problem this paper shows a framework, which aims to 
set a starting point regarding the model, standard or agile methodology to be 
used as reference based on the SME actual needs, features and work culture. 

Keywords: Software process improvement, Human factor, Small and medium en-
terprises · Process patterns · Improvement effort · SMEs · Improvement starting 
point 

1 Introduction 

Nowadays software development SMEs are considered a key element in the consolida-
tion of software industry [1, 2, 3]. In México, software development SMEs represents the 
87% of the total of the software development industry [4].  

This fact highlights the importance of guaranteeing the quality of their software prod-
ucts. In this context, improving their software process provides a key opportunity for 
SMEs to have the skills to create strategic advantages with respect to its competitors  
[5-7], based on the affirmation that the quality of software products is directly related 
with the quality of the processes used for its development [8]. 

Unfortunately, even when many authors have recognized the importance of im-
plementing SPI as mechanism to launch the competitiveness and efficiency in soft-
ware industry, it has been path full of obstacles for most organizations [6] due to the 
lack of knowledge on how to address the improvement effort. 
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In order to help SMEs addressing their improvement efforts, this paper aims to 
present a framework that sets a starting point, so that the improvement effort can be 
addressed based on the identification of the SME main problems. 

This way allows providing a guidance to human factor, which it’s a key aspect to-
ward the implementation of a successful process improvement [9,10], on those prob-
lems with high priority that need to be focused on and how they can be reduced 
throughout the implementation software process improvements. 

This paper is structured as follows: after the introduction section; section 2  
presents the framework background; section 3 shows the framework development; 
section 4 describes how the framework was validated; and finally, section 5 presents 
the conclusions. 

2 Framework Background 

This research work arises focusing on two premises: (a) processes entirely depend on 
the organization work culture and the motivation of people to evolve processes and 
(b) human factor is the main source of commitment and responsibility to achieve ef-
fective, efficient and quality processes, then, they should be involved as key aspect to 
achieve successfully.  

Those premises together with the problem mentioned in section one referring to the 
lack of knowledge on how to address the improvement effort, highlights the impor-
tance of this research work. 

The framework presented in this research work arises from the idea presented in 
[11] named as “proposal one: characterization of software development SMEs’ ac-
cording to their needs for implementing a software process improvement (SPI)”  

The proposal consisted on identifying and defining process improvements patterns, 
which enable an organization to identify its current scenario and to provide the best 
way to start a SPI according to its specific features.  

Therefore, this proposal is focused on providing a set of process patterns as a solu-
tion to the problem that SMEs should face in selecting a right way to implement a SPI 
initiative.  

According to [12] process patterns are reusable building blocks that organizations 
adapt or implement to achieve mature software process. Then, the proposal is com-
posed of three key aspects: (a) patterns elements: elements that should be included in 
the definition of a pattern [13, 14]; (b) characterization: features that help to charac-
terize an organization environment focused on characterizing software processes im-
provement needs in SME’s [15]; and (c) contextual aspects: a selection of contextual 
aspects that are considered key aspect in the implementation of SPI [16]. 

It is important to highlight that the proposed framework should cover a set of needs 
that SMEs must face in the implementation of SPI and that most of the time represent an 
important barrier to implement SPI in SMEs. The focused needs are: 1) use a model  
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or standard tailoring it to SMEs needs; 2) find a customizable guide that addresses the 
organization through the best way to implement SPI according to its specific needs and 
environment; 3) provide rules adapted to the SMEs size and level of maturity in the im-
plementation of the SPI; 4) support the development of skills and abilities in the imple-
mentation of SPI; and 5) get tangible results in short period of time. 

3 Framework 

As mentioned before, this paper present a framework, which aims to provide a start-
ing point to in order to help SMEs to focus its improvement effort base on actual 
problems and organizational actual situation regarding its working culture and expe-
rience in the use of model, stanadars or agile methodologies. 

The framework is composed of three main elements: a) a set of process patterns; b) 
a method that allows to select a correct process pattern according the SME current 
situation and problems; and c) a software tool that automatizes the use of both of 
them. This way, allows focusing on real and current SME problems and set a “starting 
point” that helps SME to address its improvement effort and the process and model 
that can be implemented to reduce the problem.  

3.1 Software Process Improvement Patterns 

To define the set of process patterns, on one hand, a characterization previously made 
in [15] and [17] by the authors was taken as a base. On the other hand, the pattern 
elements defined by Coplien [13] and Appleton [14] were taken into account. Then, 
the set of process patterns were developed following the next steps: 

1. Identify context: this step aims to establish a set of contexts most commonly de-
tected in SMEs regarding the implementation of software process improvement. 
To achieve that from the characterization performed and showed in [15,17], those 
factors directly related to the human factor were focused and analyzed. As a re-
sult, three main contexts were identified: do not have defined processes; do not 
have knowledge in the implementation of software process improvements and 
lack of personnel because they have few employees. 

2. Identify patterns: this step aims to identify the generic problems that SME can 
have associated to each identified context. Then, each generic problem is estab-
lished as one pattern. To achieve it, the set of main features and limitations  
identified as part of the SME characterization performed in [15] and [17] were 
analyzed. Figure 1 shows the performed analysis. 
As result of perform these activities 11 processes patterns were identified, Then, 
each generic problem was classified and associated with the identified context. 
The result of this classification was: 
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Fig. 1. Identifying the context 

a) Do not have defined processes: (1) Rework; (2) Do not have historical data; 
(3) Delay in the Product delivery; (4) Low quality software products; (5) Do 
not perform a formal risk management; (6) Projects with estimates out of time 
and budget; and (7) The software development is not documented. 

b) Do not have knowledge in the implementation of software improvements: (8) 
Lack of information and training; (9) Do not have experience in the imple-
mentation of software process improvements and; (10) Do not detect im-
provements opportunities 

c) Lack of personnel because they have few employees: (11) Human resources 
3. Identify problems: this step aims to identify specific problems derived from the 

generic problems. To achieve it, for each generic problem a list of most common 
problems were developed based on the author experience. Next, Table 1 shows 
an example of the specific problems and its related pattern. The table includes 
two problems for each context. 

4. Identify forces: this step aims to establish a set of questions, which reflects ac-
tions, causes and consequences, and allow identifying SME actual problems. To 
achieve it, a questionnaire, which should reflect the process pattern forces, was 
developed. Next, Table 2 shows the number of forces associated to each pattern 
and an example of some questions. 

 

 

• Do not have historical data 
• Do no t per f o rm a fo rmal r isk 

management 
• The software development is not 

documented  
• D o n o t d e t e c t i m p r o v e m e n t s 

opportunities 

• Lack of information and training 
• Human Resources  

• Rework 
• Delay in the Product delivery 
• Low quality software products 
• Projects with estimates out of time and 

budget 
• Do no t pe r f o rm a f o rma l r is k 

management 

• The so ftware development  is no t 
documented;  

• D o n o t h a v e e x p e r i e n c e i n t h e 
implementation of software process 
improvements;  

• Do not detect improvements opportunities; 

• High dependence of customers 
• Do n o t f o l l ow a s o f twa re 
development cycle 

• Do not know the importance of the 
processes in t he so f tware 
development 

• Flat organizational structure 

Organiza on 

• L a c k o f p e r s o n n e l , t h e i r 
employees number tend to be 
limited 

• There are no roles defined, then 
employees perform multiple tasks 

• The employees have a lack of 
knowledge of methods regarding 
SPI 

• Lack of communication among 
the employees 

Human 
Resources 

• Do not have defined processes 
then, the software is developing as 
a craft 

• It is very expensive to implement 
SPI initiatives and producing results 
quickly 

• It is very difficult to adopt a model or 
standard for implementing a SPI to 
achieve their goals 

• Implement a SPI because of a 
customer requirement 

Processes 

• Do not use any model and/or 
standard 

• Do not have experience in the 
adoption of model or standard 

• It is very difficult to adopt a SPI 
Model and/or Standards to 
achieve the SME´s goals and 
vision  

Models and 
Standards 

FEATURES 

High dependency with immature 
customers; short delivery time 

There is a lack of role definition 
and a lack of employees with 
knowledge of how to implement 
process improvements 

Lack of know ledge  o f t he 
importance between development 
processes and product quality; 
lack of processes culture; lack of 
initiatives to implement software 
process improvements; and lack 
o f  e x p e r i e n c e  i n  t h e 
implementation of SPI 

Lack or minimal support in the 
implementation of models and 
standards 

LIMITATIONS GENERIC PROBLEMS 
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Table 1. Example of specific problems derived from the patterns 

Context Pattern Problems 
Do not have defined 
processes 

Rework Tasks performed incorrectly 
New tasks resulting from continuous changes 
Duplicated tasks as result of a bad management or 
shared products 

Do not have knowledge in 
the implementation of soft-
ware improvements 

Lack of information 
and training 

Unproductivity or low productivity 
Lack of knowledge of processes performed within the 
organization 
Lack of an strategy to optimize project resources 

Lack of personnel because 
they have few employees 

Human Resources Low quality personnel 
Lack of communication  
Lack of defined roles 
Lack of personnel responsibilities and commitments 

Table 2.   Example of set of forces associated to specific problems 

Pattern Problems 

# of 

force

s 

Forces 

Rework Tasks performed incorrectly 

New tasks resulting from conti-

nuous changes 

 

1 

 

6 

 

To determine the corrective actions, Are the 

problems analyzed? 

To determine the impact of correctives actions 

regarding work products, related work products, 

schedule and cost. Are the change request 

analyzed? 
Lack of information 
and training 

Lack of knowledge of processes 

performed within the organization

 

Lack of an strategy to optimize 

project resources 

4 

 

 

4 

 

 

Are the mechanisms to provide required know-

ledge and abilities analyzed and selected? 

Are the requirements of facilities, equipment 

and components determined? 

Human Resources Low quality personnel 

 

Lack of communication  

 

5 

 

3 

 

 

Are the abilities and knowledge available identi-

fied? 

Is the state of assigned task and the obtained 

work products regularly communicated among 

stakeholders? 

 
5. Provide solutions: this step aims to set a starting point regarding the model and 

process that the SME should focus in order to address its improvement effort to re-
duce a detected problem. To achieve it based on the results obtained in [15] and 
[17] regarding the models, standards and agile methodologies most used. Then, the 
starting point can be established using SCRUM [18]; Moprosoft [19]; ISO 15504 
[20] and CMMI [21]. Next, an example of a solution provided is shown in Table 3. 

Finally an example of a complete pattern is showed in Table 4. 
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Table 3. Example of solutions 

Problems Forces Solution 
Tasks performed 
incorrectly 

To determine the corrective 
actions, Are the problems ana-
lyzed? 

CMMI: Project Monitoring and Control 
Moprosoft: Specific project management 
ISO15504: Project evaluation and control 
SCRUM: Dairy scrum 

Lack of knowledge of 
processes performed within 
the organization 

Are the mechanisms to provide 
required knowledge and abilities 
analyzed and selected? 

CMMI: Configuration management 
Moprosoft: Resource management 
ISO15504: Configuration management 
SCRUM: Sprint review 

Lack of knowledge regard-
ing the best practices 
contained in the organiza-
tional processes 

Are the activities of process and 
product quality assurance record-
ed in enough detail to know the 
status of quality results? 

CMMI: Product and processes quality 
assurance 
Moprosoft: Specific project management 
ISO15504: Quality software assurance 
SCRUM: Sprint retrospective 

Low quality personnel Are the abilities and knowledge 
available identified? 

CMMI: Project planning 
Moprosoft: Process management 
ISO15504: Project planning 
SCRUM:Sprint planning meeting 

3.2 Selection Method 

The method to select process patterns guides and supports SMEs in the identification 
of an adequate process pattern according to their actual problems throughout three 
steps as follows: 

(a) Identify: this step aims to analyze the SME’s actual environment and situation so 
that it can be characterized with the process patterns contexts and problems. This step 
performs two steps:  

1. Collecting information about SME context: this step collects information such as 
number of employes and experience in the use of models, standards or methodol-
ogies. 

2. Collecting information about SME actual problems: this step developing a ques-
tionaire based on formal software engineering practices related to four processes 
focused by SMEs in the implementation of improvements (project planning, 
project monitoring and control, configuration management and product and 
process quality assurance). This way allows organizations to cover the most com-
mon problems they have. Besides, the questions are related to the forces of the 
patterns.  

(b) Select: this step aims to analyze the questionnaire answers and uses the process 
patterns, so that the actual SME problems are detected and prioritized.  

Then, each question, which is related with the forces of the process patterns, has as-
signed a value in the range of 20% to 100% where: 20% means never occurs; 40% 
means rarely occurs, 60% means sometimes occurs; 80% means usually occurs; and 
100% means always occurs.  
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Table 4. Example of complete pattern 

Context: Do not have defined processes  
Pattern: Do not perform a formal risk management 
Related pattern: Do not have experience in the implementation of software process improvements 

Problems Forces Solution 
Not identified risks 
 
 
 
 
 
 
 
Unforeseen errors 
 
 
 
 
 
 
 
 
Bad risk management 
 
 
 

Are the commitment not satisfied or at 
significant risk of not been satisfied 
identified? 
Is the documentation of the risk state 
periodically reviewed? 
If additional information is available. Is 
the risk documentation updated?  
Is the state of risks communicated to 
relevant stakeholders? 
Are the problems obtained through 
processes reviews and performance? 
To determine corrective actions. Are the 
problems analyzed? 
To address identified problems; Are the 
corrective actions documented? 
Are the corrective actions reviewed and 
agreed with relevant stakeholders? 
Are the changes in external and external 
commitments treated? 
Are project risks identified? 
Are project risk documented? 
Is the completeness and correctness of 
documented risks reviewed and agreed 
with relevant stakeholders? 
Are risks reviewed appropriately? 
Is the state of risks communicated to 
relevant stakeholders? 
 
 

CMMI: Project monitoring and control 
Moprosoft: Specific project management 
ISO15504: Project evaluation and control 
SCRUM: Dairy scrum 
 
 
 
 
CMMI: Project monitoring and control 
Moprosoft: Specific project management 
ISO15504: Project evaluation and control 
SCRUM: Dairy scrum 
 
 
 
 
 
CMMI: Project planning 
Moprosoft: Process management 
ISO15504: Project planning 
SCRUM: Planning sprint meeting 
CMMI: Project monitoring and control 
Moprosoft: Specific project management 
ISO15504: Project evaluation and control 
SCRUM: Dairy scrum 

 

After, the total percentage is calculated by adding all forces related with the same 
problem. In this way, it is possible to identify the prioritized problem, so that, an ade-
quate pattern can be selected. The next scale is used: <30%: high, the problem lies in 
the SME representing a big problem; ≥ 30% < 70%: medium, the problem lies mod-
erately in the SME and; ≥ 70%≤ 100%: low, the problem lies in the SME but it does 
not seriously affects it. Finally, the pattern with the lowest percentage is the one that 
best ties with the current situation and problems. 

(c) Guide: this step aims to show the starting point set to guide SMEs to address their 
improvement effort toward the implementation of a software process improvements. 
The guide contains the next information: (1) the information of the process patterns 
regarding the problem; (2) the problems priority according to the analaysis performed 
in the selection phase and (3) the information of the process patterns regarding the list 
of models, standards and agile methodology as well as the processes and the set of 
practices that are recommended to implement to reduce or eliminate the detected 
problems.  
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3.3 Software Tool 

This section shows the web tool developed to use the process patterns and the method 
to select the adequate pattern.  
• Actual organizational context: this module automatize the phase “identify: collect-

ing information about SME context” of the selected method. This module identifies 
the main features of the SME toward the implementation of a software process im-
provement, such as: number of employees, domain sector and its experience using 
any standard, model or agile methodology.  

• Actual organizational situation: this module automatizes the phase “identify: col-
lecting information about SME actual problems” of the selected method. The mod-
ule provides the set of four questionnaires focused on identifying the specific prob-
lems in SME. Then, it automatizes the phase “select”, because the tool analyzes the 
questionnaires answers, so that, an adequate process pattern, which best ties with the 
actual SME environment and situation, is selected. Figure 2 shows the software 
screen tool related to this phase. 

 

Fig. 2. Actual organizational situation screen 

• Guide: this module automatizes the phase “guide” of the selected method. The 
module shows the information regarding the improvement “starting point”, contain-
ing the following information: (a) it provides a list of the detected problems and 
their priority (it uses red, yellow or green colors depending on the impact of the 
problem in the SME); and (b) it includes the models (CMMI or Moprosoft), stan-
dard (ISO 15504) or agile methodology (SCRUM) and the processes to be focused 
on and the set of related best practices that will help the SME to reduce or eliminate 
the identified problems. Figure 3 shows the software screen tool related to this 
phase. 
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Fig. 3. Guide screen 

4 Framework Validation 

To evaluate the framework there were invited a set of professionals who have been 
working in software development SMEs, due to the framework aims to focus on the 
human perspective in the implementation of software process improvements. Then, a 
survey was developed to collect information to know if the information provided by 
using the software was useful for them.  

It is important to highlight that the set of professional includes engineers with dif-
ferent experience in the use of models and standards so that we can evaluate the effi-
ciency of the framework with people in different conditions. 

Next, Table 5 shows the experience of engineers and their SME context and; the 
obtained results regarding the evaluation of the information gotten using the frame-
work through the software tool is showed in Figure 4.   

Table 5.  Engineers experience and SME context  

Engineer 
No. of SME  

Employees 
SPI Experience 

Experience using models, standards or 

methodologies 

1 4 Never Often 

2 5 Seldom Seldom 

3 8 Seldom Seldom 

4 10 Often Often 

5 12 Seldom Seldom 

6 20 Seldom Seldom 

7 15 Often Often 
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Fig. 4. Framework evaluation 

As Figure 4 shows mots of the answers are in the range of total agree and partial 
agree, so that, there can be assumed that the framework has in general good results. 
Then we analyse the comments of the engineering’s, to highlight the best and the worst 
comment which are:  (a) the best comment was that according his experience the 
framework makes easy to identify important information which help him to address the 
improvement effort; (b) the worst comment were related to the questions, because since 
his point of view the question must be lightened for a better understanding.  

5 Conclusions 

Not all organizations obtain the same results when implementing improvements in 
their processes. Two main problems are associated with: 1) models and standards to 
be used as reference and 2) the lack of knowledge of where to start the process im-
provement. These problems are increased in SMEs because the limitations of time, 
budget and human resources they have regarding the implementation of process im-
provements.  

As a solution, this paper presents a framework that is focused on the human per-
spective and aims to guide SMEs in the identification of their actual situation, envi-
ronment and problems, so that, a starting point could be set and an adequate guide can 
be provided.  

In this way, it is possible to provide the knowledge to start an implementation of 
software process improvements based on the identification of SME real problems and 
using those practices that will help them to reduce those identified problems, having 
early results and maximizing the limited resources because the improvement effort 
can be adequately addressed. Since the human perspective to provide support in the 
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identification of real problems and a starting process improvement point is a real chal-
lenge to achieve. 

The framework proposed in this paper offers a complete solution, being its main 
features: (a) Manage the organizational change in the improvement effort: it provides 
a set of practices that should be implemented to improve the processes based on the 
identified problems, helping the SME to address its improvement effort; (b) Do not 
lose focus: it takes into account the current identified problems in the SME to select 
the pattern and set the starting point; (c) Know the culture and focus on identified 
problems: it allows to capture the work culture and actual problems; (d) Motive all 
people involved: it guides the implementation of best practices that can reduce their 
actual problems; (e) Focus the improvement on experience: it provides a starting point 
taking into account their experience in the use of models, standards or agile method-
ologies; and (f) Create learning organization: it provides a starting point according 
the way they work at the level of best practices, which are recognized as building 
blocks of organizational learning and are easily implemented. 

Finally, the results of the case study showed that most of the engineers agree with 
the provided guidance and think the results helps them to know where to start regard-
ing their actual situation, environment and problems at a detail level so that it is pos-
sible to get information of the model, process and practices that should be imple-
mented to reduce the problems. 

As future work, the framework will be updated according to the comments and 
more engineers will be invited to use the tool, so that, the results can help to improve 
the framework and integrated it in a SPI platform which aims to provide a complete 
tool for implementing software process improvements.  
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Abstract. Resource-efficient business processes are a key asset of an
organization in a competitive market environment. Current efforts
address this issue either at the process schema level by specifying an
optimal sequence of process activities or at the process instance level by
optimizing resource utilization within a single running process instance.

In this paper, we present a novel approach for combining activities
across process instances to optimize resource utilization. The proposed
approach comprises the (i) definition of business processes and combin-
able activities, (ii) identification of possible combinations at runtime,
(iii) determination of optimization potential, and (iv) actual combina-
tion of activities across process instances. The approach further sup-
ports partial activity combinations and dynamic resource selection for
combined activities. The applicability of the approach is demonstrated
by a case study.

1 Introduction

Efficient business processes are a key asset for a company’s success and are
addressed by the discipline Business Process Management (BPM), which com-
prises the definition, implementation, control, and improvement of business
processes. In this paper, we present the Combined-Instance Approach, which
improves resource utilization in business processes by combining activities across
running processes instances. It thereby considers different resource types includ-
ing physical, human, and financial resources. Optimization potential is given if
the capacity of a resource is (or can be) higher than required by the actual pro-
cess instance, so that activities from further process instances can be integrated,
thereby saving their setup and/or execution costs. With the proposed approach,
we address the goals of the Industry 4.0 project of the German government,
which emphasizes the demand for adaptable processes and resource efficiency in
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traditional industries. Some preliminary ideas were presented at a workshop on
resource management in service-oriented computing (see [12]).

2 The Combined-Instance Approach

The Combined-Instance Approach combines activities of different process
instances to optimize resource utilization and consists of the following four steps:
(1) definition of business processes with data objects and constraints, (2) identi-
fication of candidates for process instance combinations, (3) determination of an
optimization potential, and (4) actual combination of business process instances.
An overview of the four steps applied to a running example is shown in Fig. 1.
The running example relates to an order execution process of a sand and fer-
tilizer producer in Upper Austria, called S&F company for short. The company
produces and delivers several thousand tons of sand and fertilizer products to
various destinations in Europe, where they are mainly used for cultivating sport
fields, golf courses and for producing other final products in the cement industry.

2.1 Business Processes with Data Objects and Constraints

The first step of the combined-instance approach is to extend the business pro-
cess with additional definitions required for possible instance combinations. The
basis for all process instances is the business process schema (S), which provides
the process specification including data objects and resources. For the combined-
instance approach, S is extended with (i) meta-information specifying possible
resources and their capacities, (ii) type-level constraints defining general restric-
tions that apply to all instances either based on given data or being specified
manually, and (iii) combinable activities (C) comprising a combinable condition
(cc) that defines the required matching of two activity instances for a possible
combination and an optimization function (of) that determines the optimization
potential of a combination. The cc and the of must be specified individually for
every combinable activity and the combinable activity is then marked with a ‘C’
in the process diagram. All constraints must be formally specified (e.g., based on
the Object Constraint Language (OCL)) to support business process execution.

In our running example shown in Fig. 1, S defines an order execution pro-
cess comprising activities for order handling, production, delivery, and invoicing
with corresponding data objects (e.g., order, product, and invoice) and resources
(e.g., production and transportation means). Due to space limitations not all of
them are shown in Fig. 1. S is then extended with (i) meta-information like pos-
sible transportation means and their capacity, (ii) type-level constraints like the
capacity of a resource (based on data) or that a ship can only be used if both
departure and destination point have a harbor and are connected by a river
(manually specified constraint), and (iii) combinable activities. In our example,
the production and delivery activity specify a cc and an of (see Section 2.3 for
of), so these two activities are combinable (C). The cc of the production activ-
ity specifies that two production activities are combinable, if the product types
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Fig. 1. Combined-Instance Approach

are the same (ProductType1 = ProductType2). The cc of the delivery activity
defines that the routes must be overlapping or, more specifically, that it is shorter
to go from the departure point (dep) to one destination (dest) and then to the
other than starting twice from the departure point (min(distance(dep, dest1)
+ distance(dest1, dest2), distance(dep, dest2) + distance(dest2,
dest1)) < distance(dep, dest1) + distance(dep, dest2)).

An instantiation of S is called a business process instance I. During execution
of I, data objects and corresponding constraints defined in S are instantiated
and provide concrete instance-specific data and restrictions. No additional con-
straints are expected on the instance-level, since process execution must be kept
simple for end-users. A running business process instance rI indicates that I is
active and comprises one or more tokens that mark the current position(s) in
the process flow (shown by a black-filled circle in Fig. 1).

In our running example, the order execution process is instantiated three
times (I1, I2, and I3). The first process instance comprises an order of 200 t of
sand that must be sent from Linz to Vienna until 12/31/15. The order of I2 has
the same route but with 120 t of sand that must be delivered until 01/31/16.
Finally, 40 t of sand are ordered in I3 (see step 2) and must be sent to Bratislava
until 01/15/16. All three instances are active, but the current positions differ.

We, thus, have the following special resource-constrained scheduling problem:
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– Activities IiOrderHandling, IiProduction, IiDelivery, IiInvoicing, i = 1, 2, 3
with processing times piActivity, earliest release times eiActivity given by the
tokens, and deadlines diDelivery (only for delivery activities).

– Resources k = 1, ..., n with Rk units of resource k available (capacity), in our
case k = MachineP, Ship400, Ship600, Ship800, T rainWagon, Truck with
RMachineP = unlimited, RShip400 = 400t, RShip600 = 600t, etc.

– Activity x occupies rx,k units of resource k (demand) for k = 1, ..., n during
processing, e.g., if x is I1Delivery then x occupies rx,Ship400 = 200t.

– Precedence constraints m → n only between the activities IiOrderHandling,
IiProduction, IiDelivery, IiInvoicing of the same process instance Ii.
Finally, we require some auxiliary functions that return all rI, the current

token position(s) of rI, the state of C (open, active, or completed), whether C is
still reachable, and the expected costs and execution time of activities.

2.2 Identifying Candidates for Process Instance Combinations

The second step of the combined-instance approach receives the extended busi-
ness process schema S and all running process instances (set of rI). The goal
then is to identify two combinable instances of C that satisfy all constraints and
can be called a candidate pair. The search for candidate pairs is initiated when-
ever a token reaches an instance of C and the triggering activity is compared with
the corresponding activity of every other rI. If the other activity is open and
reachable and all constraints and the cc are satisfiable, then the two instances
of C are a candidate pair. Several candidate pairs may be combined to sets of
higher cardinality. In subsequent research, we intend to also consider future pro-
cess instances, i.e. the current process instance waits for further combination
possibilities for as long as possible while not violating any deadlines or until the
maximum capacity of the resource is reached.

In our running example, the token of I2 reaches the production activity and
triggers a search. A combination with I1Production is not possible, since the
activity already completed. However, I3Production is still open, reachable and all
constraints are satisfiable. The cc is also fulfilled, since the product type (sand)
is the same. Thus, I2Production & I3Production are a candidate pair. In addition,
the token of I1 reaches the delivery activity and triggers a further search. In this
case, I2Delivery and I3Delivery are still open, reachable and all constraints are
satisfiable. The cc of I1Delivery and I2Delivery is obviously fulfilled, since both
activities have the same route. Furthermore, the cc of I1Delivery and I3Delivery

is also satisfied, since the distance from Linz to Vienna to Bratislava (approx.
265 km) is shorter than the distance from Linz to Vienna (approx. 185 km) plus
the distance from Linz to Bratislava (approx. 265 km). Thus, we identify two
candidate pairs I1Delivery & I2Delivery and I1Delivery & I3Delivery which can,
after re-evaluating the cc, be combined to I1Delivery & I2Delivery & I3Delivery.

Whether identified candidate pairs can actually be combined depends, how-
ever, on three further conditions:
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1. if the other (not-triggering) activity ever receives a token (after a preceding
split an alternative path may be taken).

2. if waiting for the other (not-triggering) activity does not violate a deadline.
3. if the combination achieves improvement (optimization potential). This con-

dition is evaluated within the next step.

2.3 Determining the Optimization Potential

The third step of the combined-instance approach receives a set of combinable
candidates. The goal then is to identify possible combinations and whether they
are economically worthwhile by applying the optimization function (of) defined
for every C. The of calculates a value for comparison (e.g., costs, time) with a
predefined optimum (lowest/highest value). In some cases, possible candidates
satisfy the cc, but concrete tasks differ, so that activities cannot be fully com-
bined, e.g., due to routes being overlapping but not identical. To cope with this
issue, the combined-instance approach provides the possibility to split activities
so that part of it can be combined and the remaining part is executed individu-
ally (partial activity combination). The method for splitting activities can also
be applied to optimally use resources with respect to their maximum capacity
(i.e. activities are split to fill resources). If activities are split, the optimization
function has to consider all sub-activities.

So the main goal of the third step is to compare the separate execution of
activities with possible combined executions, in the following called separate and
combined solutions. Considering the separate solution, all activities are defined
by S and receive instance specific data and constraints. The of then calculates a
value for comparison for the separate solution that reflects the main goal of the
optimization, e.g., costs, time, or quality indicators. The calculation is based on
a predefined formula and a list of given values.

Considering combined solutions, it is first necessary to determine all possible
combinations of identified candidates (also taking activity splits into account). If
predefined resources of the separate solution do not fit for a combination, then
either a fitting resource is identified (dynamic resource selection) or the com-
bination is disregarded. The next step is to apply the of and calculate a value
for each combination, thereby using the same value type and calculation process
as defined for the separate solution. The values of the combined solutions are
then compared with that of the separate solution to identify all combined solu-
tions with an optimization potential. The combination with the highest potential
is ranked first; however, if several expected combinations initiated by different
activities are overlapping, then an overall optimal solution must be identified.

In our running example, there is only one resource (MachineP )
with no capacity limitation available for the production activity, which
is taken by separate and combined solutions. To calculate a value for
comparison, we define the formula: productionCosts = productAmount x
costsPerUnit(productAmount) and a list of costs: producing 1 t sand costs
e 3; 20 t sand costs e 2.9 (per t); 200 t sand costs e 2.5 (per t); and 1000 t sand
costs e 2 (per t). So the calculated production costs for I2Production (120 t)
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are e 348 and for I3Production (40 t) e 116 (sum: e 464). Considering possible
combinations, both production activities can fully be combined so that 160 t
of sand can be produced at once. However, the resulting production costs are
again e 464, so no optimization potential is given by combining I2Production &
I3Production.

Considering transportation means, all possible resources are defined in S and
shown in Fig. 1. Not explicitly given are the costs of a resource, but we assume
that Ship400 costs e 10/km, Ship600 e 14/km, Ship800 e 17/km, TrainWagon
e 4.5/km, and Truck e 2/km. The formula is then: transportationCosts =
resourceCosts x distance. So for the separate solution, the optimal means of
transportation for I1Delivery is Ship400 (e 10 x 185 km = e 1850), for I2Delivery

two TrainWagon (2 x e 4.5 x 185 km = e 1665), and for I3Delivery two Truck
(2 x e 2 x 265 km = e 1060) (sum: e 4575). For the combined solution, different
combinations of candidates are possible:

1. I1Delivery & I2Delivery (resource for combination: Ship400, costs of combi-
nation: e 1850, optimization potential: e 1665),

2. I1Delivery & part of I3Delivery (from Linz-Vienna) (resource for combi-
nation: Ship400, costs of combination: e 1850 + e 320 (remaining part of
I3Delivery: two Truck from Vienna-Bratislava, 80 km), optimization poten-
tial: e 740),

3. I2Delivery & part of I3Delivery (from Linz-Vienna) (resource for combi-
nation: Ship400, costs of combination: e 1850 + e 320 (remaining part of
I3Delivery), optimization potential: e 555), and

4. I1Delivery & I2Delivery & part of I3Delivery (from Linz-Vienna) (resource
for combination: Ship400, costs of combination: e 1850 + e 320 (remaining
part of I3Delivery), optimization potential: e 2405).

So compared to the separate solution, all combined solutions provide an opti-
mization potential, but the best solution is the fourth combination (I1Delivery

& I2Delivery & part of I3Delivery) with an optimization potential of e 2405.

2.4 Combining Business Process Instances

The fourth step of the combined-instance approach receives a set of combinable
candidates with optimization potential. The goal then is to actually combine
activities to permit common use of resources. However, combining activities of
different process instances requires a new process element, which we call Com-
bined Activity (X ). The difference between a Combinable Activity (C) and a
Combined Activity (X ) is that C marks potentially combinable activities at the
schema-level, whereas X represents actually combined activities at the instance-
level. Syntactically, X is addressed by several incoming and outgoing flows from
different process instances and receives the data objects and resources of all
participating activities. The semantics is that X consumes a token from every
participating process instance, executes the combined activity using the recom-
mended resource(s) and, finally, produces the same amount of tokens and returns
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them to the process instances. So, X comprises two constructs that can merge
and split tokens from different process instances. For the graphical representa-
tion in the process diagram, we recommend two overlapping activities where the
front activity is marked with a bold ’X’. A similar element with the same seman-
tics is not available in any other business process modeling language (BPMN,
UML, EPC, or YAWL).

For the actual combination, we consider all activities from the set of com-
binable candidates with optimization potential. However, some candidates may
not be reached at all (alternative path is taken) or not reached in time. Thus,
we propose a deferred approach for the actual combination. The activity trig-
gering the search for possible combinations has necessarily been activated by an
incoming token. We then have to wait for further candidates to be activated.
However, the waiting time must be restricted:

– by a predefined amount of time (e.g., 24 h),
– by not explicitly delaying the activity but considering the time before exe-

cution as implicit waiting (e.g., if delivery is planned for next Monday then
the time in between is considered as implicit waiting), or

– by a given deadline of the activity minus the expected processing time.

In addition, it should be checked regularly whether reachable candidates still
exist, since otherwise waiting can be stopped. When a second combinable activity
is reached in time, X is created and replaces the two activities (if necessary an
activity is thereby split). If a further candidate receives a token in time, it is also
integrated in X . When all possible activities are integrated or the waiting time
expired, X is executed and separately written in the log-file of every process
instance (together with further split activities).

In our running example, I1Delivery is first activated by a token and then
waiting for corresponding candidates in other rI. The waiting time is limited by
deadline d1Delivery (12/31/15) minus the expected processing time p1Delivery

(approx. 1 day), so delivery must at latest be started by 12/30/15. We assume
that all other delivery activities receive a token in time. The next delivery activity
being activated is, presumably, I2Delivery. I1Delivery and I2Delivery are fully
combined and replaced by an X . Afterwards, also I3Delivery receives a token.
However, this activity must be split so that part of it (delivery from Linz to
Vienna) can be integrated in X and the remaining part (delivery from Vienna to
Bratislava) is executed individually (i.e. it is inserted as new activity “Delivery2”
after X in process instance I3).

3 Related Work

Related work is provided by different domains. In the mathematical domain,
scheduling problems are investigated and algorithms are provided that calcu-
late the optimal solution. Interesting for our research are dynamic optimization
problems, constrained optimization problems, and resource-constrained schedul-
ing problems [2,5,8,9]. If several objectives must be optimized simultaneously,
then multi-objective optimizations [6] are applied.
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In the business process domain, resource optimization is typically based on
goals, constraints, or performance optimizations (e.g. [10]). However, presented
approaches either focus on the schema level or on single active process instances
sometimes in combination with completed process executions as suggested in [7].

The probably most relevant related research in the business process domain is
provided by Pufahl and Weske in [13–15]. The authors synchronize multiple pro-
cess instances by introducing the concept of batch activities in process modeling
and execution. Commonalities with the combined-instance approach are the com-
bination of activities across different processes instances, the goal to thereby save
setup and execution costs, and the consideration of resources and their capaci-
ties. A difference, however, is the identification of possible instance combinations.
The approach by Pufahl and Weske is data-based (i.e., a data view comprises
relevant attributes for comparison and only instances with identical values are
combinable), whereas the combined-instance approach is constraint-based (i.e.,
constraints specify how data values must correlate for a possible instance combi-
nation). The data-based approach provides better usability, since only relevant
attributes must be selected, but the approach is restricted to equality of data
attributes. The constraint-based approach is more complex but also supports
extensive definitions, thereby enabling the concept of activity splits. Another
difference is the synchronization method. Batch activities are not merged to
retain single instance autonomy and only the execution of activities is delayed.
In contrast, the combined-instance approach provides an actual combination of
activities across process instances and therefore introduces the Combined Activ-
ity element. Advantages of the individual execution are instance autonomy, no
additional process element, and the support of batch regions. The advantage of
the combined-instance approach is the possibility to dynamically select a differ-
ent resource for the combined activity. In addition, a further important benefit of
the combined-instance approach is the consideration of optimization potential.
So, summing up, although both approaches combine activities across different
process instances, there are significant differences regarding the chosen methods.

Another similar approach supporting instance-level adaptation is provided
by Browne et al. in [3]. The authors introduce the concept of activity crediting
to eliminate redundant or overlapping activities at runtime. The paper provides
a notion for partial crediting resembling our concept of activity splits, but the
suggested approach is restricted to single workflow instances.

For further related research in the business process domain, we refer to the
areas of service composition and dynamic resource allocation (e.g. [1]).

Finally, applications and methods have been developed that optimize
resource utilization in specific domains like logistics or production (e.g., dynamic
logistics process management problems [4,17]). However, our goal is to address
resource optimization on a higher level of abstraction, i.e. business processes, so
that resources from different domains can be considered within the same business
process (e.g., optimization of production and transportation means).
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4 Discussion and Case Study

In this section, we provide a detailed discussion of possible resource optimizations
and validate the approach by a more comprehensive case study. First of all, we
identify all resources with optimization potential. A classification of business
resources is given in [16] and consists of the following seven groups:

– Physical Resources like machinery, equipment, raw material, or land.
– Financial Resources like internal/external funds or financial instruments.
– Legal Resources like patents, licenses, copyrights, or trademarks.
– Relational Resources including relationships within the company or

towards suppliers/customers/competitors/external parties.
– Human Resources including their experience, education, and networks.
– Organizational Resources like routines, processes, and reputation.
– Informational Resources including information about the industry, cus-

tomers, suppliers, internal processes, and products.

Obviously only the utilization of scarce resource types can be optimized by
activity combination. If a resource type is not scarce, it means that the full
amount remains available while using any amount of it. For example, combining
activities that both use the same patent does not improve the utilization of the
patent. So no optimization potential is given for legal, relational, organizational,
and informational resources. The remaining resource groups (physical, financial,
and human) provide the possibility for resource optimization for most types, e.g.,
an exception is the education of an employee which is not scarce. Nevertheless,
these three resource groups are interesting for our approach and are considered
in the following examples:

1. A company produces twelve types of ice-cream cones which are all baked
with a distinct batter composition by one machine using different plates.
Changing production to another type requires cleaning the machine, chang-
ing the plates, and mixing the required batter. Thus, combining orders with
same ice-cream cone types improves the workload of the machine (physical
resources) and saves cleaning and cooking time (human resources).
cc: same ice-cream cone type

2. Every employee requiring office supplies forwards the demand to the admin-
istration which places the orders. A combination of (not urgent) order activ-
ities saves working time (human resources) and may provide the opportunity
for a quantity discount (financial resources). cc: same office supplies

3. Starting a new project in a company frequently requires that project mem-
bers install new software. In some cases the activity “Install Software” can
be combined so that instead of forcing every project member to install the
software locally, the software is once installed on a server and provided as
virtual application. This saves all types of resources: working time of the
project members (human resources), disk space on local computers (physi-
cal resources), and sometimes license fees (financial resources).
cc: same software (available as virtual application)
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The examples presented above show that human resources are often opti-
mized by saving working time whereas financial resources are addressed by sav-
ing money. Only physical resources have a greater variation and reach from
raw material to production means to disk space. Nevertheless, also physical and
human resource optimizations finally result in a financial benefit. The financial
benefit of activity combination can emerge from saving setup and/or execution
costs, e.g. combining orders in the ice-cream cones example saves setup costs,
whereas execution costs are saved by combining transportation in the running
example in Section 2.

In addition, we used the combined-instance approach in an actual business
environment to evaluate the practical utility of the suggested concepts. We there-
fore considered the support process of a hardware manufacturer, software devel-
oper and system solution provider for building security, service billing, alerting,
multimedia and IT services in health care. The business process schema of the
support process is shown in Fig. 2. An instance of the support process is created
whenever the company receives a support request of a customer. A service ticket
is then opened and the actual problem is analyzed. If the problem is already
solved, the service ticket is closed. However, if the problem is not solved, then
the ticket is forwarded to a technician who decides whether it is a software
or hardware problem. If it is a hardware problem, then a replacement device
is ordered or created and the firmware is installed. Afterwards, the replacement
unit is delivered to the customer. However, if it is a software problem, then a soft-
ware ticket is created followed by an error analysis and correction in the software
component. After correcting the error, it is checked whether remote maintenance
is possible. If this is the case, then the software is updated remotely, otherwise
a technician visits the customer to update the firmware on-site.

The support process is instantiated several thousand times a year mak-
ing activity combination and resource optimization an interesting improvement
opportunity. In sum, we identified the following combinable activities:

– Order or Create Replacement Device: Replacement devices are, e.g., Media-
Boxes, PT-Terminals, or Multimedia Telephones. Optimization potential is
given by combining orders to external companies (lower delivery costs, quan-
tity discount) and by combining internal production orders (saving working
time and setup time of production means). cc: same external company (for
external orders); same product (for internal orders)

– Deliver Replacement Device to Customer: Optimization potential is given by
combining different deliveries to the same customer. cc: same customer

– Error Analysis and Correction in Software Component: Optimization poten-
tial is given by combing analysis and correction with other errors in the
same software component. Similar errors can be assigned to the same soft-
ware developer reducing familiarization effort and time for quality control.
cc: same software component

– Plan Visit at Customer: Optimization potential is given by combining visits
of nearby customers (similar to our running example in Section 2), thereby
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saving traveling time of the technician and transportation resources. cc: see
cc of delivery activity in Section 2

– Update Firmware at Customer: Optimization potential is given by combining
firmware updates (also of other products), e.g., updates to correct errors with
planned updates comprising new features. cc: same customer
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Fig. 2. Case Study: Support Process

5 Conclusion

In this paper, we suggest a novel approach for resource optimization. The key
idea of the proposed Combined-Instance Approach is to combine corresponding
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activities of different process instances and to thereby improve resource utiliza-
tion (e.g., by combining delivery activities of different orders). The approach
consists of four steps and various concepts to increase resource efficiency, e.g.,
calculation of optimization potential, dynamic resource allocation for combined
activities, and activity splitting to partly combine activities. The applicability of
the combined-instance approach was demonstrated by applying it to a running
example and by using it within a case study. We further expect that using this
approach provides a financial benefit for many companies.

Our future goals are to formally define activity splits, to provide exception
handling for combined activities, and to combine similar activities derived from
different process schemas (e.g., based on the identification of similarities [11]).
We will further extend the case study by considering other processes of the
company as, e.g., an order execution process.
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Abstract. The growing adoption of ISO/IEC 20000-1 raises the need for the IT 
service management community that has been applying the IT Infrastructure 
Library best practices for many years to position their organizations against the 
requirements of this standard. We have designed an ITIL-based maturity model 
that guides organizations on their way to an ISO/IEC 20000-1 certification 
while enabling them to understand their readiness to ISO/IEC 20000 certifica-
tion. The model has been designed applying an extended transformation process 
for maturity and process assessment models design and engineering. It is com-
pliant with the ISO/IEC 33000 series that defines the requirements for maturity 
model and is based on the TIPA for ITIL process model. The paper presents a 
detailed view on the maturity model and discusses its adequacy for evaluating 
the ISO/IEC 20000 certification readiness. 
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1 Introduction 

There are lots of discussions within the IT Service Management (ITSM) community 
about the best path for implementing and improving ITSM processes [1,2,3] . This 
shows that no existing ITSM maturity model is globally accepted as the reference. 
Few of the existing maturity models are consistent with the IT Infrastructure Library 
(ITIL) [4], the most popular best practices set for managing IT services. Moreover no 
maturity model enables to determine the level of readiness of the organizations in 
regard to a potential ISO/IEC 20000 [5] certification. As the adoption of this ISO 
standard is growing everyday [6], the organizations’ needs for positioning against this 
standard become increasingly critical. 

More and more organizations engaged in an ITIL process improvement approach 
using Tudor’s IT Process Assessment (TIPA) framework [7], came and asked the 
same following question: “what capability level should my ITIL processes reach to 
meet ISO/IEC 20000-1 requirements?” 

As an answer to the above question we have developed an ITIL-based maturity 
model targeting compliance to the ISO/IEC 20000-1:2011. This ITIL-based maturity 
model has the specific feature to be compliant with the ISO/IEC 33000 requirements 
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[8] for process reference, assessment and maturity models (formerly ISO/IEC 15504), 
and results from the application of our transformation process [9,10,11], which has 
been extended for supporting the design of organizational maturity models [12].  

Besides describing the resulting ITIL-based maturity model in section 4, this paper 
makes clear the concepts surrounding the maturity matter (section 2) and presents 
related work (section 3) before discussing the limits of the maturity model (section 4) 
and concluding with the possible ways to improve it.  

2 Terminology 

In the context of capability and maturity models, the terminology is not very precise 
and there is confusion between process capability, process maturity and organization-
al maturity model. There is indeed a commonly accepted way of mentioning maturity 
models in the Software engineering field [13,14], mainly inherited from Capability 
Maturity Model Integrated (CMMI) product suite with the set phrase: Capability Ma-
turity Model. CMMI [15,16] defines a Capability Maturity Model as: “A model that 
contains the essential elements of effective processes for one or more areas of interest 
and describes an evolutionary improvement path from ad hoc, immature processes to 
disciplined, mature processes with improved quality and effectiveness.” It defines a 
capability level as the “Achievement of process improvement within an individual 
process area.” and a maturity level as “Degree of process improvement across a pre-
defined set of process areas in which all goals in the set are attained.”  

CMMI provides two approaches for improvement: a continuous representation and 
a staged representation. A continuous representation is “A capability maturity model 
structure wherein capability levels provide a recommended order for approaching 
process improvement within each specified process area.” And a staged representa-
tion is “A model structure wherein attaining the goals of a set of process areas estab-
lishes a maturity level; each level builds a foundation for subsequent levels.” 

As this paper relates a maturity model based on the ISO/IEC 33000 series require-
ments, the terminology used is based on the process reference, process assessment 
and maturity models definition of ISO/IEC 33001 [17].  

In ISO/IEC 33001, a process reference model is a: “model comprising definitions 
of processes in a domain of application described in terms of process purpose and 
outcomes, together with an architecture describing the relationships between the 
processes” while a process assessment model is a: “model suitable for the purpose of 
assessing a specified process quality characteristic, based on one or more process 
reference models”. As well a maturity model is a: “model, derived from one or more 
specified process assessment model(s), that identifies the process sets associated with 
the levels in a specified scale of organizational process maturity”. Organizational 
process maturity is “the extent to which an organizational unit consistently imple-
ments processes within a defined scope that contributes to the achievement of its 
business needs (current or projected)”.  

The capability of a process is a property of a process and is considered in ISO/IEC 
33000 series as a process quality characteristic which is defined as a: “measurable 
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aspect of process quality”. The process quality characteristics considered in our ma-
turity model is the process capability. 

3 Related Work 

Many maturity models have been developed in the IT domain. The CMMI [15] and 
the ISO/IEC 15504 standard series for Process Assessment contributed to their 
spreading, particularly for Software Engineering in the 1990’s and more widely for IT 
purposes in the 2000’s. We can particularly mention the capability maturity models 
for IT service management purposes such as: IT Service Capability Maturity Model 
(ITSCMM) [19], Capability Maturity Model Integration for Services (CMMI-SVC) 
[16], Maturity Model for Implementing ITIL v3 [20,21]. 

Next to the ITSM maturity models, there are also a number of ITSM process mod-
els that are compliant to ISO/IEC 33000 such as: a Process Reference Model 
(ISO/IEC 20000-4) [22] and a Process Assessment Model (ISO/IEC 15504-8) [23] for 
IT Service Management, and the COBIT 5 Process Assessment Model [24]. These are 
not maturity models, but given the ISO/IEC 33001 definition of a maturity model, 
they can be considered as possible artifacts to build an ITSM maturity model. 

Despite this wide range of models, only few of them can claim to be consistent 
with the ITIL framework and none enables to determine the organization’s readiness 
for an ISO/IEC 20000 certification.  

The technical report ISO/IEC TR 20000-5 [25] brings some contributions for this 
purpose as it is an exemplar implementation plan providing guidance on how to im-
plement a Service Management System (SMS) to fulfil the requirements of ISO/IEC 
20000-1:2011. However, this standard only covers process implementation, and even 
though it advocates the need for a gap analysis prior to plan process implementation, 
the standard does not provide any guidance on the way to proceed. The existing PAM 
from ISO/IEC 15504-8 [23] brings its own contribution, but it focuses on processes 
and does not provide an organizational maturity standpoint. Moreover both ISO/IEC 
TR 20000-5 and ISO/IEC 15504-8 only cover the ISO/IEC 20000-1 requirements and 
do not embrace all the processes from the ITIL 2011 framework. Last, ISO/IEC TR 
20000-11 (still under development) [26] is the only document providing guidance on 
the relationship between ISO/IEC 20000–1:2011 and the ITIL framework. This  
technical report proposes a high-level correlation of ITIL to ISO/IEC 20000-1 clauses 
but does not recommend any implementation path nor propose a readiness assessment 
approach with a maturity scale to pave the way for certification. 

4 The ITIL-Based Maturity Model for ISO/IEC 20000 

It is commonly accepted that implementing ITIL within an organization is not easy 
[1], mainly because ITIL dictates “what” organizations should ideally do but not 
much on “how” they should do it. The use of an ITSM maturity model is often  
considered as (part of) the solution to determine the “how” but it is a misunderstand-
ing of the maturity model concept as a maturity model only describes stable states 
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(i.e. maturity levels) that an organization should achieve during its process implemen-
tation/improvement journey (see section 2). However the way to achieve these “ma-
turity states” can be quite different from one organization to another.  

Maturity models are powerful tools for organizations that want to demonstrate their 
excellence through a staged approach of (third-party) assessments. They can also be 
used to target the scope of these assessments and so define a structure for improve-
ment initiatives as they are supposed to provide consistent sets of processes for each 
level of maturity. The maturity model described in this paper should be considered in 
that perspective. It shows how an organization can evolve from reactive (level 1) to 
managed (level 2), and integrated (level 3) where it covers most of the ISO/IEC 
20000-1 requirements, including the ones covering the management system. The  
organization can even go further to level 4 (governed), and ultimately to level 5  
(optimizing). The 36 processes coming from selected PAMs are spread over those 5 
maturity levels such as illustrated in Fig. 1. An organization that does not demonstrate 
effective implementation of the processes that are fundamental for providing IT ser-
vices (i.e. the process set from maturity level 1) does not reach level one and is | 
defined as immature. 

 

Fig. 1. Overview of the ITIL-based Maturity Model for ISO/IEC 20000 

Each maturity level is described (sections 4.2 to 4.6) with its name, a general defi-
nition, the rule defining how to achieve it and the set of processes it contains.  
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4.1 Main Design Choices  

The design of this maturity model has required making choices that were extensively 
described in [12]. Some of these design choices need however to be reminded.  

The first one relates to the Process Assessment Models used as reference. Our ma-
turity model is based on two existing PAMs: 

 the TIPA PAM for ITIL which contains 26 ITSM processes and addresses the 
best practices described in ITIL 2011 [4]; 

 the draft ISO/IEC 33070-4 PAM for Information security management [27], 
which among others, embeds 12 processes covering the practices common to all 
management systems. 

The second design choice was the structure of the maturity scale which de facto re-
flects a certain service delivery strategy for the target organization with states pro-
gressing from reactive (level 1) to optimizing (level 5).  

The third design choice, related to the previous one, was to allocate processes to 
maturity levels to form consistent sets of processes based on their purpose and on the 
objective set for each maturity level (rather than allocate the processes to a maturity 
level based on their contribution for achieving a process capability level like in 
ISO/IEC 15504-7).  

The fourth design choice was to reuse the rules for deriving maturity levels from 
process capability levels as defined in the ISO/IEC 15504-7 standard [18].  

And the last choice was to tag all the processes from both PAMs that are not re-
quired to comply with the requirements of ISO/IEC 20000-1 as optional. 

These design choices, among other things, are challenged in the discussion part of 
this paper. 

4.2 Maturity Level 1: Reactive 

Definition: The reactive organization is capable of operating and supporting identified 
and agreed IT services. The organization demonstrates achievement of the purpose of 
the processes that are fundamental for providing IT services, according to business 
expectations. 

 
Rule to reach this level: To achieve Maturity Level 1, all processes assigned to lev-

el 1 shall achieve process capability level 1 or higher. 

Table 1. Basic process set for Maturity Level 1 

PAM ID Process Name Comment 

TIPA SCM Service catalogue management   

TIPA SLM Service level management   

TIPA EVTM Event management optional 

TIPA INCM Incident management   

TIPA REQF Request fulfilment   
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4.3 Maturity Level 2: Managed 

Definition: The managed organization is capable of proactively operating and sup-
porting existing, new, or changed IT services. The organization demonstrates man-
agement of the resources and processes for providing and supporting existing, new, or 
changed IT services, according to business expectations.   

 
Rule to reach this level: To achieve Maturity Level 2, all processes assigned to le-

vels 1 and 2 shall achieve process capability level 2 or higher. 

Table 2. Extended process set for Maturity Level 2 

PAM ID Process Name Comment 

ISO COM.01 Communication management   

ISO COM.02 Documentation management   

ISO COM.03 Human resources management   

TIPA AM Availability management   

TIPA CAPM Capacity management   

TIPA SUPM Supplier management   

TIPA ACCM Access management optional 

TIPA CHGM Change management   

TIPA SACM Service asset and configuration management   

TIPA RDM Release and deployment management   

TIPA PRBM Problem management   

TIPA ISM Information security management   

4.4 Maturity Level 3: Integrated 

Definition: The organization is capable of providing consistent design, transition and 
operation of existing, new, or changed services with integrated processes. The organi-
zation demonstrates effective definition and deployment of the IT service manage-
ment processes that are integrated in a controlled management system. 

 
Rule to reach this level: To achieve Maturity Level 3, all processes assigned to le-

vels 1, 2 and 3 shall achieve process capability level 3 or higher. 

Table 3. Extended process set for Maturity Level 3 

PAM ID Process Name Comment 

ISO COM.05 Internal audit   

ISO COM.06 Management review   

ISO COM.07 Non-conformity management   

ISO COM.08 Operational planning   
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Table 3. (Continued) 
 

ISO COM.09 Operational implementation and control   

TIPA SDC Service design coordination   

TIPA TPS Transition planning and support   

TIPA ITSFM IT service financial management   

ISO TOP.1 Organizational leadership   

TIPA SVT Service validation and testing   

ISO COM.11  Risk and opportunity management   

TIPA CHGE Change evaluation optional 

TIPA ITSCM IT service continuity management   

ISO COM.04 Improvement   

4.5 Maturity Level 4: Governed 

Definition: The organization understands current and future market expectations and can 
guarantee its ability to meet them. The organization demonstrates objective control of its 
fundamental processes. The organization's strategy is translated in a portfolio of services 
that governs the performance and management of the processes and management system. 
It operates an effective influence on market demand accordingly. 

 
Rule to reach this level: To achieve Maturity Level 4, all processes assigned to le-

vels 1, 2, 3, and 4 shall achieve process capability level 3 or higher. One or more 
processes in the basic process set shall achieve process capability level 4 or higher. 

Table 4. Extended process set for Maturity Level 4 

PAM ID Process Name Comment 

TIPA DEMM Demand management optional 

TIPA BRM Business relationship management   

ISO COM.10 Performance evaluation   

TIPA KM Knowledge management optional 

TIPA SPM Service portfolio management   

TIPA ITSSM IT service strategy management optional 

4.6 Maturity Level 5: Optimizing 

Definition: The organization is continually improving its services according to its 
strategy. The organization demonstrates the ability to optimize its processes and its IT 
services. 
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Rule to reach this level: To achieve Maturity Level 5, all processes shall achieve 
process capability level 3 or higher. One or more of the processes in the basic process 
set shall achieve process capability level 5.  

Table 5. Extended process set for Maturity Level 5 

PAM ID Process Name Comment 

TIPA SSI Seven-step improvement   

5 Discussions 

5.1 Appropriate PAMs as Input? 

The original motivation for developing this maturity model was to be able to deter-
mine the readiness towards an ISO/IEC 20000-1 certification of organizations imple-
menting ITIL and using TIPA for ITIL to measure their process capability. The use of 
the TIPA for ITIL PAM is thus obvious and cannot seriously be contested. However 
ISO/IEC 20000-1 contains a significant number of requirements that are not included 
in ITIL and so in the TIPA for ITIL PAM. These requirements target mainly the im-
plementation of the management system (MS), for which ISO now requires a com-
mon structure in all Management System Standards (MSS) as stated in the Annex SL 
of the ISO directives [28]. 

Management system processes are defined in ISO/IEC 15504-8 but are not aligned 
with those from the Annex SL. So we took the option to use the most advanced PAM 
(still in draft) aligned with the requirements of the ISO Annex SL [28]: the informa-
tion security management PAM for ISO/IEC 270001:2013 (ISO/IEC PDTS2 33070-
4) [27] to cover this part of the standard. 

The generic descriptions of the MS processes in this PAM make possible to use 
these process descriptions for building a maturity model targeting IT service man-
agement field. But on the down side, this genericity feature also means that the MS 
process descriptions does not embrace the specificities inherent to each domain, re-
duce the consistency with each individual MSS and finally reduce the ease of use of 
both the PAM and our ITSM maturity model. 

Since our objective is to measure the coverage of ISO/IEC 20000-1 requirements 
based on a TIPA assessment, we are reconsidering the choice of ISO/IEC PDTS2 
33070-4 as complement to TIPA for ITIL PAM since the ISO/IEC 27001 PAM does 
not take sufficiently account of the specificities of the ITSM domain. We are current-
ly investigating the possibility to use an in-house PAM for the management system 
processes that will be fully aligned with the content of ISO/IEC 20000-1.  

5.2 Structure of the Maturity Model 

As explained in section 4, this maturity model enables to characterize an ITSM organiza-
tion as reactive (level 1) up to optimizing (level 5). At maturity level 3 (integrated),  
the organization demonstrates effective definition and deployment of the IT service  
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management processes that are integrated in a controlled management system. However, 
we can see that some processes have been allocated to the Maturity level 4 and 5 process 
sets. This situation can be considered as an inconsistency. It results from a combination 
of two factors: first, the structure of the maturity scale has been mainly influenced by its 
meaningfulness for the users (i.e. the ITSM community); and second, having all 
processes distributed over 3 process sets only did not seem appropriate, meeting all the 
standards requirements being such a challenge. 

Most maturity models use a 5-levels scale. Some processes do by nature reflect the 
purpose of maturity levels 4 and 5 and so were allocated to these levels even though 
related to lower levels if only based on the ISO/IEC 20000-1 requirements. 

We are well aware that the context of each organization is unique and there are no 
“silver bullets” for taking the ITIL implementation challenge up. But we are con-
vinced that defining five (or less) stable states that ITSM organizations can consider 
as milestones will bring added value to the ITSM community. The feedback from this 
community collected during the validation phase (just started) will be analyzed care-
fully and our maturity model improved accordingly. 

5.3 Coverage of ISO/IEC 20000-1 Requirements 

Despite the combination of both PAMs mentioned above to cover the content of 
ISO/IEC 20000-1, some 22 elementary requirements of this standard are not directly 
covered by any process of these two PAMs (through their base or generic practices). 
It means that even if you successfully assess all non-optional processes, you still must 
take care of 22 additional requirements.  Most of these 22 requirements are about 
core ITSM processes such as Change Management, Release and Deployment Man-
agement and Configuration Management. Although these processes are included in 
the TIPA for ITIL PAM, the missing ISO/IEC 20000-1 requirements are not consi-
dered as key assessment indicators. This issue can be easily addressed by adapting the 
TIPA questionnaires of the concerned processes. 

In contrast, an inherent limit of the maturity model (because compliant to ISO/IEC 
33000) is that the granularity level is the process. It means that any process that is 
targeted by just a few (or even one) requirement(s) of ISO/IEC 20000-1 has to be 
fully performed to make visible the fulfillment of these requirements in the process 
profile and maturity profile resulting from an assessment. 

5.4 Rules for Deriving the Maturity Levels 

As mentioned in section 4, we have reused the rules for deriving maturity levels from 
process capability levels as defined in the ISO/IEC 15504-7 standard. Up to maturity 
level 3, these rules impose that all the processes from all current and previous maturi-
ty levels achieve the same capability level than the current maturity level (e.g. achieve 
process capability level 2 to reach maturity level 2). This can make sense in a maturi-
ty model where the maturity levels reflect the process capability. But the situation is 
different in our maturity model, as maturity levels are more related to the contribution 
of a set of processes to a target business objective for the organization. Similarly to 
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some processes that only contribute to a few ISO/IEC 20000-1 requirements, the 
achievement of capability levels 2 and 3 are much more constraining that the ISO/IEC 
20000-1 requirements.  

Moreover, maturity levels 4 and 5 can currently be reached provided any process 
from the basic process set is achieving the same capability levels. Maybe should these 
specific processes be clearly identified (even if subject to contextualization). 

In order to better align our maturity model to the ISO/IEC 20000-1 requirements, 
we are considering adapting the rules for deriving the maturity levels. 

6 Conclusion 

The Maturity Model for ISO/IEC 20000-1 based on the TIPA for ITIL Process Capa-
bility Assessment Model proposes a staged approach to support organizations that 
want to evolve following a structured path with defined states of organizational ma-
turity. This maturity model offers several consistent sets of processes reflecting the 
growing ability of organizations to reach specific objectives. It shows how an organi-
zation can evolve from reactive (level 1) to managed (level 2), and integrated (level 
3) where it covers most the ISO/IEC 20000-1 requirements, including the ones cover-
ing the management system. The organization can even go further to level 4 (go-
verned), and ultimately to level 5 (optimizing). The maturity model is currently under 
review by the community of interest and while the first comments seem positive we 
will wait for more feedback before drawing final conclusions as some potential issues 
were pointed while writing this paper.   

Though maturity models are powerful tools for organizations that want to demon-
strate their excellence through a staged approach, they do not seem to be the best 
means to demonstrate an organization’s readiness towards a requirements’ standard 
such as ISO/IEC 20000-1 due to the difference of granularity that both approaches are 
offering. This difference in granularity is triggering an over investment to implement 
full processes to have them visible on the maturity profile whereas they are sometimes 
only targeted by a couple of requirements only.  This makes to draw the exact profile 
of an organization satisfying all the standards requirements.  

Future works will analyze market feedback to improve the maturity model, while 
exploring alternatives to answer the original question, including using target profiles 
defined in ISO/IEC 15504-9 to help organizations using TIPA for ITIL measure their 
readiness to meet ISO/IEC 20000-1 requirements.   
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Abstract. The target of this research is to develop an automatic and quantitative me-
thodology and tool combination using text analyses, data mining and machine learn-
ing for the analyses of process oriented international quality approaches and docu-
mented quality systems of organizations in the field of software development. Such 
comparisons require at the moment lots of engineering work by experts thus result-
ing in inefficient human resource utilization. Our long-term goal is to have a tool 
that enables the auditors and other stakeholders in a software organization to per-
form quantitative and automatic pre-assessment about the conformance of the organ-
izations’ documented quality systems compared to international quality ap-
proach(es) with efficient human resource utilization. This article is presenting the re-
sults of searching for the optimal methodology via comparing CMMI-DEV 1.3 and 
HiS Scope of Automotive Spice 2.5 standards and creating similarity maps. 

Keywords: Multimodel · Process oriented quality improvement · Text  
analyses · Data mining · Machine learning · CMMI-DEV · Automotive spice · 
Quantitative comparison · Automatic comparison · Similarity map 

1 Introduction and Target Definition 

Organizations developing software are frequently facing the challenge of having to 
implement or adapt their development process to be in conformance with several 
international process oriented standards, reference models and other process oriented 
approaches due to different requirements formulated by customers or other stakehold-
ers (‘multimodel’ environment) [8,9,10], [12].  

There are many different international standards, reference models and other  
process oriented approaches like CMMI-DEV 1 , ASPICE 2 , ISO/IEC 15504 3 ,  

                                                           
1  Capability Maturity Model® Integration for Development, Version 1.3, further referred 

only as CMMI-DEV. 
2  Automotive Software Process Improvement and Capability Determination, Process Assess-

ment Model, Version 2.5 (10.05.2010), further referred only as ASPICE. 
3  Set of technical standards in information technology related to process assessment issued by 

International Organization for Standardization (ISO) and International Electrotechnical 
Commission (IEC). 
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ITIL4, Cobit5, SoX6 existing. From now on all of these international standards, refer-
ence models or other process oriented approaches will be generally referred only with 
the term ‘international quality approach’.  

Textual data is roughly 80% of all potentially useful data of businesses [3], thus it 
is a key factor of successful business operation to analyze this large information quan-
tity. Text analyses, data mining combined with machine learning provides the possi-
bility to eliminate or at least significantly reduce the need of expert human resources 
for manual analyses of textual information [1,2,3].  

Based on literature research [6,7], [10,11,12], [19,20] and having own experience 
in the field7, one can notice that in spite of having a huge variety of text analyses, data 
mining and machine learning methods and techniques available, they have not been 
applied to perform quantitative, automatic content level analyses in the field of 
process oriented approaches.  

Considering the previously described problem, the final target of our PhD re-
search is to develop a methodology and tool combination that enables auditors and 
other stakeholders to perform automatic and quantitative analyses of international 
quality approaches and documented quality systems based on text analyses, data 
mining and machine learning methods and techniques. Likewise, finally to create a 
tool for automatic and quantitative pre-assessment about the conformance level  
of the organizations’ documented quality system compared to international quality 
approaches.  

As the first step of this research activity, described in the present article, we have 
investigated the application of text analyses, data mining and machine learning me-
thodologies for the quantitative analyses and comparison of international quality  
approaches. An efficient combination of text analyses and data mining methodol-
ogies – i.e. a new methodology - was developed in order to quantitatively and 
automatically identify similarities between international quality approaches.  

To perform our first comparisons, which is described in this article, we have cho-
sen the CMMI-DEV and HIS scope 8of ASPICE at process capability level 1. The 
bases of our decision was that the amount of embedded software in automotive appli-
cation is continuously growing, and therefore numerous comparisons are available 
performed in the past by experts manually. These comparisons (e.g. the study by 
VDA-QMC/Verband der Automobilindustrie/ [12]) can be the baseline of measuring 
the efficiency of our new methodology.  

2 State of Art and Related Literature  

Similarities and differences between the various international quality approaches have 
been investigated in several studies and articles. 

                                                           
4  Information Technology Infrastructure Library, Version 3. 
5  Control Objectives for Information and Related Technology, Version 5. 
6  Sarbanes-Oxley Act of 2002. 
7   Authors worked for more than 10 years in software industry and used several standards and 

quality approaches in practice.  
8  HIS scope: subset of 15 processes, called Hersteller Initiative Software (HIS) scope. 
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Manual comparison is the most typical type of comparison being performed either 
at the structural or at the content level of international quality approaches by experts 
of software development. A specific example of this structural comparison is to eva-
luate the correlation between different standard elements via counting cross refer-
ences inside CMMI-DEV [6], or to study the relationship between CMMI-DEV and 
ISO/IEC 15504 maturity levels and processes capability profiles [7].  Some specific 
examples of content level analyses aimed at the comparison of CMMI-DEV to 
ASPICE [10,11,12], [19,20]. Another popular direction of research is to analyze and 
combine the different international standards manually into a ‘metamodel’ [5], [8,9], 
[19]. All of these comparisons result in detailed analyses, but as performed without 
pre-defined algorithms, a significant subjective portion will remain.  This analyses by 
experts is also very expensive as requires many work hours. Further different research 
approach is to use natural language processing [13,14] or some basic text mining  
tools [15]. 

Summarizing the state of the art concerning multimodels and existing similarity 
evaluations, we can conclude that there is no appropriate automatic and quantitative 
algorithm and methodology existing which could be used for the analyses and com-
parison of international quality approaches, nor to create an automatic and quantita-
tive pre-assessment methodology. 

3 Approaches and Techniques  

Text analyses incorporates many different fields of science having the target to turn 
unstructured textual information via predictive pattern recognition into evaluated, 
interpreted structured result [1,2,3,4], [16,18]. Text analyses always starts with Natu-
ral Language Processing (NLP) in order to transform the textual data into a structured 
database. Afterwards the analyses of this already structured database requires the 
usage of data mining or statistical methods and techniques. 

3.1 Natural Language Processing (NLP) 

The first step in text analyses is always the transformation of unstructured text includ-
ing its semantic information and linguistic organization as input into a collection of 
useful terms (terms can be single words, word phrases or their combination). These 
techniques are the field of NLP.  

This document processing using NLP in our research starts with the separation of 
international standards into smaller units according to the processes areas they are 
covering.  The main steps of processing, as we understand them based on multiple 
descriptions [1,2,3,4], [16], and how they were used in this study are indicated in the 
figure below. 
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Fig. 1. Process steps of document processing based on NLP technics 

At the end of natural language processing we create a vector space composed of a 
vectors, where each vector represents one process of CMMI-DEV or ASPICE:  ݆݀ሬሬሬറ ൌ ሾ1݆݂ݐ, … ,  ሿ             (1)݆݂ܶݐ

where ݆݀ሬሬሬറ is the vector of document j, T is the number of terms and tfij is the term i of 
document j [1]. 

To perform all of these natural language processing steps we selected and used the 
text mining module of the SPSS Modeler as it is the only software containing also a 
dictionary for the local Hungarian language which can be useful for the analyses of 
company level documents. 

3.2 Data Mining Combined with Machine Learning 

Machine learning algorithms relieve the burden of manual knowledge acquisition 
[1,2]. The most frequent algorithms use supervised pattern recognition. In supervised 
pattern recognition the aim is to detect general, but high accuracy classification pat-
terns in the training set, that are highly predictable, to correctly classify new, pre-
viously unseen instances of a test set [16]. In our study – as we have chosen to com-
pare CMMI-DEV and ASPICE - the software has to learn which CMMI-DEV process 
areas are describing which software development processes (e.g. project management, 
requirement engineering). Then the software has to be able to decide automatically - 
based on this previous knowledge - which ASPICE process description is most simi-
lar to a defined software development process. The main steps of our data mining 
algorithm are presented in Fig. 2. For all these processing steps the Matlab software 
package was used to support the evaluation process. 
 

INPUT:
Vector space 

generated by NLP 

Define 
weighting 
metrics

Calculate 
new vector 

space

Define 
similarity 
metrics

Calculate 
similarity

OUTPUT: 
Similarity matrix/

Categorized documents

Weighting Similarity calc.

 

Fig. 2. Process steps of data mining in our research 

The first step of data mining in our research is the application of weighting metrics, 
which has the target to differentiate between the terms in a way that the best terms for 
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document ci are the ones which are distributed most differently in the sets of positive 
examples of ci compared to the sets of negative examples of ci.  

Seven different weighting techniques were selected based on our previous research 
/ investigation about their efficiency [1], [4], [18], [21] and they are summarized in 
Table 1. 

Table 1. Weighting methods used during our research9 

 

Table 2. Similarity and distance metrics applied in our research study10 

 
 
When the weighted vector space has been created the similarity evaluation can be 

performed using different similarity metrics between these weighted vectors, which 
are representing the processes of CMMI-DEV and ASPICE. Four similarity metrics 

                                                           
9  Probabilities are interpreted on an event space of documents: e.g. ܲሺݐ௞ഥ , ܿ௜ሻ  indicates the 

probability that, for a random document x term tk does not occur in x and x belongs to cate-
gory ci ; N is the number of documents. 

തܤ ҧ andܣ 10  vectors are the weighted document vectors of process A and process B, Ai   
and Bi denote the number of occurrence of term i in document A and B. 
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were chosen for this purpose after performing a research / analysis about their ex-
pected efficiency [1], [16], [22,23]. These similarity metrics are presented in Table 2. 

4 Results 

In the first part of presenting the results we compare different weighting metrics; in 
the second part we describe the application of different similarity metrics in order to 
optimize our statistical evaluation and in the third part we investigate the usage of 
multiword terms because it is always a major question in NLP to decide between the 
usage of single words or word combinations. 

4.1 Comparing Different Weighting Methods 

In this part of the research single words terms were taken as the output of language 
processing and different weighting calculation methods were applied. Finally the 
document similarity was compared using cosine similarity metric. The results were 
compared to a reference study created by VDA-QMC (Verband der Automobilindu-
strie) [12]. Four document (process) pairs of CMMI-DEV and ASPICE were chosen 
where a high level of similarity is expected based on this study performed by VDA-
QMC.  

 

 

Fig. 3. Cosine similarity results using single words as input and different weighting metrics in a 
comparison to the VDA-QMC [12] result as reference 

It can be seen that the application of IG weighting metric resulted in the best av-
erage performance. The only exception is the comparison of configuration manage-
ment processes of CMMI-DEV and APICE, where the GSS coefficient slightly out-
performed the IG coefficient. 
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4.2 Comparing Different Similarity and Distance Metrics 

In this step the performance of different similarity and distance metrics were eva-
luated. As input single word terms were used in a combination with the best perform-
ing IG weighting metric. Based on the below results (see Fig.4) the best average per-
formance in comparison to the VDA-QMC reference [12] was achieved using the 
cosine similarity. This methodology not only had the best overall average efficiency, 
but for each document pair resulted in a similarity value closest to the reference 
VDA-QMC study [12].     

4.3 Single Words versus Multi Words as Input for Data Mining 

The target with using multi word terms was to check if the efficiency of similarity 
evaluation can be increased in comparison to the used single word terms. Similarity 
numbers calculated using IG weighing metric and cosine similarity in a combination 
with multiword terms are presented in Fig.4. It is clearly visible, that the similarity 
numbers have reduced significantly. It also fits to some of the previous experiences 
found in the literature [1], [17], that for the text analyses in most applications the sin-
gle word based evaluations have the best performance. 
 

 

Fig. 4. Similarity results using different similarity metrics, IG weighting metric and single word 
terms11 and including the result achieved using multiword terms (‘Cosine+multi w.’).  

                                                           
11  Distance metric results have been transformed into similarity numbers in order to be able to 

compare to the similarity numbers. All in a comparison to the VDA-QMC [12] result as  
reference. 
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4.4 Summary of Results  

The best methodology is clearly the combination of single word terms with IG 
weighting metric and cosine similarity reaching an average efficiency of 78% (100% 
efficiency is assumed for the reference study performed by VDA-QMC [12]).  

Fig. 5 presents the similarity results of using this optimal combination of methods 
in the form of contour line graph. The contour line graph highlights the isolines (con-
stant similarity values) and similarity numbers. High level of similarity (>50%) has 
been calculated for the case of the following document/process pairs: configuration 
management (SUP8-CM), project management (MAN3-PP,PMC,IPM), quality assur-
ance (SUP1-PPQA), supplier monitoring/management (ACQ4-SAM) and software 
requirements (ENG4-REQM).  

In case of all of these document/process pairs except the last one the study of 
VDA-QMC [12] defines full coverage ‘in all significant aspects’ and for the software 
requirements (ENG4-REQM) VDA-QMC defines coverage for the ‘majority of as-
pects’. Generally we can conclude that our automatically generated similarity maps 
fits at a very high level to this previous VDA-QMC result. 

 

 

Fig. 5. Contour line graph of document cosine similarity at maturity level 1 using single words 
as input, IG weighting metric and cosine similarity metric 
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5 Conclusions and Next Steps 

5.1 Conclusions 

A new methodology based on text analyses and data mining has been successfully 
developed in order to quantitatively and automatically identify similarities be-
tween international quality approaches. 

According to our research the most efficient methodology is the combination of us-
ing single word terms in natural language processing and applying IG weighting 
metric and cosine similarity during the statistical evaluation.  

Using this new methodology a similarity map has been generated between 
CMMI-DEV 1.3 and HiS Scope of Automotive Spice 2.5 international quality ap-
proaches and the results are fitting to the previous study of VDA-QMC [12] with high 
accuracy.  Average efficiency achieved with this newly developed methodology in 
relation to the reference study of VDA-QMC [12] is 78%. 

This already can be a useful tool to find the connected document/process elements 
of different international quality approaches or to identify connected docu-
ments/processes in the documented quality system of an organization in relation to a 
defined international quality approach.   

5.2 Next Steps 

As the next steps of the research further improvement of efficiency is expected via the 
creation of software quality assurance specific dictionary. The target with this dictio-
nary is to apply ‘knowledge based’ term weighting additionally to the existing statis-
tical based weighting metric. 

Afterwards according to our long term target we will create a pre-assessment tool 
to enable auditors, assessors and other stakeholders to perform automatic and quantit-
ative pre-assessment about the conformance level of the organization’s documented 
quality system compared to international quality approaches. This will be done using 
the methodologies described in this article extended with the software quality assur-
ance specific dictionary. 
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Abstract. Since the publication of ISO 21500, companies can be aware of the 
processes that can be applied for effectively managing the projects they carry 
out. However, guidance for assessing and improving these project management 
processes is not provided. The Project Management SPICE (PMSPICE) 
Framework will provide a process assessment and improvement model in the 
project management domain. This paper details how the requirements of ISO 
21500 were transformed to develop the PMSPICE Process Reference Model 
(PRM), which is compliant with the requirements of ISO/IEC 33004. Based 
upon the PMSPICE PRM, a process assessment model will be build. 

Keywords: PMSPICE · Project management · Process reference model · 
ISO/IEC 21500 · Transformation process 

1 Introduction 

In a process-oriented organization it is feasible to organize work in projects and man-
aging them efficiently. This fact provides greater control over both the work done and 
the performance of the employees and, as a result, improves the efficiency of the 
company. The standard ISO 21500 Guidance on project management [1] provides 
“concepts and processes that are considered to form good practice in project man-
agement and can be used by any type of organization… and for any type of project, 
irrespective of complexity, size or duration.” 

The maturity of an organization is associated with its capability to define, imple-
ment and improve in all the processes it uses to perform the work. A process-oriented 
organization can consider different process frameworks. On the one hand, it can im-
plement production processes related to the activity performed in its business area. On 
the other hand, it can also consider specific processes related to the company’s project 
management. 

The international scientific community dedicated to process assessment and im-
provement has focused their research on developing Process Reference Models 
(PRMs) and Process Assessment Models (PAMs) for specific areas, resulting in the 
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appearance of new process models in different domains. This is the case of 
MDevSPICE®, a software process assessment model for Medical Device Software 
Processes which is being developed to meet the specific safety-critical and regulatory 
requirements of the medical device domain [2, 3]. 

Another example is TIPA®, an IT Service Management framework [4] composed 
of a PRM and a PAM for ITIL (Information Technology Infrastructure Library), a 
documented assessment method (including a toolbox for TIPA Guidance), and lately 
a Maturity Model for ISO/IEC 20000-1 based on the TIPA for ITIL Process Capabil-
ity Assessment Model [5] that uses the principles of the ISO/IEC 15504 and 33000 
standard series for IT service management process assessment. 

Related to the information security management domain based on the ISO/IEC 
27001:2005 requirements, in [6] the authors propose a process model to describe 
processes involved in information security management by reusing a previous process 
model derived from the ISO/IEC 20000-1 standard for IT service management. In [7] 
the IT service management requirements of ISO/IEC 20000-1 are integrated in an 
organizational management system. In [8] the authors include information security 
controls in the ISO/IEC 12207 software lifecycle process model. Currently at ISO, 
there is a project in progress for developing a process reference model and a process 
capability process assessment model based on the ISO/IEC 27001:2013. In the field 
of software product management, the authors made in [9] a wide state of the art study 
related to the development of PRMs in the software product engineering domain.  

Other proposals address the development of specific process models. Some exam-
ples of PAMs already published as standards are ISO/IEC 15504-5 [10] for software 
life cycle processes, ISO/IEC 15504-6 [11] for system life cycle processes or ISO/IEC 
TS 15504-8 [12] for IT service management processes. 

Our research is focused on developing the Project Management SPICE Framework 
(PMSPICE) [13]. The PMSPICE Framework will define a PRM, a PAM and an Or-
ganizational Maturity Model (OMM) for project management. The PMSPICE PRM 
should be based on the project management processes described in ISO 21500. The 
PMSPICE PAM should be used to perform ISO/IEC 15504 conformant assessments 
of the project management process capability in accordance with the requirements of 
ISO/IEC 15504-2 [14]. The PMSPICE OMM should be conformant to the require-
ments established in ISO/IEC TR 15504-7 [15] for constructing an Organizational 
Maturity Model. 

With the aim of developing the PRM and the PAM for the PMSPICE framework a 
literature review of the existing process reference and process assessment models that 
have been developed to assess against the ISO/IEC 15504 standard was performed. In 
[16] the authors describe the construction of the core content of a process assessment 
model for management system standards. In [17] the TIPA transformation process for 
building PRMs and PAMs is detailed and an example for transforming ISO/IEC 
20000 requirements into a PRM and a PAM is illustrated. In [18] the authors exam-
ined how to develop a PAM to assess Medical IT networks against 80001-1 by apply-
ing the TIPA transformation process and in [19] an ISO/IEC 15504-2 compliant PRM 
and PAM for assessment against IEC 80001-1 is presented.  In [20] the authors pro-
pose how to improve process models for better ISO/IEC 15504 process assessment 
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and, in [21] they consider the use of both a transformative view and a coordination 
view of a process to support the design and validation of PRM processes based on a 
collection of requirements. The knowledge obtained from these experiences will be 
taken into account for the development of our specific PMSPICE Framework for 
project management. 

This paper describes the application of the TIPA transformation process [17] to the 
ISO 21500 standard in order to obtain the PMSPICE PRM. It is structured as follows. 
Section 2 presents the ISO 21500 standard and outlines the three development stages 
for constructing the PMSPICE Framework. Section 3 considers the ISO requirements 
and the associated constraints for the design of process reference models. Section 4 
details the application of the TIPA transformation process to develop the PMSPICE 
PRM and shows an example of process in the PRM. Finally, Section 5 opens discus-
sion about the results obtained and Section 6 concludes with next steps to be carried 
out in the PMSPICE Framework development. 

2 The Project Management SPICE (PMSPICE) Framework 

ISO 21500 [1] “identifies the recommended project management processes to be used 
during a project as a whole, for individual phases or both.” The processes in ISO 
21500, defined in terms of purpose, description and primary inputs and outputs, are 
interdependent. Although they are presented as separate elements, in practice, they 
overlap and interact in ways that are not detailed in the standard. Moreover, in the 
interest of brevity, it does not indicate the source of all primary inputs or where pri-
mary outputs go. 

The 39 ISO 21500 project management processes may be viewed from two differ-
ent perspectives: as process groups for the management of the project; and as subject 
groups for collecting the processes by subject. The five process groups in ISO 21500 
are: Initiating, Planning, Implementing, Controlling and Closing. The ten subject 
groups in ISO 21500 are: Integration, Stakeholder, Scope, Resource, Time, Cost, 
Risk, Quality, Procurement and Communication. 

The processes described in the ISO 21500 standard have been considered as one of 
the key inputs when developing the PMSPICE Framework. This framework will be 
the result of a construction process divided into three sequential stages: 

• Development of the PMSPICE PRM. It re-structures the descriptions of 
the project management processes in ISO 21500 to be compliant with 
ISO/IEC 15504-2 and be aligned to the standard ISO/IEC TR 24774 Guide-
lines for process description [22]. This standard provides rules for the formu-
lation of process descriptive elements as a means to ensuring consistency in 
standard process reference models. This first stage has been completed and 
this paper presents the transformation process which has been followed to 
develop the PRM and also the resulting PMSPICE PRM. 

• Development of the PMSPICE PAM. It will expand the PMSPICE PRM 
by including a set of performance indicators, base practices, for each process. 
The PAM will also define a second set of indicators of process performance 
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by associating work products with each process in the PRM. This second 
stage will be initiated very soon. 

• Development of the PMSPICE OMM. The model will identify the process 
sets associated with each of the levels in the scale of Organizational Matur-
ity. It will follow the guidelines provided by ISO/IEC TR 15504-7 to per-
form assessments of project management organizational maturity and on the 
application of Organizational Maturity ratings for process improvement and 
capability determination. This last stage will start once the results of the 
other two have been analysed and validated. 

3 ISO Requirements for Process Reference Model Design  
and Associated Constraints 

For the last decade, Process Reference Models have been developed for being used 
for process assessment, therefore based on a Process Assessment Model(s). These 
PRMs were fulfilling requirements of the ISO/IEC 15504-2 standard. This latter de-
fines “the basis for process assessment”. It “sets out the minimum requirements for 
performing an assessment;” it “identifies the measurement framework for process 
capability and the requirements for a) performing an assessment; b) Process Refer-
ence Models; c) Process Assessment Models and d) verifying conformity of assess-
ments”. “An assessment is carried out against a defined assessment input utilizing 
conformant Process Assessment Model(s) related to one or more conformant or com-
pliant Process Reference Models.” 

In the context of this paper, only PRM development is considered. So only the re-
quirements for PRM development are detailed here. ISO/IEC 15504-2 specifies that:  

“A Process Reference Model shall contain: 

a) a declaration of the domain of the Process Reference Model; 
b) a description, meeting the requirements of 6.2.4 [process description] of this 

International Standard, of the processes within the scope of the Process Ref-
erence Model; 

c) a description of the relationship between the Process Reference Model and 
its intended context of use; 

d) a description of the relationship between the processes defined within the 
Process Reference Model.” 

The PRM shall also “document the community of interest of the model and the ac-
tions taken to achieve consensus within that community of interest.” 

About the process description, the processes have to be “described in terms of pur-
pose and outcomes”. The outcomes have to be “necessary and sufficient to achieve 
the purpose of the process”, and “process descriptions shall be such that no aspects of 
the measurement framework … beyond level 1 are contained or implied.” 

An outcome statement describes one of the following: “production of an artefact; a 
significant change of state; meeting of specified constraints, e.g. requirements, goals 
etc.” 
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For the last years, PRMs have been developed according to these requirements, and 
in the same time, the revision of the ISO/IEC 15504 series has been performed. The 
ISO 33000 series on process assessment emerged for replacing the ISO/IEC 15504 
one. The first documents have been published in 2015: ISO/IEC 33001 Concepts and 
terminology, ISO/IEC 33002 Requirements for performing process assessment, 
ISO/IEC 33003 Requirements for measurement framework, ISO/IEC 33004 Re-
quirements for process reference, process assessment and maturity models, and 
ISO/IEC 33020 Process measurement framework for assessment of process capability 
(The ISO/IEC 33014 Guide for process improvement was the first document of the 
series to be published in advance). 

The recently published ISO/IEC 33004 [23] is from now on dedicated to the mod-
elling of PRMs, PAMs and maturity models. The corresponding clause of ISO/IEC 
15504-2 for Process reference models (clause 6.2) is now clause 5 within ISO/IEC 
33004.  

It is important to notice that there were no changes between releases for PRMs de-
velopment. As recommended by Notes within ISO/IEC 33004, the “ISO/IEC TR 
24774 presents guidelines for the elements used most frequently in describing a proc-
ess: the title, purpose statement, outcomes, activities and tasks. The primary purpose 
of ISO/IEC TR 24774 is to encourage uniformity in the description of processes, and 
following these guidelines allows the combination of processes from different process 
reference models.” Furthermore, as defined in ISO/IEC TR 24774, “an outcome is an 
observable result of the successful achievement of the process purpose, and thus it is 
assessable.” 

Finally, after developing a PRM, a statement of conformity has to be formulated in 
order to demonstrate how requirements for modelling a PRM have been met. 

For the PMSPICE PRM development, ISO/IEC 15504-2 (therefore ISO/IEC 
33004) requirements were fulfilled as well as ISO/IEC TR 24774 guidelines were 
considered; it is detailed in section 4 throughout the TIPA transformation process.  

4 Development of the PMSPICE PRM 

This section firstly introduces the transformation process which was followed in order 
to develop the PMSPICE PRM. Then, it details the main results obtained after the 
application of each of the steps it defines to develop a PRM. Finally, the resulting 
PMSPICE PRM is presented. 

4.1 The TIPA Transformation Process 

The TIPA transformation process is a goal oriented requirements engineering tech-
nique which was developed by the Luxembourg Institute of Science and Technology 
to provide clear guidance on how to transform a set of domain requirements into 
PRMs and PAMs which are compliant with the requirements of ISO/IEC 33004 and 
ISO/IEC TR 24774. 
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The TIPA transformation process advocates identifying elementary requirements and 
organising these requirements into requirement trees. These requirement trees are then 
oriented around the business goals to which they are related to form goal trees. More 
details about this transformation process can be found in [17]. 

The TIPA transformation process is composed of nine steps.  Steps 1, 2, 3, 4 and 7 
were selected for the development of the PRM. The remaining steps of the transforma-
tion process are associated with the development of the PAM and will be applied during 
a future stage of this research. These steps are: 

1. Identify elementary requirements in a collection of requirements. 
2. Organise and structure the requirements. 
3. Identify common purposes upon those requirements and organise them to-

wards domain goals. 
4. Identify and factorise outcomes from the common purposes and attach them 

to the related goals. 
5. Group activities together under a practice and attach it to the related out-

comes. 
6. Allocate each practice to a specific capability level. 
7. Phrase outcomes and process purpose. 
8. Phrase the Base Practices attached to the Outcomes. 
9. Determine Work Products among the inputs and outputs of the practices. 

4.2 Application of the TIPA Transformation Process 

Based on the transformation process mentioned above, steps 1, 2, 3, 4 and 7 were 
applied in order to develop the PMSPICE PRM. For most of the processes of this 
PRM, several iterations and interactions between previous steps were required in 
order to refine and check consistency of the PRM elements (semantic and structural 
aspects). 

It is important to mention that PMSPICE PRM developers had made the decision 
to strictly align with the processes described in the ISO 21500 standard, without 
changing any process name neither attempting to grouping several processes nor split-
ting a process into several ones. This is required by the PMSPICE community of in-
terest and ISO 21500 users. This implies that the considered collection of require-
ments for each process corresponds to a unique clause of ISO 21500. The PMSPICE 
PRM development has repeated the TIPA transformation process 39 times. 

With the aim of facilitating the understanding of the work performed, this section 
shows the application of the transformation process steps to one exemplar ISO 21500 
process, the Develop schedule process. This process belongs to the Planning process 
group in the Time subject group. Table 1 shows the description for this process in ISO 
21500. 

Step 1: Identify elementary requirements in a collection of requirements 

The first step consists in identifying all of the requirements under the form of a collec-
tion of elementary requirements. As mentioned before, ISO 21500 provides, for each 



 The Project Management SPICE (PMSPICE) Process Reference Model 199 

process, a process description which details together both the purpose of the process, 
the actions to be taken in order to implement the process and the expected results of 
its implementation. During this first step, each of the sentences describing a process 
was analysed, conveniently separating the clarification of the process purpose from 
the actions to be taken to implement the process. 

Table 1.  Extract of the ISO 21500 Develop schedule process 

The purpose of Develop schedule is to calculate the start and end times of the project activi-
ties and to establish the overall project schedule baseline. 

Activities are scheduled in a logical sequence that identifies durations, milestones and in-
terdependencies to provide a network. 

The activity level provides sufficient resolution for management control throughout the 
project life cycle. The schedule provides a vehicle for evaluating actual progress in time 
against a predefined objective measurement of achievement. 

The schedule is established at the activity level, which provides the basis for assigning re-
sources and developing the time-based budget. Schedule development should continue 
throughout the project as work progresses, as the project plans change, as anticipated risk 
events occur or disappear and as new risks are identified. If necessary, duration and resource 
estimates should be reviewed and revised to develop an approved project schedule that can 
serve as the baseline against which progress may be tracked. 

 
In our case, the “verbs in passive voice statements” (revealing requirements) were 

easily identified and split into elementary requirements. Other sentences with a verb 
in present tense, clearly indicating an action to perform or a condition to be satisfied, 
were also considered elementary requirements. When a sentence was composed of 
two parts separated by the coordination conjunction “and”, it was divided into two 
elementary requirements. If there was an enumeration, each element of the list was 
identified as an elementary requirement. 

For the particular case of the Develop schedule process, nine elementary require-
ments were identified. 

Step 2: Organize, and structure the requirements 

During the second step, the elementary requirements were organized and gathered 
around the objects they are about in order to build a “requirement tree” by applying 
mind mapping techniques. A requirement tree offers a graphical view of the connec-
tions between the components of each elementary requirement. 

Figure 1 shows the requirement tree obtained for the Develop schedule process. 

Step 3: Identify common purposes upon those requirements and organize them 
towards domain goals 

From the requirements tree, some common purposes were identified and the elemen-
tary requirements were organized accordingly, taking the original meaning of the ISO 
21500 process descriptions into account. Furthermore, as this international standard 
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defines the main purpose of each process, the authors were able to use this field to 
identify the domain goals. A goal tree was then built for each process, in which the 
inter-related activities were properly grouped. 
 

 

Fig. 1. Requirement tree for Develop schedule process 

For the example of the Develop schedule process, two domain goals were identi-
fied: 

• To calculate the start and end times of the project activities, and 
• To establish the overall project schedule baseline. 

Step 4: Identify and factorize outcomes from the common purposes and attach 
them to the related goals 

The common purposes identified during step 3 were considered as the process out-
comes and were attached to the related domain goals. An outcome is an observable 
result of 1) the production of an artefact, 2) a significant change of state, or 3) the 
meeting of specified constraints. The outcomes of each process had to be factorized or 
merged, according to convenience and expert judgement, in order to define from 3 to 
7 outcomes per process, and thus to follow the recommendations of ISO/IEC TR 
24774. 

The goal tree for the Develop schedule process (Figure 2) shows the resulting six 
process outcomes. The first four outcomes are related to the first main domain goal 
(identified during step 3): the calculation of the start and end times of the project ac-
tivities. Outcomes 5 and 6 are linked to the second domain goal: the establishment of 
the project schedule baseline. 

Step 7: Phrase outcomes and process purpose 

During the execution of this step, each outcome was phrased as a declarative sentence 
using verbs at the present tense. As an example, the Develop schedule process out-
comes 1 and 5 were phrased as follows: 
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Fig. 2. Goal tree for Develop schedule process 

• Outcome 1: Activities and milestones are defined at a sufficient resolution 
for management control throughout the project life cycle. 

• Outcome 5: Project schedule is developed according to the schedule con-
straints.  

Then, the purpose was phrased to state a high-level goal for performing the process 
and provide measurable and tangible benefits to the stakeholders through the expected 
outcomes (process assessment concern). The Develop schedule process purpose was 
phrased as follows: 

• To develop a project schedule based on sized and sequenced activities where 
the start and end times are calculated and a baseline of the schedule is es-
tablished. 

4.3 Result: The PMSPICE PRM 

The application of the five steps of the TIPA transformation process described in the 
former section resulted in the creation of the PMSPICE PRM. This model is com-
posed of the 39 ISO 21500 project management processes, distributed in the ten sub-
ject groups and the five process groups proposed by this international standard. 

As ISO 21500 does not provide process IDs, an identifier (composed of three capi-
tal letters summarizing the subject group name, a dot and a consecutive number) was 
added to each process. Associating this identifier to the process name, together with 
its purpose and outcomes enabled to build the PMSPICE PRM. 

Table 2 shows the example of the description of the TIM.3 Develop schedule proc-
ess defined in the PRM, which is the third process in the Time subject group. 
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Table 2. Extract of the TIM.3 Develop schedule process in the PMSPICE PRM. 

Process ID TIM.3 
Process Name Develop schedule 

Process Purpose The purpose of Develop schedule is to develop a project schedule based on sized and 
sequenced activities where the start and end times are calculated and a baseline of the
schedule is established. 

Process Out-
comes 

As a result of the successful implementation of the Develop schedule process: 
1. Activities and milestones are defined at a sufficient resolution for management

control throughout the project life cycle. 
2. Activities are sequenced in a logical schedule according to the identified inter-

dependencies. 
3. Resources for activities are estimated, reviewed and revised. 
4. Durations of activities are estimated, reviewed and revised. 
5. Project schedule is developed according to the schedule constraints. 
6. Project schedule is approved. 

 
The resulting PMSPICE PRM is suitable for use in process assessment performed 

in accordance with the requirements for a PRM described in Clause 6.2 of ISO/IEC 
15504-2 (now in Clause 5 of ISO/IEC 33004). 

a) The declaration of the domain is Project Management. 
b) The description of the processes is provided in the PMSPICE PRM. 
c) The PMSPICE PRM describe at an abstract level the processes implied by 

ISO 21500. The purpose of the PMSPICE PRM is to facilitate the develop-
ment of a process assessment model for project management. 

d) A description of the relationship between the processes defined within the 
PMSPICE PRM is supported by a figure collecting all the processes by proc-
ess groups and by subject groups. 

The process descriptions are unique. The identification is provided by unique 
names and by the identifier of each process of the PMSPICE PRM. Processes are 
described in terms of its purpose and outcomes. For all processes, the set of process 
outcomes are necessary and sufficient to achieve the purpose of the process. No as-
pects of the ISO/IEC 15504 Measurement Framework beyond level 1 are contained in 
process descriptions. 

5 Discussion 

From the application of the TIPA transformation process for the creation of the 
PMSPICE PRM some concerns are worth noting. Firstly, it has been validated that 
this transformation process enables to build PRMs based on a collection of require-
ments in a systematic way. According to [17], it should be mentioned that having an 
accurate understanding of the requirements identified by the domain (in our case, 
Project Management) is a prerequisite to get good results from the transformation 
activities. Secondly, it is also strongly recommended having experience in using 
mind-mapping techniques to develop the requirement and goal trees required by steps 
2, 3 and 4. 
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Another important point to be considered is the brevity of the process descriptions 
in the ISO 21500 standard. This can be seen as an advantage when identifying the 
elementary requirements. In most process descriptions, elementary requirements can 
be clearly extracted and no confusing elements or attributes are provided. However, 
the lack of additional information for each requirement can be also seen as a  
weakness. In the case of the ISO 21500 standard, primary inputs and outputs are nev-
ertheless an additional support in the determination of outcomes. We believe that this 
conciseness will make difficult the application of the remaining steps of the TIPA 
transformation process (steps 5, 6, 8 and 9), mainly contributing to the development 
of the PAM. The project management good practices collected in other project man-
agement frameworks should be considered when creating the base practices for each 
process in the PMSPICE PAM, since additional knowledge will be needed in order to 
widen the explanation on how to perform the proposed base practices. 

6 Conclusions and Future Work 

This paper has presented the work performed in order to develop an ISO/IEC 15504-2 
compliant project management PRM by applying the TIPA transformation process.  
The resulting PMSPICE PRM is covering the project management guidance recom-
mended by the ISO 21500 International Standard. In the second stage of our research, 
a PAM based upon the developed PMSPICE PRM will be constructed and then an 
organizational maturity model. This will allow companies to assess the capability of 
their project management processes and their organizational maturity and then, to use 
the results as a basis for process improvement. 

The PMSPICE PRM, PAM and OMM will be validated through expert opinion by 
collecting feedback from the developers of the TIPA® framework. Other R&D experts 
working in process models for other domains are planned to be consulted. Moreover, 
validation will also be carried out from the industry perspective. Different Heads of 
Project Management Offices will be consulted about the suitability of the structure 
and contents of the PMSPICE PRM and PAM and then, they will be asked to use 
these models in order to evaluate their effectiveness. Requirement and goal trees 
could be used as a tool supporting validation of the models. All changes requested and 
comments obtained from the validation process will be incorporated into the final 
version of the PMSPICE Framework. Moreover, the final version of the PMSPICE 
models will need to be updated to be aligned to the new ISO/IEC 33000 series super-
seding the ISO/IEC 15504 series. 

Another future work will consist in developing a software tool to support compa-
nies to perform a self-assessment to determine which ISO 21500 processes have al-
ready been implemented and at what capability level. 
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Abstract. The ISO/IEC 29110 series aims to provide Very Small Entities 
(VSEs) with a set of standards based on subsets of existing standards. Process 
capability determination does not seem suitable for a VSE in terms of return on 
investment. Our approach moves the viewpoint away from process and to the 
human resources. We propose a blended assessment model using the ISO/IEC 
15504 for the level 1, but based on competency assessment for higher levels. 

Keywords: Small entities · Process assessment · Competency framework 

1 Introduction 

Since 2011 the ISO/IEC 29110 [1] series provides Very Small Entities – VSE (up to 
25 people) with a set of standards establishing a framework for software life cycle 
processes and helping VSEs in achieving capability recognition of their processes. A 
requirement for the Working Group 24 (of which the authors are members) mandated 
to develop the 29110 series was that processes should be assessed using ISO/IEC 
15504 [2] approach. A meta-analysis [3] about case studies reporting process im-
provement approaches for 122 SMEs states that the ISO/IEC15504 model was used 
only in 9% of the reported improvement efforts, which would tend to support that a 
15504-based approach for VSE process assessment may not be the most appropriate 
approach. Accordingly, the first research question addressed in this paper is: How 
small organizations or projects can use the ISO/IEC 29110 standard to effectively 
monitor their progress and to evaluate their performance? 

Competency frameworks, such as the e-Competences Framework [4] focus on pro-
fessional skills rather than organizational and technical processes. We propose that 
such information will be found more relevant by VSEs staff and furthermore that 
competency assessment helps ICT professionals by developing the right skills and by 
deploying them to best effect, it will, in time, improve understanding and performing 
software processes. Thus we define a second research question: How can we relate 
VSE process performance with employees’ competencies proficiency?  

Section 2 overviews background work and section 3 Process Assessment Models. 
In section 4, we present a Competency Assessment Model for VSEs, and then we 
conclude the paper. 
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2 Background and Related Work  

2.1 Standard Background 

The documents in the ISO/IEC 29110 series are referred to as VSE profiles (orga-
nized within Groups) [5] and are based on subsets of appropriate standards elements, 
which are relevant to the VSE context such as processes and outcomes of ISO/IEC 
12207 [6] and products of ISO/IEC 15289 [7]. The Basic Profile describes software 
development of a single application by a single project team with no special risk or 
situations factors [1]. The Basic Profile yields a comprehensive set of life cycle 
processes, activities and tasks, with input and output work products. The starting point 
for a VSE aiming to establish conformance to a profile is the use a Process Assess-
ment Model, suitable for the purpose of assessing process capability, based on the 
targeted profile. One result presented in this paper is to formally exhibit the underly-
ing Process Reference Model (PRM) contained into the ISO/IEC 29110 Basic Profile 
documents, and to propose a Process Assessment Model for the capability level 1. 

A competency framework is intended to foster the development of skills, either by 
individuals or organizations. The European e-Competence Framework (www. 
ecompetences.eu/) is a reference framework of 40 ICT competences that can be used 
and understood by ICT stakeholders [4]. A competence is “a demonstrated ability to 
apply knowledge, skills and attitudes to achieving observable results [8].” 

Following the recommended ISO/IEC 15504 approach, a Process Assessment 
Model (PAM) will expand the Basic Profile PRM by adding the definition and use of 
assessment indicators, either process performance indicators or process capability 
indicators. The latter are, in our opinion, too complex and too far from day-to-day 
VSE concerns. Our approach proposes to move the viewpoint from process perspec-
tive to human resource (i.e. the VSE staff). Job profiles contain many components 
describing the essential elements of a job and how it should be performed. Jobs pro-
files provide a bridge between enterprises and individuals, and establish the link be-
tween an organization processes and employees’ competencies. It is our proposition 
that VSE employees should be motivated by competencies assessment related to their 
job profiles. It is also considered that assessing employees’ competencies provide a 
correct indication of the VSE maturity as long as process and competency framework 
are correctly aligned. 

2.2 Related Work 

A lot of research has been performed on software process assessment for small com-
panies based either on ISO/IEC 15504 [10, 11, 12, 13] or CMMI [14, 15, 16]. Almost 
all approaches aims to minimize the assessment time or are reducing the number of 
assessed processes or the number of resources involved. Several approaches are using 
process-area interviews (or questionnaires) as the central stage to collect evidences of 
process achievement. In [17], the authors propose the development of a novel process 
assessment model for VSEs using the ISO/IEC 29110. The proposed PRM is similar 
to ours, expected that base practices are extracted from ISO/IEC 15504-5 and based 
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on the mapping to ISO/IEC 12207 outcomes. They limit the assessment model to 
process performance indicators, excluding capability levels higher than level 1. We 
are not aware of other research performed on software process assessment based on 
ISO 29110. 

3 Process Assessment Model  

3.1 A Process Reference Model for VSEs 

ISO/IEC 12207 and 15504. ISO/IEC 12207:2008 Clause 7 describes software-
specific processes in terms of Title, Purpose, Outcomes, Activities and Tasks. 
ISO/IEC 15504:2004 separates process and capability levels in two dimensions [2]. In 
the process dimension, individual processes are described in terms of Process Title, 
Process Purpose, and Process Outcomes as defined in ISO/IEC 12207. In addition to 
this PRM, the 15504 process dimension provides a set of Base Practices (BP); a num-
ber of input and output Work Products (WP); and characteristics associated with each 
work product [2]. 

ISO/IEC 29110 Basic Profile Processes. The Basic Profile [5] is made of 2 
processes: Project Management (PM) and Software Implementation (SI). Processes 
are described with: Name; Purpose; Objectives; Input, output, and internal products; 
Roles involved; Activities list and activities description. Clause 7 contains the specifi-
cation of the standardized profiles and its conceptual model is represented in Figure 1. 
Clause 8 establishes the reference between the 29110 elements and the source stan-
dards [18] and its conceptual model is also represented in Figure 1. 

As pointed out in [17], ISO/IEC 29110-4-1 cannot be considered as a Process Ref-
erence Model (PRM) per se, but the ISO/IEC 29110 set of documents is containing all 
materials required to build a PRM for the Basic Profile. A PRM is “a model compris-
ing definitions of processes in a life cycle described in terms of process purpose and 
outcomes, together with an architecture describing the relationships between the 
processes [2].” ISO/IEC 29110-4-1 provides the architecture and processes purposes. 
We only lack of outcomes and we created process outcomes using 12207 process 
outcomes referenced by each 29110 objective. This appears in Figure 1 with a dotted 
dependence link between 29110 and 12207 outcomes. The PRM we built is available 
at http://29110.univ-brest.fr/en.nexus. 

3.2 A Process Assessment Model for VSEs 

ISO/IEC 15504. The capability dimension consists of six capability levels and nine 
Process Attributes (PA) for levels 1 to 5. A process attribute is “a measurable charac-
teristic of process capability applicable to any process [2].”. The ISO/IEC 15504 
approach indicates that a Process Reference Model lacks of level of detail for con-
ducting consistent and reliable assessments. Therefore, a) the PRM needs to be sup-
ported with a comprehensive set of indicators of process performance; and b) the 
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capability levels and process attributes need to be supported with a set of indicators of 
process capability. 

 

Fig. 1. Structure of 15504, 12207, 29110 standards and of their relationships. 

 
A Deployment Package (DP) is a set of artifacts developed to facilitate the imple-

mentation of the ISO/IEC 29110 series. DPs are provided, at no cost, by a network of 
centers to support VSEs. Our research results use the set of available Deployment 
Packages to provide the set of indicators of process performance. In order to prepare 
our contribution to an Assessment Model for VSEs (see next section), we present in 
the left part of Figure 1, the conceptual model of the ISO/IEC 15504 Process assess-
ment, mainly 15504 processes, outcomes, base practices and work products. The 
ISO/IEC 15504-5 provides an exemplar model for performing process assessments 
that is based upon and directly compatible with the Process Reference Model in 
ISO/IEC 12207. References appear in Figure 1 with a dotted dependence link between 
15504 and 12207 elements. 

ISO/IEC 15504 Performance Indicators. ISO/IEC 15504 states the result of suc-
cessful implementation of process assessment: information and data that characterize 
the processes assessed is determined; the extent to which the processes achieve the 
process purpose is determined [2, Part 2]. This extent is derived from the process 
attributes ratings for an assessed process. The extent of achievement of a process 
attribute is measured on a scale using values: N Not achieved, 0 to 15 % achievement; 
P Partially achieved, > 15 % to 50 % achievement; L Largely achieved, > 50 % to 
85% achievement; F Fully achieved, > 85 % to 100 % achievement. 



210 V. Ribaud and R.V. O’Connor 

 

Capability Level 0 denotes an incomplete process. Capability Level 1 denotes a 
performed process. Higher levels denote higher process maturity: the process is ma-
naged (Level 2), established (Level 3), predictable (Level 4), optimizing (Level 5).  

Performing its business processes is the main concern of a VSE. That means that a 
VSE’s main (and may be the unique one) goal in a Process Assessment is to be as-
sessed at Capability Level 1 for each selected process. Therefore helping a VSE to 
perform process through a Capability Level 1 assessment will probably retain its at-
tention and raise some investment. The rating of process performance indicators, 
which apply exclusively to capability level 1, should motivate VSEs. These indicators 
are BPs and WPs. 

ISO 29110 Process Attributes. Our first research question is asking how small or-
ganizations or projects can use the ISO/IEC 29110 standard to effectively monitor 
their progress and to evaluate their performance. Our answer is to focus on Base Prac-
tices and Work Products indicators. 

Specifying BPs and WPs for the Basic Profile is submitted to the problem that 
ISO/IEC 29110 process granularity is too broad and we will specify BPs and WPs at 
the 29110 activity level. In an earlier work [19] about ISO/IEC 29110 Process As-
sessment Issues, we established the reduced set of ISO/IEC 15504 Processes and Base 
Practices that are related to 29110 Processes and Objectives thanks to a mapping be-
tween ISO 15504 BPs and 29110 processes. The merge of this earlier work and the 
work presented should be the basis to build an exemplar process assessment model for 
VSEs. This model shifts the viewpoint from process assessment to activity. Following 
this point of view, our contribution is to propose in the next section a set of BPs for 
each ISO/IEC 29110 activities. 

ISO 29110 Performances Indicators. In Part 5-1-2 [18], each activity is associated 
with a set of constitutive tasks that shall be considered as Base Practices. 6 Deploy-
ment Packages are provided with the Basic Profile. DP 1 [21] covers the whole 
Project Management Process; DPs 2 to 6 [22] cover all of the activities of Software 
Implementation Process. We carefully examined DPs 1 to 6, which cover the majority 
of the Basic Profile activities. Almost none excepted DP Software Design is using the 
standardized tasks decomposition and almost all – DP Software Design excepted - are 
providing alternative activity decomposition with input and output WPs. The analysis 
is available at http://29110.univ-brest.fr/en.nexus/index.php/AAB 

Each corresponding DP provides a task decomposition – although not standardized 
– and for each task, a step-by-step guideline to perform the task. Formally, the term 
‘task’ should not be used in DPs and we will call ‘sub-activity’ the elements of the 
alternative activity decomposition provided in DPs.  

Once the 4-level decomposition is established for the Basic Profile, we can map 
this decomposition with the 15504 Exemplar Process Assessment Model. Thus, sub-
activities play an equivalent role than 15504 Base Practices. Hence, within PM and SI 
processes, each activity will be assessed at Capability Level 1 on the basis of two 
Process Performance Indicators: Sub-activities and Work Product. This is an answer 
element to research question 1 - regarding using ISO 29110 for progress monitoring 
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and performance evaluation - because evidence of performance of the sub-activities, 
and the presence of work products with their expected work product characteristics, 
provide objective evidence of the achievement of the purpose of the activities. 

Performing a Basic Profile Assessment. The ISO/IEC 15504 distinguishes between 
two different classes of indicators: indicators of process performance - related to the 
Base Practices and Work Products, and indicators of process capability - related to the 
management practices. BPs and WPs are the heart and the soul of a software lifecycle 
and the minimal maturity level of a VSE imply to perform a suitable set of BPs and 
WPs. Management practices relate to the process attributes grouped into capability 
levels 2-5. Process capability determination seem not suitable from a VSE point of 
view: the return on investment is too long, the recommendations are highly complex, 
and process improvement projects require a large investments in terms of budget, 
timeframe and resources. 

A lot of work has been done in relation to tailoring process assessment for VSEs, 
mainly by reducing the number of processes assessed [23], the number of conceivable 
capability levels [24], or the burden of the assessment task [16]. A base practice is a 
work performance that addresses the purpose of a particular process (an activity). 
Base practices are described at an abstract level, identifying "what" should be done 
without specifying "how". Consistently performing base practices associated with a 
process / activity will help the consistent achievement of its purpose. While DPs are 
providing a step-by-step guide for each DP, we can use it as a guide to “how” imple-
ment the activity. That is another answer element to research question 1 because it 
provides VSEs with a way of doing activities, motivating them to achieve activities at 
Capability Level 1. 

4 Competency Assessment Model 

4.1 Overview 

This section is intended to examine research question 2 and presents some potential re-
solving issues. This work proposes an alternative way of assessing capability, profiled 
from the ISO/IEC 15504 for the capability level 1, but based on competency assessment 
for higher capability levels. In our opinion, frontier between the VSE – as an organization 
– maturity and VSE employees’ proficiency is thin and porous. VSE strength and weak-
ness are closely related to its staff performance and it may be reasonable to suggest that 
assessing employees’ proficiency will give a good indication of VSE performance so 
long as the competency assessment framework is closely related to VSE business and 
needs. Therefore, this is the proposal we put forward for answering to research question 2 
and the results proposed in the rest of this paper need to be validated through several 
studies. 
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4.2 Reference Models 

Models Architecture. The European e-Competence Framework is based on a four-
dimensional approach, based on competence areas (dimension 1) and competences 
(dimension 2). Dimension 3 provides level assignments that are appropriate to each 
competence. Dimension 4 provides short sample of knowledge and skills. Dimension 
1 is composed of 5 e-Competence areas that reflect the ICT Business process and its 
main sub-processes, from a broad perspective. Dimension 1 is mapped to 12207 
Process Group, to 15504 Process Group and to 29110 Processes (because they have a 
very broad scope). Dimension 2 identifies and describes a set of key e-Competences 
for each area. We established the mapping between e-Competences and Life Cycle 
Processes by comparing the e-Competences titles, generic descriptions and skill ex-
amples with the Processes titles, purposes and activities and tasks (12207) or Base 
Practices (15504). We reduced the e-CF to the software perspective because it is the 
scope of the ISO/IEC 12207 standard. Dimension 4 is populated with samples of 
knowledge and skills related to e-Competences in dimension 2. They are provided to 
add value and context and are not intended to be exhaustive. Conversely, Base Prac-
tices are supporting the process and are exhaustive. Accordingly Base Practices and 
sub-activities cannot be mapped with skills but all these concepts form the third level 
of the reference models. In next sections, we will see that an exhaustive list of skills 
within a role is essential to competency assessment.  

Activities and e-Competences. There are different views of what the ICT profession 
is and no common agreement regarding a shared body of knowledge, especially for 
VSEs. The purpose of the ISO/IEC 29110 Basic Profile is to provide the minimal 
subset of ISO/IEC 12207 processes, thus we may use this to obtain a minimal subset 
of e-Competences for a VSE. The complete mapping between e-Competences and 
ISO/IEC 12207 processes provides us with a starting point upon we established a 
mapping between ISO/IEC 29110 activities and e-Competences. We produced the 
mapping between e-Competences and ISO/IEC 29110 activities by carefully compar-
ing the e-Competences titles and generic descriptions with the activities descriptions. 
To clarify ambiguities, it was necessary to compare the scope of skills examples in 
Dimension 4 with tasks lists of activities and the corresponding DP materials. The 
mapping is at http://29110.univ-brest.fr/en.nexus/index.php/E-C_Mapping. 

4.3 Using the e-CF for ISO/IEC 29110  

Rationale. In section 2.1, we stated that process capability indicators are too far from 
day-to-day VSE concerns and we proposed to focus on job profiles. Job profiles or 
roles “add to job descriptions by including additional job related components such as 
mission, main tasks, accountability, requested deliverables, Key Performance Indica-
tor's etc. In this context a job profile provides a comprehensive description written 
and formal of a job [9]”. Job profiles establish the link between an organization  
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processes and employees’ competencies. Our proposition is that VSE employees 
should be motivated by competencies assessment and will accept the long return of 
investment, the high complexity and the required commitment and effort because they 
will be the main beneficiaries of this assessment. 

Roles and Job Profiles. Roles are defined inside ISO/IEC 29110 activities descrip-
tion [18], as function to be performed by project team members. Different roles are: 
PM Project Manager, TL Technical Leader, AN Analyst, DES Designer, and PR Pro-
grammer. A single person may play several roles and several persons may assume one 
role. Roles competencies are drafted [18]. Thus, it was straightforward to establish the 
pivotal place of roles between software activities and competences, http://29110.univ-
brest.fr/en.nexus/index.php/Roles_and_e-C. As a response to the huge number of ICT 
profile frameworks and profile descriptions, the CEN Workshop Agreement "Euro-
pean ICT Profile" defines a number of representative ICT profiles covering the full 
ICT business. Each profile defines a mission statement, a list of required e-
competences to carry the mission, a list of deliverables, a list of tasks and some Key 
Performance Indicators (KPI). There are four ICT profiles that correspond to the five 
29110 roles. The associated e-competences with the required proficiency level are 
presented in Table 1. 

Proficiency Level. Proficiency can be defined as a level of being capable or profi-
cient in a specific knowledge, skill domain expertise or competence [8] and is related 
to job performance. Proficiency indicates a degree of mastery that allows an individu-
al to function independently in her/his job. In the e-CF, proficiency levels are  
described along three facets [8]: Autonomy ranging between “Responding to instruc-
tions” and “Making personal choices”; Context complexity ranging between “Struc-
tured-Predictable situations” and “Unpredictable-Unstructured situations”; Behavior 
ranging between “Ability to apply” and “Ability to conceive”. 

Completing the e-CF Dimension 4. Roles competencies shall be completed with 
their required proficiency level. Once an e-Competence required within a role, it is 
possible to establish an exhaustive list of knowledge and skills. However, a detailed 
description of required skills is missing in the e-CF but is needed to be able to assess 
the proficiency level. Establishing Basic Profile roles and specializing required e-
Competences knowledge and skills is an exhaustive work that will be proposed to the 
WG24, and may provide a new part of ISO/IEC 29110 for each profile, dedicated to 
roles and competencies. 

Our pragmatic approach is to define e-Competences skills within a role, but a  
useful synthesis will be to gather all knowledge and skills related to the same e-
Competence through the different Basic Profile roles, in order to have at one’s dis-
posal a centralized definition of each e-Competence related to the Basic Profile. 
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Table 1. Profiles based on e-CF 3.0 

 ICT Profile Title e-Competences 3.0 Level 

Project Manager (PM) 

A.4. Product / Service Planning 
E.2. Project and Portfolio Management 
E.3. Risk Management  
E.4. Relationship Management 
E.7 Business Change Management 

4 
4 
4 
3 
3 

System Architect (TL) 

A.5. Architecture Design 
A.7. Technology Watching 
B.1. Design and Development  
B.2. System Integration 

4 
4-5 
4-5 
4 

System Analyst (AN / DES) 
A.6. Application Design 
E.5. Process Improvement 
B.1. Design and Development 

3 
3-4 
3-4 

Developer (PR) 

B.1. Design and Development 
B.2. System Integration 
B.3. Testing 
B.5. Documentation production 
C.4. Problem Management 

3 
2 
2 
3 
3 

4.4 Performing a Proficiency Level Assessment 

Rationale. While proficiency assessment is performed within a role, it allows the 
VSE to select the adequate skills from the whole framework. For instance, if pro-
grammers do not hold the test process, B.3 Testing will be reduced to skills B.3.6 and 
B.3.7. Proficiency levels are related to job performance and as mentioned in previous 
section proficiency levels are described along three facets: Autonomy, Context com-
plexity, and Behavior. Despite the detailed skills added to e-competences, the scope is 
still very broad and we need to go further in details to understand the proficiency level 
and our proposal is to add outcomes to each skill of each e-competences. Outcomes 
are worded in operational terms. 

Competence Reference Framework. Table 2 presents excerpts of the framework for 
the skills of e-Competence B.1. Design and Development. Each skill has a purpose 
and a set of outcomes, expressed in term of “be able to know” or “to be able to do”. 

Rating Outcomes. Each skill is described as a set of cohesive outcomes. Our rating 
scheme is based on the assessment of each VSE employee about her/his achievement 
of outcomes. We use the N-P-L-F scale of ISO/IEC 15504. When an employee states 
that an outcome is Largely and Fully achieved, he/she is supposed to accompany the 
rating by objective evidence, generally a product that he/she produced or contributed 
to. When all outcomes of a general goal are rated at L or F, the skill should be rated at 
the same rating. 
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Table 2. e-Competence B.1 outcomes 

B.1. Design and development 
B.1.3. Establish a detailed design, including a database schema 

• To detail SW components and interfaces 
• To detail and update the SW design document 
• To normalize a database schema and to understand the normalization impact 
on queries performances 
• To perform human-centred design activities 

B.1.5. Develop batch modules interacting with the database 

• To understand the difference between the SQL set model and a procedural 
language model 
• To grasp procedural constructs and their execution conditions 
• To master the development of procedural constructs and the exception han-
dling mechanism 
• To develop and perform unit testing, including a regression test strategy 
• To manage the backup, storage, archiving, handling and delivery of config-
ured items 

Rating Proficiency Level. When all skills of an e-competence are rated at L or F, the 
e-competence is considered to be achieved, but the proficiency level needs to be es-
tablished. The e-CF uses a 5-point ordinal scale from e-1 to e-5 (e-5 is rarely used). 
Due to an alignment with European Community directives, level 2 is divided in 2 sub-
levels: 2-A and 2-B. The hypothesis is made that VSE employees will commit in a 
self-assessment. As mentioned in this section overview, the hypothesis is also made 
that assessing employees’ competencies provide a correct indication of the VSE ma-
turity as long as process and competency framework are correctly aligned. Challenges 
of this approach are related to provide a straightforward competency framework with 
a lightweight competency assessment approach and a precise and correct alignment 
between process models and competency framework. 

4.5 A Case Study 

We trialed this approach through the PR role mobilizing 7 skills: B.1.2 Preliminary 
design, B.1.3 Detailed design, B.1.4 Develop SQL scripts, B.1.5 Develop batch mod-
ules, B.3.6 Conduct tests, B.3.7 Report tests, B.5.4 Documentation. A 4-week voca-
tional education training session on information system development under the 
ISO/IEC 29110 Basic Profile has been used to measure the attendees’ proficiency level 
and to relate it to 29110 processes used in teamwork. A total 21 students in the 2nd 
year of an MSc programme in Information Technology participated in a 4 week train-
ing exercise building small an information system. 36 hours of lectures and practical 
labs were performed along the skills: B.1.2, B.1.3, B.1.4, B.1.5, B.3.6, B.3.7, and 
B.5.4. The remaining time is devoted to a capstone project performed by teams of 3-4 
attendees. There were 14 female students and 7 male students, all coming from differ-
ent Moroccan universities. The mean age is 23 years with a low standard deviation. 
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For each skill, each attendee self-assessed their achievement of outcomes on the N-
P-L-F scale. In order to get averages, numerical values are associated with N-P-L-F 
values - don’t know: 0%, N: 15%, P: 50%, L: 85%, F: 100%. A skill is valued with 
the average of its outcomes values. We gathered values for each team, where each 
team’s general goal value is the average of its members’ values. Table 3 presents the 
assessment for the 6 teams and the whole set of attendees; the last line is the overall 
average, and represents teams’ self-esteem. Team average is roughly the same, except 
for team B that is probably over-estimating itself. 

Table 3. Teams’ self-assessment of PR role. 

Skill A B C D E F All 
B.1.2 Preliminary design 0,68 0,69 0,78 0,81 0,85 0,69 0,75 
B.1.3 Detailed design 0,51 0,69 0,72 0,56 0,43 0,63 0,58 
B.1.4 Develop SQL scripts 0,37 0,63 0,42 0,48 0,42 0,46 0,47 
B.1.5 Develop batch modules 0,39 0,68 0,20 0,29 0,41 0,34 0,40 
B.3.6 Conduct tests 0,22 0,59 0,15 0,15 0,24 0,24 0,28 
B.3.7 Report tests 0,22 0,29 0,38 0,27 0,33 0,33 0,30 
B.5.4 Documentation 0,33 0,29 0,15 0,62 0,20 0,24 0,30 
Team avg. 0,31 0,49 0,32 0,34 0,32 0,36 0,36 

 
During the training session, we collected individual observations from attendees 

regarding autonomy, context complexity and behavior. The autonomy of each atten-
dee was the easiest thing to observe. Behavior observations were mostly performed 
while reviewing the work products issued by teams; hence it was more difficult to 
assign it individually. Context complexity was not relevant in this case, because all 
teams are developing the same software from the same requirements specification. 
Nevertheless, using the self-assessment, and our observations, we assessed each at-
tendee’s skill at a proficiency level 1, 2-A or 2-B. Table 4 presents this proficiency 
assessment with (x,y,z) where x is the number of team members at level 1; y at level 
2-A and z at level 2-B. 

Table 4. Teams’ proficiency assessment. 

Skill A B C D E F 
B.1.2 Preliminary design (0,3,0) (0,4,0) (0,2,1) (0,1,2) (0,2,2) (0,1,3) 
B.1.3 Detailed design (2,1,0) (2,2,0) (0,2,1) (0,3,0) (3,1,0) (1,2,1) 
B.1.4 Develop SQL scripts (3,0,0) (1,2,1) (2,1,0) (1,2,0) (3,1,0) (2,2,0) 
B.1.5 Develop batch modules (3,0,0) (1,2,1) (3,0,0) (2,1,0) (3,1,0) (1,2,1) 
B.3.6 Conduct tests (3,0,0) (4,0,0) (0,3,0) (0,3,0) (1,3,0) (1,3,0) 
B.3.7 Report tests (2,1,0) (2,2,0) (0,3,0) (0,3,0) (0,3,1) (0,3,1) 
B.5.4 Documentation (3,0,0) (4,0,0) (2,1,0) (0,2,1) (2,1,1) (2,2,0) 
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In relation to the capstone project, the life cycle processes were extracted from 
ISO/IEC 29110. The schedule is roughly: one week for architectural design (including 
the problem understanding), one week for detailed design, two weeks of development 
(including end-user documentation), and one day for qualifying the software. Hence, 
teams are concerned with three ISO/IEC 29110 activities: Design, Construction, Inte-
gration and Tests. We assessed each team’s activity capability level using the standard 
ISO/IEC 15504 scheme. Capability level 1 is measured with the PA 1.1 Process per-
formance attribute. Capability level 2 is measured with the PA 2.1 Performance man-
agement attribute and the PA 2.2 Work product management attribute. Table 5 
presents the assessment results. 

Table 5. Teams’ processes assessment. 

 A B C D E F 
SI.3 SW Architectural and Detailed Design 

PA 2.1 N N N P P L 
PA 2.2 P P P L L L 
PA 1.1 P P L L F L 

SI.4 SW Construction 
PA 2.1 N N N P P P 
PA 2.2 P P P P P P 
PA 1.1 P L L L F F 

SI.5 SW Integration and Tests 
PA 2.1 N N N P P L 
PA 2.2 P P L L L L 
PA 1.1 P L L L F F 

 
We may correlate the capability level achieved by a team (Table 4) with the team 

proficiency level (Table 5). The correlation is working well for the SI.3 Design activi-
ty, except for team B. The correlation is not working for all teams with the SI.4 Con-
struction activity that is not surprising because development is probably the most 
unpredictable activity. The correlation is working roughly for the SI.5 Integration 
activity, but we suspect that B.3.6 and B.3.7 form only a part of the set of skills re-
quired to perform the Integration tasks. 

This case study is still encouraging; however three issues require further work. To 
reduce the complexity, we worked within a unique role but the association between 
activities and skills should work through the different Basic Profile roles. The second 
issue is related to the proficiency level assessment that has to be more objectively 
defined. The third issue is concerned with the graduation of different skills that are 
not of equal importance for a given activity and we should probably weight the skills 
with a coefficient. Resolving these issues requires us to build the complete model and 
to validate it through several pilot studies in VSEs. 
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5 Perspectives and Conclusion 

The next major step will be to develop the approach for all ISO/IEC 29110 roles and 
validate each role through a series of pilot projects in VSEs. The aim of our research 
was to contribute to an exemplar Process Assessment Model (PAM) suitable for 
VSEs, related to a Process Reference Model (PRM) of the Basic Profile. The exem-
plar PAM expands the Basic Profile PRM by adding the definition and use of assess-
ment indicators. We proposed to add an additional level to the ISO/IEC 29110 by 
dividing each activity in sub-activity playing a role similar to ISO/IEC 15504 Base 
Practices. These sub-activities were extracted of the different Deployment Package 
provided by a network of VSE support centers. Sub-activities and Work Products will 
be used as process performance indicators and permit a VSE to be assessed at Capa-
bility Level 1. For higher capability levels, we proposed to replace process capability 
determination with competency proficiency level assessment. Proficiency indicates a 
degree of mastery that allows an individual to function independently in the perfor-
mance of a specific knowledge application, skill domain, expertise or competence. 

We proposed to add to the ISO/IEC 29110 roles definition a set of e-Competences 
mobilized with their required proficiency level. Then we established an exhaustive list 
of skills for each e-Competence and we associated a set of outcomes to each skill of 
each e-Competence. Self-rating is devoted to VSE employees and proficiency level 
determination will be performed by external assessors. We made the proposal that as 
main beneficiaries of competency assessment, they will accept to self-assess each 
outcome on a classical N-P-L-F scale, conducting to rate each skill. Through an ex-
ternal assessment, VSE employees will contribute to establish a proficiency level for 
each e-Competence that will replace process capability determination. It is assumed 
that it provides an indication of the VSE organizational maturity, but this has to be 
proven through several case studies. 
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Abstract. Issues in systems engineering will increasingly affect our everyday 
life. One approach to address the increasing concerns in systems and software 
engineering are process assessments. Systems engineering approach is more 
relevant because it covers both software and systems viewpoints. This paper 
discusses systems and software engineering related process assessments in 
safety-critical domains, including nuclear, automotive and medical devices. We 
analyse the key stakeholder requirements related to a safety-critical domain, us-
ing nuclear domain as an example. We propose that the SPICE framework 
should be extended to take into account also safety demonstration and confor-
mity with requirements use cases. Balance with product evaluation is essential 
to achieve this. 

Keywords: Systems engineering · Process assessment · Safety · SPICE 

1 Introduction  

As systems grow in size and complexity, also concerns of their safety increases. Ef-
fect of future development, especially Internet of Things, will most likely mean that 
computer-based systems, including their software elements, are the key in creating 
and maintaining a safe environment for human life. Issues in systems engineering will 
easily affect our everyday life. 

One approach to address the increasing concerns in systems and software engineer-
ing are process assessments. Standards for software process assessment date back to 
1990’s. Based on those ideas, process assessments have spread to other disciplines 
like systems engineering, services and governance. 

The existing SPICE framework [1] is based on two main purposes and use cases: 
process improvement and process capability determination. There is a strong focus in 
process capability, which means the ability of processes to meet business goals. It 
works well for generic software engineering, when applied in parallel with quality 
management standards like ISO9001. Complex systems engineering and development 
of safety-critical systems might require consideration of other process aspects.  

We propose that the SPICE framework should be extended to include also use 
cases for safety demonstration and conformity with requirements. Also the focus 
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3 Process Assessments in Safety-Critical Domains 

3.1 Generic Assessment Requirements  

Generally, process assessment is utilized for two purposes: to determine the capability 
of the processes for particular requirements or to gain understanding of an organiza-
tion's own processes for process improvement. Determination of process capability 
aims to objectively resolve the state of the processes against a given set of require-
ments. These requirements express the necessary attributes of the processes and are 
typically documented in a Process Assessment Model (PAM).  Often capability de-
termination is carried out by a party external to the assessed organization and the 
result can be used for supplier selection or organization's recognition. Capability de-
termination can also be used as an input for process improvement (Figure 3). 

Formal process assessments are well documented and guidance is available for 
lead assessors to apply specific Process Assessment Models. Assessor competency 
requirements include education, training and experience. This is one way to ensure 
that assessment results are comparable. One major benefit of the assessment approach 
is that it leads to a systematic walk-through of organization’s processes. 

A process assessment shall be performed according to a class of assessment, as 
specified in ISO/IEC 33002 standard [2]. Typical factors that determine the selection 
of the assessment class include rigour, confidence, repeatability and costs. Three 
classes of assessment and their characteristics are identified in Table 1. 

Table 1. Characteristics of Classes of Assessment [2] 

Aspect Class 1 Class 2 Class 3 

Purpose Results are suited for 
comparisons across 
different organiza-
tions. 

Results indicate the 
overall level of per-
formance of the key 
processes in the as-
sessment scope. 

Results provide a 
general indication of 
process rating.  

 

Requirements for 
lead assessor 

Two assessors who 
are independent of 
the organizational 
unit being assessed, 
one of whom shall be 
a lead assessor. 

Two assessors, one of 
whom shall be a lead 
assessor.  
Note: It is recom-
mended that the lead 
assessor is independ-
ent of the organiza-
tional unit being 
assessed.  

One assessor who 
shall be a lead asses-
sor. 

Minimum num-
ber of process 
instances  

A minimum of four 
process instances for 
each process within 
the scope of the as-
sessment. 

A minimum of two 
process instances 
shall be identified for 
each process within 
the scope of the as-
sessment. 

No minimum of 
process instances. 
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Table 1. (Continued) 

Evidence re-
quired 

For each process 
attribute of each 
process in the scope 
of the assessment, 
across the set of 
process instances, 
objective evidence 
drawn both from 
evaluation of work 
products and from 
testimony of per-
formers of the proc-
ess shall be collected. 

For each process 
instance, objective 
evidence drawn both 
from evaluation of 
work products and 
from testimony of 
performers of the 
process shall be col-
lected for each Proc-
ess within the scope 
of the assessment. 

Objective evidence 
required for evaluat-
ing the processes 
within the scope of 
the assessment shall 
be collected in a 
systematic manner. 

Data sources 
(assessment 
instruments, 
interviews and 
documents) 
 

Requires all three 
data sources. 
 

Requires only two 
data sources (one 
must be interviews). 

Requires only one 
data source. 

Type of inde-
pendence 

The type of inde-
pendence shall be 
recorded. 

The type of inde-
pendence shall be 
recorded. 

The type of inde-
pendence shall be 
recorded. 

 
To demonstrate compliance with relevant safety standards, we have to satisfy clas-

sification criteria and requirements. A typical case to verify and validate a safety re-
quirement is to check compliance with relevant standards and regulatory require-
ments. Based on our experience mainly from the nuclear power domain: the list of 
relevant nuclear safety standards and regulatory guides is long!  

Safety-critical standards have typically some classification scheme. In the generic 
functional safety standard IEC 61508 [3] it is Safety Integrity Level (SIL), in range  
1 – 4. SIL 1 is lowest and SIL 4 the highest integrity level. In higher SIL levels, re-
quirements to use more formal methods and techniques increase. 

3.2 Nuclear SPICE Assessment Model  

The current Nuclear SPICE® method consists of a process assessment model (PAM) 
and a supporting assessment process. The method has been developed for nuclear 
power domain that is one of the strictest in safety-criticality. The method is based on 
ISO/IEC 15504 and the first version was created in 2011 as a result of the Finnish 
national nuclear safety program SAFIR2014 [4]. 

Nuclear SPICE assessments are typically performed to evaluate candidate system 
suppliers for nuclear industry. The core of the assessment is to assess capability of 
systems and software development processes. 
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Safety systems in nuclear power plants are classified according to their importance 
for safety. Safety classes in descending order are 1, 2 and not important for safety. 
Safety systems are independent from operational systems. Qualification process and 
required rigor in development/manufacturing is significantly higher in safety class 1 
than in others. 

To cover rigour in a systematic manner we need to extend Nuclear SPICE assess-
ment process to include methods and techniques as evidences. In lower safety classes 
also a capability determination is an important part of qualification evidence. 

3.3 Assessment Models in Other Domains 

Automotive SPICE® is one of the first domain specific assessment models based on 
ISO/IEC 15504. First version was published in 2005 by Automotive Special Interest 
Group [5]. The model is a subset of SPICE processes, but contains also some addi-
tional processes for acquisition. Automotive SPICE has its own Process Reference 
Model (PRM) and Process Assessment Model (PAM). Especially within the German 
car industry, the model is considered mandatory, providing objective process evalua-
tion and findings for process improvement both on project and organizational level.  

Automotive SPICE does not specifically consider safety-related issues. In the car 
industry there are specific standards for functional safety, i.e. the ISO 26262 series 
[6]. Recently, in the development of a new version, there have been discussions to 
include functional safety requirements to the assessment model. 

MDevSPICE® is a framework for medical device software process assessment [7].  
MDevSPICE can be used to determine the capability level of medical device software 
development processes. MDevSPICE has been developed in cooperation with the 
international working groups for IEC 62304 and ISO/IEC 15504. Its focus is mainly 
on processes and risks. It was published in 2015 by an Irish research group.  

Also, medical devices are often safety-critical, and safety is addressed by the 
MDevSPICE assessment model by providing a reference point to relevant standards. 
Medical device software safety is addressed with the risk management process of IEC 
62304 Medical device software -- Software life cycle processes. Device level safety 
risks are addressed in system lifecycle processes of ISO 14971 Medical devices -- 
Application of risk management to medical devices, and its software specific guid-
ance in IEC TR 80002-1 Medical device software -- Part 1: Guidance on the applica-
tion of ISO 14971 to medical device software. 

4 Stakeholder Requirements for a Process Assessment Model in 
Nuclear Domain 

4.1 The Current Approach 

The required assessment in nuclear domain is often related to a specific product or 
system that is developed within a single organizational unit and by a limited team of 
experts.  
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Our ultimate goal has been to cover most of the relevant requirements in the nu-
clear domain safety standards and regulatory guides by Nuclear SPICE. In this chap-
ter we explain, to what extent we have achieved this goal.  

The current Nuclear SPICE scope covers systems including software, at least to 
some extent (digital systems, system elements and software systems). So, it is quite 
near to the current SPICE standard approach, including also ISO/IEC 15504-5 PAM 
as a starting point. The main application has been pre-qualification with a limited set 
of processes.  

Validation of Nuclear SPICE has been done by performing pilot assessments and 
getting feedback from assessment sponsors and from regulators. The main elements 
of Nuclear SPICE approach are depicted in Figure 2. 

 
 

 

Fig. 2. Main elements in current Nuclear SPICE assessment method 

4.2 Coverage of Regulatory Requirements 

Nuclear domain is highly regulated. Legislation is well established at EU and national 
level. Also nuclear safety standardization is quite active, even it varies a lot between 
continents and countries.  

All countries have also their own regulatory requirements. In Finland the regula-
tory body is STUK (Radiation and Nuclear Safety Authority). It has a large number of 
regulatory guides, called YVL [8]. Whole YVL set has approximately 10000 individ-
ual requirements. Each requirement is well identified by an individual ID and a short 
text. Only a small amount of them is relevant for digital systems, because most YVL 
requirements are at plant level or are otherwise at higher abstraction level.  

Regulatory requirements YVL B.1 (Safety design of a nuclear power plant) and 
YVL E.7 (Electrical and I&C equipment of a nuclear facility) are most relevant for 
Nuclear SPICE. However, all of those requirements cannot be directly mapped with 
Nuclear SPICE assessment model.  
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Another highly relevant set is Common Position 2013 [9], a set of requirements for 
licensing of safety critical software for nuclear reactors. It has been developed by 
WENRA (Western European Nuclear Regulators Association).  

To evaluate the overall “goodness” of the current Nuclear SPICE to cover regula-
tory requirements, we mapped it at detailed level with YVL B.1 and E.7 and with 
Common Position 2013 (later CP2013). Result of the mapping is in Table 2.  

The term “relevant requirement” in Table 2 is needed, because YVL and CP2013 
contain also a lot of other kind requirements. Most of these are related with adminis-
trative guidance (for example documentation for STUK) or licensing process (for 
example differences between safety classes in licensing I&C systems). Many re-
quirements, especially in the YVL sets, are only at system or hardware level and 
therefore not directly relevant for Nuclear SPICE. Examples of such requirement 
areas are control room designs, ventilation and air conditioning, and electric cables. 

Table 2. Coverage of regulatory requirements in the current Nuclear SPICE 

Nuclear SPICE  
topic/ process 

CP2013, # of 
relevant    

requirements 

YVL E.7, # of 
relevant    

requirements 

YVL B.1, # of 
relevant       

requirements 
Systems engineering (excl. soft-
ware) 

68 30 63 

Software engineering 51 30 1 

Software support, e.g. CM, QA, 
VER, VAL1 

34 29 5 

Safety management and engineer-
ing, e.g. qualification and cyberse-
curity 

70 58 26 

Project management, e.g. risk 
management and measurement 

0 5 15 

Agreements and acquisitions 0 1 6 

Organisational processes, e.g. 
quality management 

0 6 23 

Sum of relevant requirements to be 
validated by Nuclear SPICE 

223 159 139 

Total number of relevant require-
ments for digital systems  

337 182 434 

Coverage %, max in ideal case 66 87 32 

1 Configuration Management (CM); Quality Assurance (QA); Verification (VER); Validation (VAL) 

 
Table 2 shows clearly that system or plant level regulatory requirements are not 

well covered. They are presented mainly in YVL B.1. Coverage is 32 % in an ideal 
case, when all YVL B.1 requirements are relevant and required. The real coverage of 
all requirement sets (CP2013, YVL E.7 and YVL B.1) is always much lower than in 
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the ideal case. In real life, assessments are performed mainly for supplier organisa-
tions and only a small fraction of the requirements is relevant for them.  

In practice, it is even more challenging to meet the regulatory requirements, be-
cause they can be interpreted differently. Safety systems in nuclear power plants can 
be technically very different. Also their software intensity varies. In some cases also 
new technologies can be applied, for example FPGA based hardware at least in some 
secondary systems. The practical qualification is a mix of analytical approaches and 
engineering judgement. 

One important scaling factor is the applicable safety class. Nuclear domain is using 
different standards for different safety class. In the highest safety class 1 the most 
relevant standards are IEC 61513 for systems [10] and IEC 60880 for software sys-
tems [11]. In safety class 2 the main software standard is IEC 62138 [12]. Our experi-
ence is that it is easier to apply Nuclear SPICE in lower safety classes, in which the 
major part of requirements is in quality assurance and management topics. 

One way to get higher coverage is to perform combined assessments, in which both 
nuclear utility and the selected system supplier/manufacturer are assessed together as 
a value chain. That is difficult in real life mainly for practical reasons. Assessment is 
most useful when it is done early in the system engineering lifecycle, and then main 
technical and commercial details are still open. Pre-qualification assessment is most 
useful in supplier selection, and is quite far from the system delivery and commission-
ing phase.  

5 Nuclear SPICE Extended Use Cases  

The existing SPICE framework is based on two main purposes and use cases: process 
improvement and process capability determination. Our experience is that these origi-
nal ideas are inadequate for current systems engineering needs, especially in safety-
critical systems.  

The other major limitation in current SPICE framework (especially when based in 
ISO/IEC 15504) is the very strong focus in process capability. It has been a good 
innovation for less critical software engineering, to be applied in parallel with quality 
management standards like ISO9001.  

In the nuclear domain the situation is much more challenging. Main references are 
based on regulatory requirements and relevant nuclear safety standards. Their granular-
ity is more detailed and covers more than quality management and basic engineering.  

Our current thinking for Nuclear SPICE development is that the whole SPICE 
framework should be extended to include also safety demonstration and conformity 
with requirements use cases. The old framework and main purposes are still valid and 
maybe quite adequate in some cases. But in most cases the framework needs to be 
extended also to cover these new use cases. Our proposed new framework is visual-
ized in Figure 3. 

Process assessment is not adequate and effective alone to realize the new use cases. 
Product evaluation has been used for a long time to analyse specific and highly im-
portant safety topics, for example the estimated reliability of system. In our opinion, 
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these calculations and analyses are important evidences also for process assessment. 
In fact, most product evaluation topics can be converted to be process assessment 
topics as well. For example, system qualification process in safety class 1 systems 
should include the main product evidences, but can be seen also as a process. It works 
also vice versa; a high-quality system/software development process can be a strong 
evidence for product evaluation.  

Process assessment and product evaluation have established application areas and 
provide partly different benefits for stakeholders. So, our solution is to integrate them, 
but also keep their specific strengths. In Figure 3 this is illustrated with arrows  
between these approaches and use cases. Arrows mean primarily “contributes to”,  
“is evidence for” or “supports to perform” relationships. For readability, even impor-
tant details are not included in Figure 3. 
 

 

Fig. 3. Use cases in the extended Nuclear SPICE, balanced with product evaluation 

In our latest pilot assessments we have covered conformity with requirements al-
ready to some extent. Our experience is that it is quite difficult because of the need to 
interpret requirements and to get adequate evidence in the early phase of systems 
engineering lifecycle. There is also an obvious need to get more specific product and 
analysis evidences as a part of process assessments or in some other parallel evalua-
tion activities.  

New national four years nuclear safety research program SAFIR2018 is starting in 
Finland. As a part of that program we will refine Nuclear SPICE further to cover also 
the extensions and new use cases.  

6 Conclusions 

Process assessment can be used in safety critical domains to demonstrate high quality 
process. The main focus in present process assessment approaches is process capability 
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and to some extent organisational maturity. This is very useful and effective in process 
improvement and in demonstrating high process capability. It is also relevant to safety 
critical domains.  

Safety critical domains must meet also regulatory and standard based requirements. 
They are mostly at system level, to support licensing and commissioning.  Present 
process assessment approaches, like SPICE, are inadequate in meeting these stake-
holder requirements. 

We propose that process assessments are extended to include also safety demon-
stration and conformity with requirements use cases. There is also a need to get more 
specific product analysis evidences as a part of process assessments or in some other 
parallel evaluation activities. Better integration with product evaluation is needed. 

Also other models in safety-critical domains, like Automotive SPICE and 
MDevSPICE, might benefit of similar approach for safety demonstration. Future co-
operation between the model developers could lead to more generic evaluation meth-
ods for safety. 
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Abstract. We all know and agree that innovation has become a critical success 
factor in any kind of business, in particular in saturated markets. Increasingly, 
we also agree that innovation, efficiency, effectiveness, quality and continuous 
improvement are not enough – that companies, organisations, networks, nations 
and societies need to excel, to reach excellence and leadership in their fields. 
But HOW to do that? What do we really need t? In the past, we were talking 
about the ``Ten Good Reasons for … (Innovation, Design Thinking, Sustaina-
bility, etc.)”, addressing safety and security issues together with rational and 
economic thinking. In other words, we addressed our oldest part of the brain 
(the amygdala, i.e. our reptile brain) which identifies and re-acts to threats, fear 
and bad news. The paper introduces a new approach to global innovation and a 
new, thought-provoking way of thinking: It addresses those powerful “positive” 
emotions which are crucial to make people and organisations flourish – and 
which enable global innovation and networking in the 21st Century. The paper 
is based on and inspired by the research of Barbara L. Fredrickson [1], a re-
nowned Professor of Psychology and principal investigator of the Positive 
Emotions and Psychophysiology Laboratory at the University of North Carolina 
at Chapel Hill. 

Keywords: Innovation · Ex-novation · Diversity · ECQA certified diversity 
manager · ECQA certified innovation manager · Positive leadership · Positive 
psychology 

1 Introduction 

In her ground-breaking “broaden-and-build-theory” [2], Barbara Fredrickson analyses and 
describes the “10 key positive emotions” of human beings, which are experienced fre-
quently in our daily life: joy, gratitude, serenity, interest, hope, pride, amusement, inspira-
tion, awe and love. All of these emotions are strongly related to and success factors of 
global innovation and networking. This is the theory and assumption of the given paper, to 
be elaborated and discussed. The order in which we describe the 10 positive emotions 
follows their relative frequency according to Barbara Fredrickson´s findings [2].  
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2 Joy and Playfulness: Drivers of Innovation 

Why joy is crucial for global innovation and networking?  “Joy creates the urge to 
play and get involved” and: “The durable resources created through play are the skills 
acquired through the experiential learning it prompts.” [3]. This is what Barbara Fre-
drickson´s research showed, and this is exactly what we need for global innovation 
and networking: People who are keen on learning and getting involved with new 
things and other people. Why? Because only such people will be drivers of global 
innovation and networking. Not because it is their job to make a living, but because 
they are rewarded and motivated by joy and playfulness. 

How do we bring joy to innovation managers and global networks?  “Joy emerges 
when one’s current circumstances present unexpected good fortune. People feel joy, for 
instance, when receiving good news or a pleasant surprise.” [3]. This means, organisations 
need to provide a framework, culture and working conditions where joy can emerge, 
where “unexpected good fortune, good news or pleasant surprises” are cultivated. 

Let us compare this new approach and requirement with the current attitude and 
state-of-the-art in innovation management. Joy and playfulness in a working and 
learning environment are still considered as “dubious”, not serious, childish and un-
professional. When it is fun and joyful, it can not be hard work or real learning. Ex-
ample: When German children begin school, for them literary starts “the serious side 
of life” (“der Ernst des Lebens”). And the mind-set of many engineers and managers 
reflects this common attitude: Engineering and managing is hard work and therefore 
can not be joyful. This mind-set definitely has to be changed – and now we know how 
to do that, thanks to new insights of neuro-plasticity and the magic of how our brains 
work (see chapter 8 below (“Inspiration”). 

To enjoy ideation, innovation and innovation management in a professional envi-
ronment, we also need tools. Unfortunately, the joy they bring usually is limited. 
There is definitely room for improvement. Examples: Interfaces and interoperability 
are still a challenge. But they are key issues of real user-friendliness and competitive 
advantage: The better an innovation or networking tool is embedded in and inter-
operable with the client´s software architecture (e.g. Microsoft Office, Enterprise 
Resource Planning Systems, Social Media, etc.) the easier it is to use, the more it will 
be used (and bought), because users will enjoy it more than other tools. 

Concerning playfulness, what is really “cool” in innovation management? Not 
much, to be honest with you. Innovation increasingly has the image of a boring buzz-
word more than an exciting thing to excel in global markets and industries. We have 
to change that, we have to make innovation “sweet and sexy”.  Let us create “cool 
stuff”, InnoApps, Games, whatever works. Your current customers may not be playful 
– your future customers will be, as those you did not address or convince yet. 

You may not be playful yourself – but even decent engineers need some fun. 
Please note the irony in this sentence. Even decent researchers need some fun, too. 

So bring in joy and playfulness to find ideas for new products and solutions. 
Sources of playfulness are everywhere, we just need to use different resources. Talking 
to people, trying out something new and playing around with different aspects of play-
ful approaches might lead to exciting new things. Remember: Innovate or die.  
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3 Gratitude: Treat your Customers and Stakeholders Well 

Why gratitude is important for global innovation and networking? Because gratitude 
makes us aware of and appreciate that we have customers, peers and communities 
where innovation takes place.  “Gratitude creates the urge to creatively consider new 
ways to be kind and generous oneself. The durable resources accrued when people act 
on this urge are new skills for expressing kindness and care to others.” [3]. 

Being an innovation expert, manager or tool provider, we should be grateful that 
we have customers after all. Our products and services might not be that convincing 
or different from our competitors that our customers come back to us all the time – so: 

To show our gratitude and create a sound and beneficial customer relationship ba-
sis, we must know our customers well and treat them well, or at least in an appropri-
ate way (see below, Table 1, Stakeholder management interest grid). 

Why “new skills for expressing kindness and care to others” are important?  
Because we need to understand and learn a lot from our customers, peers and net-
works in order to improve our products and services or create something new. 

The same is true for our suppliers, our service and tool providers. Let us be grateful 
that there are “crazy” people out there caring for our innovation nightmares and our 
organisational hell. If we know them, talk to them, and show them our gratitude, they 
might solve our problems even if we didn´t know that we had those particular ones.  

“Gratitude emerges when people acknowledge another person as the source of their 
unexpected good fortune.” To better understand who are our customers, peers, com-
munities, and other (potential) “sources of unexpected good fortune”, let us introduce 
a useful tool for Stakeholder Analysis: the Power Grid we use in the ECQA Certified 
Terminology Manager_advanced courses.  

 

 

Fig. 1. ISO 29383 Annex A: Tools for stakeholder analyses [4] 

The power/interest grid shown in Figure 1 is designed to identify groups and indi-
viduals who have varying levels of influence (power) and interest in our products, 
services, networks, projects, policies, etc. It´s a useful tool to identify and manage 
stakeholders according to their “power” and “interest”: 
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• High power, high interest (red –top right): offer information to these 
people on an ongoing and extensive basis, in order to facilitate their full 
engagement 

• High power, low interest (orange – top left): Offer information on a 
regular basis although not excessively 

• Low power, high interest (dark green – on the bottom right): Need to be 
adequately informed and offered opportunity for feedback to ensure that 
no major issues are arising. 

• Low power, low interest (light green – on the bottom left): Offer infor-
mation occasionally and not intensively. 

4 Serenity: Embrace Diversity and Change 

Why serenity is crucial for global innovation and networking? “Also called content-
ment, serenity emerges when people interpret their current circumstances as utterly 
cherished, right, or satisfying. People feel serenity, for instance, when they feel com-
fortable, at ease in, or at one with their situation. Serenity creates the urge to savor 
those current circumstances and integrate them into new priorities or values. The dur-
able resources created through savoring and integrating include a more refined and 
complex sense of oneself and of one’s priorities.” [3]. 

No doubt, we all live in circumstances completely or mainly opposite to these cir-
cumstances. Living in turbulent times, product and innovation circles are changing as 
fast as everything else (customers, suppliers, habits, values, trends). This makes us 
nervous, hectic, nuts. That is not a good pre-condition to navigate organisations in 
challenging times, that is not good at all for innovation, prosperity and positive, sus-
tainable developments of networks and organisations. 

So, how to obtain serenity and get a “more refined and complex sense of oneself 
and of one’s priorities” in order to cope with our busy professional lives with little 
room for creativity and innovation? Recent research suggests, that it is important to 
embrace change and diversity [5], to use neuro-plasticity of our brains [6], [7] instead 
of fighting change and globalisation.  Why? First, you can not change it anyhow, so 
make the best out of it. Also nasty things change, nasty clients, nasty trends, etc. And 
second, you can use change and diversity to come up with innovations. 

How? Surf the waves of change, otherwise you will risk to drown.  Use diverse 
teams to invent new things (Question: How many female software programmers do 
you have?). Tell your customers, bosses and yourself, that change and diversity are 
wonderful resources to design new solutions. Bio diversity, Human diversity, diversi-
ty of design to make things safer, etc., are all resources we can use for innovation. 
That is why Diversity Management has become a success factor for organisations that 
want to excel and meet the needs and requirements of global innovation and network-
ing.  

How much positive leadership and diversity management is related to successful 
change management is shown in the ground-breaking theories and publications of  
the leading expert and scholar in leadership, Kim S. Cameron. [14]  To be able to 
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embrace change and diversity in order to innovate and survive, you need serenity. 
When we do practice serenity and embrace change and diversity, we will make our 
products and services (and our people) more resilient in turbulent times of crisis, 
break-downs, budget cuts, sales decreases, etc.  

5 Interest: A Conditio Sine Qua Non 

The relevance of interest, which is considered by Barbara L. Fredrickson as positive 
emotion, for global innovation and networking is obvious: 

If we – both suppliers (including researchers) and customers – are really interested 
in the needs of our customers and our suppliers, we will find extraordinary new solu-
tions together. If we are really interested in trends and global developments, we will 
get new ideas on how to improve or innovate, in general and in particular. 

No doubt, that is common knowledge – but is it also common practice? 
Inter-disciplinary thinking, exploring other fields and industries definitely is our 

strength and competitive advantage in ECQA and in the EuroSPI and EuroAsiaSPI 
communities. 

Why? Software is like terminology, i.e. it is like weed which is everywhere. And 
global innovation and networking which is boosting globalisation, is everywhere, too.  

There might be applications for software process improvement and for terminology 
solutions where you would not expect them.  

What does that mean with respect to interest? It means that our interest must be 
real and honest, not a buzzword or empty talk. It means that we need to: 

 

• Listen carefully and with interest in order to come up with solutions 
who are really interesting for our customers, peers and communities 

• Enlarge our views, think out of the box, co-operate and join networks 
and communities of interest and trust  

 

According to Barbara Frederickson, “Interest arises in circumstances appraised as 
safe but offering novelty. People feel interest, for instance, when they encounter 
something that is mysterious or challenging, yet not overwhelming.” [3] To feel 
“challenged, yet not overwhelmed” is exactly the mental state which Mihaly Csiks-
zentmihalyi was calling “flow” in his famous book, 25 years ago [15]. Whenever 
people are absorbed and totally interested in what they are doing, they are in the “flow 
mode”. Professionals who love their profession know very well how this flow mode 
feels like and how essential it is to excel and innovate in their profession.  

“Interest creates the urge to explore, to learn, to immerse oneself in the novelty and 
thereby expand the self (…). The knowledge so gained becomes a durable resource.” 
[3]. How the essence of innovation could be described better? 

The notion of knowledge sharing is crucial here: If we use our knowledge for com-
petition, we will get specialisation. Those who practice co-operation and knowledge 
sharing instead of competition get real innovation. Why?  

Fascinating new research suggests that competition always lead only to specialisa-
tion in our evolutionary history. To create something new, cells, organisms, animals, 
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If you are disappointed by your innovation, your project, client or supplier, let us 
hope together that next time it will be different, and give them, him or her and your-
self a second chance. After budget cuts, project failure, crisis and nightmares, there is 
not only post-traumatic stress but also post-traumatic growth, a term coined by Martin 
Seligman [19]. If we are ready to learn from our mistakes, to analyse and discuss why 
our product or service is not sold, not used or not maintained, we will do a better job 
next time. And let us hope that there will be a next time…  

7 Pride: Share your Success Story with your Community 

“Pride emerges when people take appropriate credit from some socially valued good 
outcome. Pride creates the urge to fantasize about even bigger accomplishments in 
similar arenas. The big dreams sparked by pride contribute to the durable resource of 
achievement motivation (…).” [20] 

Share your pride with us: You did it, so tell us your success story! It is important 
for us to learn from your good or best practice example. And maybe you will get an 
award from ECQA – or EuroSPI? It is also important to share your good vibes with 
the community. Why? Because you could make a difference – you could inspire us 
and we will come back to you, with new ideas, new brains and new business.  

Positive emotions raise your chances to innovate and survive. When you are proud, 
you will dream BIG and you will go for further achievements, which is good for in-
novation and business.  

Why? Because it motivates us again and again. We are keen following our big 
dream and doing a lot of good work again to make you – and all of us – proud again. 

Pride can be a powerful positive emotion. In the German speaking world, we 
learned to distrust national pride. In the Christian world, pride is more a sin than a 
virtue. Now it is time to learn (from proud Canadians, Americans and South Africans) 
to be proud again – not because we belong to a certain nationality, but because we did 
a real good job – ideally in global innovation and networking. 

8 Amusement: Share Laughter, Knowledge and Ideas 

Innovation creation and management is hard work, as we all know. And innovation 
experts are most serious people. So, do not take both too serious. Laughter in your 
team will increase creativity (that you need to innovate and survive). And laughter 
will guide you through a chaotic and dangerous life with poor innovation manage-
ment. 

“Amusement creates urges to share a laugh and find creative ways to continue the 
joviality. As people follow these urges, they build and solidify enduring social bonds 
(…)” and: “Amusement occurs when people appraise their current circumstances as 
involving some sort on nonserious social incongruity. It can erupt, for instance, in the 
wake of a harmless speech error or physical blunder.” [20] 
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European Union. ECQA today is the leading and fast growing certification network and 
continuously improving and enlarging its product portfolio. [26] 

“Inspiration arises when people witness human excellence in some manner. People 
feel inspired, for instance, when they see someone else do a good deed or perform at 
an unparalleled level.” [20]. “It always seems impossible until it is done” –a famous 
quote from Nelson Mandela.  

Example: When TermNet initiated an international certificate for terminology pro-
fessionals 5 years ago, people were sceptical, doubting whether there would be a mar-
ket for such a niche product. Immediately after the launch of this certificate with a 
first exam in 2010, we got a phone call from European Central Bank asking if we 
could also do in-house trainings to guide their experts to become “ECQA Certified 
Terminology Managers”. Since then, EU institutions, companies and organisations 
from all over the world sent their people to our online courses and face-to-face Ter-
minology Summer Schools to qualify for that certificate.  

Many success stories are like that: if you get inspired by others, if you are commit-
ted and if you really believe in your project, you are irresistible and will succeed with 
your endeavour. 

Let us get inspired by innovation and by exnovation – another inspiring trend: 
“Exnovation is the process of eliminating the unsustainable, irrelevant or unsuitable to 
constantly improve and renew the innovation process.” [21] 

What does that mean? How can we eliminate the unsustainable, irrelevant or un-
suitable – how can we learn to unlearn? I´ll give you an example of a “crazy”  
Austrian entrepreneur: “At Zotter, everything is possible: cheese chocolate, fish choc-
olate, mass wine and incense chocolate and now the sweet variation of hummus. 20 
years of chocolate history Mr Zotter filled with a tremendous amount of creations, 
crazy ideas and the rebellion against the mainstream.” [22] 

So what is one crazy thing he did for innovation?  It is his “cemetery of ideas” 
where he buries bad ideas – where he eliminates the unsustainable, irrelevant or un-
suitable to constantly improve and renew the innovation process. Plenty of varieties 
are annually added to the assortment whilst others disappear and end up on the Ceme-
tery of Ideas. The Cemetery of Ideas exists in reality: In the Edible Zoo (another pro-
vocative innovation), Sepp Zotter has set gravestones for past chocolate varieties and 
ideas. And if some visitors grieve over the variety, Zotter resurrects the most popular 
former varieties for a short while, such as the wonderful combinations “Pink Coconut 
and Fish Marshmallow” or “Penuts and Ketchup” Chocolate. [23] 

10 Awe: Be Part of the Bigger Picture and the Greater Good 

“The durable resources awe creates are new worldviews (…).” [20] New worldviews 
definitely are key issues of global innovation and networking. New worldviews help 
us to develop or find something new or to connect with people who are (very) differ-
ent from us. 

How to bring awe to innovation managers and networkers? “Awe emerges when 
people encounter goodness on a grand scale. People feel awe, for instance, when 
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overwhelmed by something (or someone) beautiful or powerful that seems larger than 
life.” [20] 

We can learn (again) to be overwhelmed not only by work loads or bureaucracy, 
but by the beauty of innovation and communication, by the precision of technology 
and terminology, by the complexity of software processes, human nature, brains, etc. 

Do not unlearn to marvel about all the wonderful things you are surrounded by and 
where innovation should be the underlying quality and success factor. The world is 
awesome – and not enough. When Professor Budin, the first Full Professor in Termi-
nology and Language Technology was asked in an interview about the future of trans-
lation, he answered without hesitating a second: The Universal translator like in Star 
Trek.  

So remember: You are part of something much bigger than you and your innova-
tion challenge or your innovative solution. You are part of Star Trek´s Universal 
Translator, you are part of the smartest smart phone feature, you are part of the cutest 
search engine for web contents in hundreds of languages. You are contributing to the 
greater good, you are part of the bigger picture.  Awesome. 

11 Love: Love It or Leave It 

Love is the best and most complex positive emotion we have, and comprises all the 
previous 9 Must Haves in global innovation and networking we were talking about.  

“Love, which appears to be the positive emotion people feel most frequently, arises 
when any other of the positive emotions is felt in the context of a safe, interpersonal 
connection or relationship. (…) as an amalgam of other positive emotions, love broa-
dens thought–action repertoires both in an “all of the above” manner and by creating 
momentary perceptions of social connection and self-expansion. Likewise, love builds 
a wide range of enduring resources, especially social bonds and community.” [20] 

Table 1. Ten Representative Positive Emotions according to Barbara Fredrickson [24] 

Emotion label Appraisal theme Thought-action 
tendency 

Resources accrued 

Joy Safe, familiar, 
unexpectedly 
good 

Play, get involved Skills gained via 
experiential  
learning 

Gratitude Receive a gift or 
benefit 

Creative urge to 
be prosocial 

Skills for showing 
care, loyalty,  
social bonds 

Serenity  
(also known as 
contentment) 

Safe, familiar, low 
effort 

Savor and  
integrate 

New priorities, 
new views of self 

Interest Safe, novel Explore, learn Knowledge 
Hope Fearing the worst, 

yearning for better 
Plan for a better 
future 

Resilience,  
optimism 
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Table 2. (Continue) 

Pride Socially valued 
achievement 

Dream big Achievement 
motivation 

Amusement Nonserious social 
incongruity 

Share joviality, 
laugh 

Social bonds 

Inspiration Witness human 
excellence 

Strive toward own 
higher ground 

Motivation for 
personal growth 

Awe Encounter beauty 
or goodness on a 
grand scale 

Absorb and  
accommodate 

New worldviews 

Love Any/all of the 
above in an  
interpersonal  
connection 

Any/all of the 
above, with  
mutual care 

Any/all of the 
above, especially 
social bonds 

12 Conclusions 

So these are the “Top 10 Must Haves” in global innovation and networking: Ten posi-
tive emotions explored by Barbara Fredrickson and connected with innovation and 
networking by Gabriele Sauberer and the co-authors of this paper. 
 

All you need to innovate, connect and flourish is: 

 to create joy with your products and use playfulness to innovate, 
 to show your customers your gratitude and learn from them,  
 to practice serenity and embrace change & diversity,  
 to keep your interest in clients, trends, and inter-disciplinary thinking,  
 to hope for the better in difficult times and rely on post-traumatic growth af-

ter failures,  
 to continue your success story – and dream big, 
 to share your laughter with innovation experts,  
 to get inspired by other “crazy” people who innovate and exnovate (it is who 

learn to unlearn the useless), 
 to be overwhelmed with positive emotions & the blessings of innovation and 

networking for the greater good. 

Yes, this is what we are saying: Love it or leave it. We do need to capitalise on 
these positive emotions to survive and flourish in our industries, businesses, networks 
and communities.  

13 Outlook: Future Innovation and Diversity Manager 
Certifications 

In her master thesis, Gabriele Sauberer examined the required knowledge, skills and 
competences of successful diversity managers compared with those of innovation 
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managers. [8] The correlation between diversity and innovation is obvious and clear: 
The majority of managers in the Forbs Insights Survey considered diversity at the 
workplace at “Key Driver” of innovation:  

“The business case for diversity and inclusion is intrinsically linked to a company´s 
innovation strategy. Multiple and varied voices have a wide range of experiences, and 
this can help generate new ideas about products and services. Survey respondents 
overwhelmingly agreed that a divers and inclusive workforce brings the different 
perspectives that a company needs to power its innovation strategy.” [9] 

The list of publications about the business case and benefit of diversity manage-
ment is huge and continuously growing [10]. However, research results about the 
correlation between diversity management and innovation are less frequent, but case 
studies about how diverse teams and work force are fostering innovation are  
published widely, e.g. Forbes insights studies [9]. 

So, how the skills of innovation managers are correlating with diversity manage-
ment skills? From 38 performance criteria (PC) of the “ECQA Certified Innovation 
Manager 2.0” certificate, there are 8 overlapping criteria in ECQA Certified Diversity 
Manager certificate. Four criteria are in Skill Unit 1: Innovation Domains and four in 
Skill Unit 2: Architecture of a Dynamic Learning Organization. In particular, these 
overlapping skills are found in Learning Element 3, “Ideation and Entrepreneurship” 
(U1.E3).  

Examples [11]: 

• S/he knows the Key Success Factors for a successful Ideation Process  
(InnoMan2.0.U1.E3.PC1) 

• S/he knows how to develop and assess personal skills, such as empathy, self-
reflection, ability to work in a team, to negotiate, handle conflicts, etc. 
(DiMMan.U5.E1.PC3) 

The correlation between innovation and diversity management is even more ob-
vious when it comes to managing (diverse/innovation) teams and key competences of 
(innovation) managers [12]: 

• S/he knows how to compose Innovative (Ideation) Teams (InnoMan2.0. 
U1.E3.PC3) 

• S/he knows how to manage and train diverse teams (DiMMan.U2.E2.PC4 + 
PC5 = InnoMan.U2.E3.PC1 + PC2) 

• S/he knows how to identify a core competence (InnoMan2.0.U2.E1.PC1) 
• S/he is able to identify and measure potentials and diversity in the work 

place (DiMMan.U2.E1.PC1) 
• Last but not least, the ability to identify and measure potentials is a pre-

requisite of our ability to create learning organisations [13]:  
• S/he knows how to establish a learning organisation architecture model  

(InnoMan2.0.U2.E1.PC2) 
• S/he is able to identify and measure potentials and diversity in the work 

place (DiMMan.U2.E1.PC1) 
In a rapidly changing complex world, we need new skills and competences to en-

joy innovation and to make global innovation and networking “flourish”, i.e. success-
ful and sustainable.  
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Which new skills do we need as innovation managers?  
1. We need terminology skills to communicate precisely in and with global 

networks and to coin new concepts and terms for new things.  
2. We need diversity management skills to make use of the existing potential 

we already have (in our “human resources”) and of new potentials and resources we 
need to create innovation and sustainable networks 

3. We need story telling skills to bring the message through, to tell a convincing 
story, to “sell” global innovation and networking.  

These skills shall and will be represented in the new “ontology of skills and com-
petences” [25] of ECQA, the European Certification and Qualification Association. 
They are or will be included also in the skills and competence portfolios of “ECQA 
Certified Innovation Manager”, “ECQA Certified Applied Sustainability and CSR 
Professional” and “ECQA Certified Diversity Manager”.  
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Abstract. The purpose of the article is to present an approach how to integrate 
sustainability related topics into an organization’s management system. As a 
starting point and connecting tissue, we use a process-oriented approach (BPM) 
for managing companies and then apply sustainability dimensions (economic, 
ecologic, and social) to it. Using this approach we do not change existing or al-
ready established management systems of companies, but we adapt it by mod-
ifying company vision, strategy and most importantly, management and core 
processes. Integrating sustainability related processes into organization man-
agement system prevents “fire-fighting” and ad-hoc activities, which are per-
formed by companies to comply with the increasing number of sustainability 
related standards. In addition, we present two managerial trainings (business 
process management and sustainability management), which when combined, 
will enable managers to adapt to today’s highly competitive business environ-
ment. The concept presented here is a novel approach under the ECQA  
(European Certification and Qualification Organization), which will allow on-
demand clustering of managerial skills and trainings (BPM and sustainability 
management). The results presented are particularly useful for process analysts, 
quality managers, sustainability managers, social responsibility managers and 
similar professional profiles in order to improve their companies’ activities and 
processes with respect to the sustainable development values. 

Keywords: Leadership · Business process management · Sustainability · Life-
long learning · Certification · Business analysts 

1 Introduction 

We all strive for sustainability, in every aspect of our lives. We want to sustain our 
lives, our families, our companies and the whole society.  We are very good at sustain-
ing ourselves (as a person) and what directly affects us (our social, technical or eco-
environment). This kind of sustainability related knowledge we have ‘built-in’ (some) 
and we learn it in our families through generations (as knowledge base experiences 
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transmitted in order to survive and develop ourselves). Despite this individual beha-
vior, we are not so good (and we have proved this many times) at sustaining larger 
scale subjects, for example companies, countries, and natural resources. Therefore, 
learning from good practices of subjects (individuals and groups), who already have 
success in this area could be a solution for this kind of group behavior and knowledge 
acquirement (acquisition). 

At the organizational level (seen as multilayer of functional groups or cross-
functional groups), the problem of behavior and knowledge acquirement is more 
complex. 

Process oriented organizations have traditionally focused on the following aspects: 
time, cost and the quality. The key performance indicators for the development ex-
penses were time and costs, where other resources and impact on the environment and 
the society was usually neglected.  

But what is sustainability in the business and development context? The authors of 
(Fistis, Rozman, Riel, & Messnarz, 2014) define it as “an integrated approach to eco-
logical, social and economic impact issues (both internal and external), which leads to 
long term, sustainable survival of the organization and its environment, which also 
includes profit growth (but not at any cost).” 

In addition to these three dimensions, and upon all of them management and lea-
dership skills are a “must”, if we want to achieve the behavior and knowledge in order 
to develop a sustainable business of a company. It became obvious that to build a 
sustainable society, we need sustainable companies. To make a company sustainable, 
we firstly need leaders and managers, well educated in all mentioned aspects. 

Sustainability aware leaders define a sustainable vision, strategy and tactics that 
will determine sustainable activities and processes in a company’s internal environ-
ment and these will generate sustainable products and services. Business and process 
analysts define processes for a company. Middle managers and process owners ensure 
that processes are performed. Processes are executed by employees. This is how it 
should be in ideal organization. But where do we start? How do we integrate sustai-
nability aspects into company’s management system? 

In previous years, there was a focus on an incremental process change and im-
provement. While this approach results in optimized processes, it may not take into 
account social and environmental sustainable business processes. To address these 
issues, companies need to adopt a radical approach (sometime) by introducing com-
pletely new processes into their practices simultaneously with the reshaping the exist-
ing ones with respect to the sustainable development values, norms and standards. 
Therefore, this article tries to answer the following research questions: 

 
RQ 1: Are business process management and sustainability management complemen-
tary and can they be integrated? 
RQ 2: Which existing BPM related standards could be used to integrate sustainability 
into organization?  
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2 Business Process Management and Sustainability 

Business Process Management (BPM) is a structured way of understanding, docu-
menting, modeling, analyzing, simulating, executing, measuring and improving end-
to-end business processes and resources. The aim of BPM is to improve business in 
all aspects (transparency, efficiency, resource usage). While many organizations fol-
low functional management (departments as islands), a process-oriented management 
promises to deliver value or better experience to customers. In real life, strict separa-
tion of functional and process oriented management is difficult to achieve, therefore a 
mix of those two is more realistic and common.  

The usual approach to BPM follows the PDCA process. In reality, when a company 
and/or consultant starts with implementing BPM in an organization, some BPM prin-
ciples are already in place. Many companies to which we provide our BPM consulting 
services have already some form of process descriptions in place. For example, the 
majority of them have already established an ISO 9001 compliant quality management 
system. On the other hand, the quality management system is rarely fully in use. Many 
times, we get the comment: “Yes, we do have our processes described, but we perform 
our work differently as described.” This is a clear sign that the respective company’s 
efforts to establish BPM were not successful and are thus not sustainable. Others are 
reluctant to model AS-IS processes (because they are broken) and want to model ideal 
(TO-BE) processes. The lesson learned from the real world consulting is, the process 
thinking implementation is not as straightforward as usually presented in the literature. 
Some companies see BPM as a purely information technology related initiative, but it 
is actually not. It is true that BPM is an enabler for process automation, however in-
formation technology is not the core of the approach. The key message is ‘Integrate 
work, not (only) applications’.  

In this article, we distinguish between sustainable BPM and a sustainable organiza-
tion, which is not the same. Sustainable BPM means that we take a process-oriented 
approach to an organization’s primary way of management and we continuously re-
fine, measure and optimize processes. Implementing sustainability aspects in BPM 
means that we reengineer existing processes or introduce new ones in our organiza-
tions, which cover all the sustainability dimensions (economic, social, environment).  

2.1 Similar Work from BPM and Sustainability Field 

Sustainability and BPM topics started to appear in combination in the literature sever-
al years ago, for example with (Jeston & Nelis, 2008) or (zur Muehlen & Su, 2010), 
just to mention some of them.  

A literature review of sustainability in BPM research has been published in 2012 
(Stolze, Semmler, & Thomas, 2012) and there were findings “if the BPM research 
provides the right tools and methods to green the underlying business activities or if it 
is rather embracing sustainability only on a descriptive/argumentative level without 
true incorporation into its methodological foundations”.  
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The CAiSE’11 Panel on Green and Sustainable Information Systems (Pernici, 
Aiello, Donnellan, Gelenbe, & Kretsis, 2012) has underlined aspects that are more 
specific and practically oriented. It has been recognized that BPM and the associated 
optimization actions that are developed in companies have not been specifically ex-
plained for some important sustainable aspects such as energy savings and business 
process environmental impact in general. “With the notion of green BPM, it has been 
argued that green information technology may be too limited to allow for a full explo-
ration of the role of information systems”. Therefore, studying the mechanisms of 
innovating and transforming business processes toward more environmentally sustai-
nability work practices seems to be a promising field of information systems research 
(vom Brocke, Seidel, & Recker, 2012). 

In order to understand the link between sustainability and BPM, six essential re-
search directions for green BPM have been identified, which are related to six factors 
or core elements of BPM (vom Brocke et al., 2012). The associated questions for each 
factor try to explain the motivation, meaning and the importance of sustainability 
association with BPM: 

 

1. Strategic Alignment: How can we operationalize sustainability? What are the 
relevant value dimensions? Should they be measured?  

2. Governance: How can we organize sustainability? What roles are needed? What 
procedures can be applied in specific organizational contexts?  

3. Methods: How can we identify the sustainability impact of processes? What ex-
tensions to modelling languages are needed?  

4. Information technology: How can we find technology that supports process 
change? What is sustainability-enabling technology? What are best-practice use 
cases?  

5. People (Human resources): How can we educate people to adopt sustainability 
practices? What is the Curriculum of Sustainability Training?  

6. Organizational culture: How can we identify, operationalize, and communicate 
values relevant to sustainable processes? How can we transform people’s attitudes? 

More recently, the Green BPM concept was defined (from an information system 
researcher’s perspective) as “the sum of all information systems-supported manage-
ment activities that help to monitor and reduce the environmental impact of business 
processes in their design, improvement, implementation, or operation stages, as well 
as lead to cultural change within the process life cycle” (Opitz, Krüp, & Kolbe, 2014). 
As a general conclusion, of the more recent published works in the field, researchers 
provide good ideas about sustainability and business process management (most on 
green information systems and green BPM), but they provide only little or no guid-
ance how to integrate sustainability in the concrete organization business processes. 

2.2 Sustainable Business Process Management 

According to (Tregear, 2009), sustainable BPM in an organization should have: 
process architecture, continuous measurement and a consistent framework. 
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Process architecture is a top-level view on an organization’s key process areas 
[Fig. 1]. Continuous measurement is a system of key-performance indicators estab-
lished and monitored. Consistent framework means all levels of the organization 
should be involved in BPM: 

1. Enterprise level: top management and members of the process office manage en-
terprise processes. This means they identify, model, measure, govern and align 
high-level processes with corporate strategy. 

2. Process level: analysts should understand, analyze, redesign, implement and roll 
out operational processes and deal with day-to-day management. 

3. Implementation level: IT professionals transform process models and rules into ap-
plications; manage changes, while middle managers manage people and projects.  

According to these perspectives on business process management, we are proposing a 
model to integrate sustainability aspects into organization using existing BPM related 
standards and frameworks. 

3 Integrating Sustainability into an Organization  

3.1 How to Achieve Sustainability of an Enterprise? 

If the enterprise wants to sustain its business, it should (Reeves, Zeng, & Venjara, 
2015) : keep resetting the vision, experiment with business models, focus on seizing 
and shaping strategic opportunities, not on executing plans and get good at adapting 
the organization. This is the so called “self-tuning” and the main pre-requirement for 
it is a system which allows fluidity and feedback. In addition, this means that the top 
management tasks like setting the vision, strategy and tactics is not a one-time job, 
but rather have to be continuously performed based on the client and market feed-
back. To put it simply: an enterprise without an established and integrated feedback 
loop is not sustainable from its existence point of view. To be more concrete, an or-
ganization should integrate a process called “Re-planning” in its process landscape 
[Fig. 2, KPA 1.2]. Leading companies (from business sustainability perspective) op-
erating globally through the Internet as Google, Netflix, Amazon, Alibaba use this 
approach. But there’s more to sustainability than leadership in income, pervasiveness 
and number of users. People usually see only economic dimension of the sustainabili-
ty, while having a blind spot on the environmental and social. If the organization has a 
BPM system in place and working, a good starting point is to integrate sustainability 
into it related processes (following this order): 1. update the organization’s vision, 
strategy, tactics (corporate level); 2. update its process architecture; 3. update man-
agement, core and supporting processes. 

In the following chapters, some guidance how to implement sustainability aspects 
in those three levels is provided. 
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3.2 Implementing Sustainability Aspects: At a Corporate Level 

For managing or better structuring organization vision, strategy and tactics, a BMM 
can be used (“Business Motivation Model, Version 1.3,” 2015).  
To integrate sustainability into organization, we have to start with top level concepts, 
which are according to BMM: 

• Ends: What (as opposed to how) the business wants to accomplish. 
• Means: How the business intends to accomplish its ends. 
• Directives: The rules and policies that constrain or govern the available means. 
• Influencers: Can cause changes that affect the organization in its employment 

of its means or achievement of its ends. Influencers are neutral by definition. 
• Assessment: A judgment of an Influencer that affects the organization's abili-

ty to achieve its ends or use its means. 

The BMM defines both the structure of the strategic concepts as well as the semantics 
of the terms used. It not only covers the traditional components of strategic planning, 
but also includes the concepts of Influencers (e.g. stakeholders) and Assessments. An 
important feature of this model is the perspective offered on its components by Refer-
ence Elements. The ones of most interest from the point of view of BPM are Organi-
zational Units and Process. The message is that every level of the organization and 
also the processes of the organization should have a model with a consistent structure 
as depicted by the BMM framework (vom Brocke & Rosemann, 2010). 

The BMM helps us to clarify and structure corporate-level concepts such as vision, 
mission, tactics, influencers etc. To demonstrate the practical usage of this model, we 
will show how the company’s top-level quality manual can be improved and updated 
with sustainability aspects. The example shown in Tables 1 to 4 is related to a compa-
ny that produces electrical tools and wants to be more sustainable (this is only an 
example to demonstrate the usability of the BMM model in the field of sustainability). 

Table 1. BMM means (an example including some sustainability aspects) 

Summary: Using MEANS, we achieve business goals.  
Mission: “Designing and producing electrical tools”. 
Sustainable mission: “Designing, producing electrical tools and providing renting services”. 
Course of action: 

• Strategy: “Producing of electrical tools for professionals, who can order personalized package of 
attachments” 

• Sustainable strategy: Same as above + “providing a service where professionals can borrow tool 
attachments” 

• Tactic: “Selling them as many tool attachments as possible”. 
• Sustainable tactic: Same as above + “Providing tool attachment exchange service and battery 

renting service” 
Directive: 

• Business policy: (usually unstructured): “If the tool is broken, buy a new one”, 

• Sustainable business policy: “If the tool is broken, rent a new one” 

• Business rule: (usually structured): “Return policy of tools: within warranty period” 

• Sustainable business rule: same as above + “return old tool (if it still works) or battery anytime 
and rent a new tool or battery” 
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Table 2. BMM ends (an example including some sustainability aspects) 

Ends: 
Vision: “To become the best electrical tools maker in the European Union”. 
Sustainable vision: 

“To become the best electrical tools maker in the European Union with lowest quantity of electronic 
waste and most natural resources preserved”. 
Desired result: 

Goals: Qualitative description, for example: “New tool model launched every year, bigger number of 
units sold”. 
Sustainable goals: 

Same as above + “less resources used, lower water and carbon footprint, less units on the junkyard, 
more serviced units” 
Objective (quantitative description): “To increase sales of tool units by 10% by 2016”. 
Sustainable objective: “To reduce the amount of energy spent for production for 5% by 2016 while 
maintaining sales volume” 

Table 3. BMM influencers (an example including some sustainability aspects) 

Internal influencers: 
Assumptions, habits, (un)written rules, relations among employees, management power and actions, 

(dis)satisfaction. For example: “Professionals want to buy, not borrow tools OR by lowering the pro-
duction and providing services I will lose my job as production worker” 
External influencers: 

Customers, environment, regulations, delivery, technology etc. For example: “Information Technol-
ogy services for mobile phones, which allows professionals to borrow tools from each other” 

• Influencing other organizations. Example: “Play a role model for a competition.” 

Table 4. BMM assessments (an example including some sustainability aspects) 

Potential impacts: 
Risks: “Convincing professionals to borrow instead of buy tools is difficult”, 
Potential reward (sustainability related): “Lower number of tools produced, more units borrowed, 

cleaner environment and maintaining high profit because of new sustainability related services”. 

 
By starting integrating sustainability aspects into highest levels of corporate man-

agement we ensure that lower levels follow the guidance easier as when using a bot-
tom-up approach. This is called leadership (show the way, not enforce it). “A sustai-
nability leader is someone who inspires and supports action toward a better world” 
(Visser & Courtice, 2011). 

3.3 Implementing Sustainability Aspects: Process Landscape Level 

After redefining vision and other corporate concepts, we can continue by re-engineering 
process architecture. Similar approach was used by (Rozman & Geder, 2012), when 
defining key process areas for higher education institutions. 

An example of process architecture showing some sustainability aspects already in-
tegrated is shown on [Fig. 1]. Key process areas (KPAs marked bold) are those where 
sustainability aspects were considered: 
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Fig. 1. Process architecture with some sustainability related processes covered 

KPA1: Corporate Management Processes 
 

1.2 Analyzing and re-planning - As mentioned earlier, constant observation of the 
environment and continuous re-planning is one of most important management 
tasks to ensure business will survive. Re-planning action means adapting to the en-
vironment, building better services with sustainability in mind. 

1.5 Business Processes, Change and Quality management - A company without es-
tablished processes, which make sure processes are constantly updated and im-
proved, cannot be sustainable on the long-term. This includes process, change and 
quality management. Process management approach means that company has de-
fined well all its processes, place and running them as they have established. In ad-
dition, a prerequisite for this is change management: gathering suggestions for 
changes from employees, customers and the environment and implementing it into 
management system and better processes.  

 

KPA 2: CRM Processes 
2.5 Gathering customer feedbacks – this is a typical CRM process, which could be 

modified to gather sustainability related feedbacks from customers. Without a 
closed loop (feedback-improvement), sustainability cannot be achieved.  
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KPA4. Support processes
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KPA3: Operations 
 

3.1. Development – This process is one of the most important processes to achieve 
sustainable products. Sustainability aspects should be built-in to products already 
in the product development phase. For example, the development process should 
incorporate end-of-product-life aspects into new products. This means we should 
think ahead how our old products can be reused/recycled/remanufactured.  

3.5 Reusing materials, 3.6 Re-manufacturing and 3.7 Recycling should be specified as 
processes too. The example of reusing process is presented in [Fig. 3]. 

3.9 Gathering employee feedback – this is another process which is necessary for 
closed-loop development. Without standardized gathering and managing em-
ployee’s ideas and innovations, the company will have hard time achieving sustai-
nability. 

 

KPA4: Support Processes 
 

4.5 Sustainability reporting – This process serves as a main contact point with the 
external stakeholders. The main purpose is to communicate to stakeholders in ac-
cordance with GRI1. The input to this process is constant measuring of operational 
processes resource usage per product. This information can be also used as a com-
petitive marketing information (e.g. During the development of a product X, only Y 
liters of water was used). 

For the above description because of the big number of processes and related activ-
ities, not all sustainability aspects can be shown on a big picture (as a process land-
scape diagram). Many of the operating processes or activities should be introduced in 
lower process levels (depends of each company’s specifics).  

3.4 Implementing Sustainability Aspects: Process and Operations Level 

To demonstrate how the sustainability related processes can be added to process 
structure, let us refine key process area “3.5 Reusing materials” from [Fig. 2]. This is 
an alternative process of the “3.3 Ordering process”.  This way we are changing a 
supply chain for the “3.4 Production processes”, which previously included only “3.3. 
Ordering (of new materials)”. On the first and second levels of details, we used 
‘process map’ technique from Aris Express tool, which shows only the rough se-
quence of the processes or process groups. We have refined the ‘Reusing materials’ 
process area with 3 sub-processes: “3.5.1. Accepting used batteries”, “3.5.2 Disas-
sembling and sorting” and “3.5.3 Warehousing of sorted materials” [Fig. 2]. 

 

 

Fig. 2. Excerpt from 2nd level of process architecture 

                                                           
1 Global Reporting Initiative. 

3.5 Reusing materials

2n level: Key process 3.5. Reusing materials

3.5.1 Accepting
used batteries

3.5.2 Dissasembling
and sorting

3.5.3 Warehousing of
sorted materials

3.4 Production
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The next step is to define the process in even greater details. For this purpose, 
BPMN (Business Process Modelling Notation) is appropriate. For the demonstration 
purposes, we show the details of the sub-process “3.5.1 Accepting used batteries on-
ly”. This process [Fig. 3] is performed by three roles: User of the product, Customer 
service department, Return center and Disassembly unit. The process starts with two 
triggers: 1. Customer service department informs customers about battery return poli-
cy on yearly basis or 2. When it receives user registration form of his electrical tool. 

Then, the return center accepts used batteries from customers. After accepting the 
used battery, they check for type, weigh it and send it to the disassembly unit. At the 
same time, they calculate the bonus for the user and send them a bonus in the form of 
discount for the next purchase or lease of the battery. The Disassembly unit sorts the 
received batteries, disassembles them and sorts the raw materials. 

 

 

Fig. 3. Excerpt from 3rd level of processes 

We have shown only the small excerpt of integrating a new process into organiza-
tion using BPM approach and notations (Aris process landscaping and BPMN), but 
the idea should be clear. Integrating sustainability into organization should not be an 
isolated initiative. It should be integrated right into the entire management system; 
otherwise it is likely to fail at least in the long run. 

 

3.5 Implementing Sustainability Aspects into BPM System: A Summary 

The following table summarizes the recommended usage of BPM related standards 
and approaches for better sustainability management of organizations. With this 
summary table we directly address RQ 2: Which existing BPM related standards 
could be used to integrate sustainability into organization?  
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Table 5. Summary of BPM related approaches with sustainability management 

Sustainability related 

action/task 

BPM related standard / 

approach 

Usefulness 

Redefining vision, 

mission, strategy, 

tactics of an organiza-

tion 

BMM (Business Motiva-

tion Model) 

Strategic concepts can be defined in the form 

of clear structure and related to processes 

Redefinition of 

processes – high level 

Process maps (ARIS 

process landscaping) 

High level sustainability related processes can 

be presented 

Redefinition of 

processes – low level 

BPMN (Business Process 

Modelling Notation) 

Sustainability related activities can be clearly 

defined and incorporated in business 

processes (operations level) 

Maintaining sustainable 

organization 

PDCA (Plan-Do-Check-

Act) cycle 

Continuous monitoring and improvement of 

sustainability related processes 

Automating sustainabil-

ity related processes 

BPMS (Business Process 

Management Systems) 

Less complex automation of sustainability 

related processes (in comparison with tradi-

tional software development) 
 

As we see, there is a strong relation between BPM and sustainability management. 
A very good example of such integration (although not directly related to BPM stan-
dards), is presented in (O’Hare, C. McAloone, Pigosso, & Howard, 2014).  

4 Conclusion 

Within this article, different perspectives of the relation between BPM and sustainability 
have been discussed. The main objective was to propose an approach on how to inte-
grate sustainability related topics (values and principles) into an organization’s man-
agement system. We focused most on practically oriented solutions of this approach. 
Starting with a brief overview of BPM concept and some explanations of different links, 
aspects and implications with sustainability (part 1 and 2 of the article) we have created 
the knowledge base for the proposed model of integrated sustainability aspects into 
organization using existing BPM related standards and frameworks (part 3).  

The references analysis in this article has proved that the sustainability concept and its 
implementation is a major challenge and different successful approaches in organiza-
tion’s practice have proofed that solutions required out-of-the-box thinking. For the BPM 
discipline, such thinking means increasingly thinking in terms of innovative/creative 
solutions, services and processes (rather than disciplines) in order to support organiza-
tions’ sustainable development.  

Vice versa, considering the vital role of information in all areas of the modern 
world, this development can embody a great opportunity for the BPM discipline since 
it can prove its usefulness. The notion of process and the knowledge of process man-
agement can prove particularly helpful since processes are the nucleus of socio-
technical work systems, and BPM has proven particularly successful at integrating the 
perspective of various disciplines (vom Brocke et al., 2012). 
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The proposed model of integrated sustainability aspects into organization using ex-
isting BPM related standards and frameworks could support practitioners (analysts 
and managers of different levels) to re-engineer, re-design their corporate and opera-
tions’ level processes having in mind both BPM and sustainability principles (way of 
actions). However, a coherent training program in the field of sustainability should 
support these new ways of people thinking and behavior and there have been briefly 
demonstrated that LeadSUS training program is a feasible solution to this problem. 

Through the ideas discussed we can conclude that contributions to theory and in-
novative solutions will both be needed in order to leverage BPM for sustainability 
leadership and management. Building on the BPM body of knowledge, research 
should focus on the specific challenges imposed by the phenomenon of greenness, or 
sustainability in a wider sense (recognized also by (Pernici et al., 20112)). In addition, 
finding the right answers on how sustainability approach could be supported by BPM 
and how it can be better operationalized (in detail) in the case of different type of 
organizations (small, medium, big, public or private etc.) leads to another major chal-
lenge for our future researches. 

According to our research, the market of the BPM training (Draghici, Olariu, & 
Rozman, 2012; Draghici, Prostean, Mocan, & Draghici, 2011) and sustainability train-
ing (Draghici, Fistis, Albulescu, & Draghici, 2015) have been developed, but there is a 
lack of a combination of such training. Therefore, we address this issue by clustering 
the following ECQA trainings: ECQA Certified Business Process Manager,  ECQA 
Sustainability Manager, ECQA Social Responsibility Manager, ECQA Certified Ap-
plied Sustainability and CSR Professional, ECQA Certified Diversity Manager and 
ECQA Innovation Manager 2.0. This initiative could satisfy better the news of infor-
mation technology specialists in order to support the sustainable development initia-
tives in their organizations and also, the analysts in different sustainable development 
areas to better define, develop and realize (implement) their business processes. 
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Abstract. ISO/IEC 15504 process capability assessments (or similar audit  
approaches) are widely used in specific industries and sectors, like automotive, 
medical, space, finance, etc. Most of these assessments are performed only at 
operational levels aiming up to level 2 (Managed) capability targets. The  
coverage of the governance objectives referred by the enabling processes of the 
Governance Model for Trusted Businesses helps to use the industry and sector 
specific process assessment models by establishing the applicable organization-
al contexts of level 3 (Established) and level 4 (Predictable) process attributes 
concerning to the operational and supporting business processes. The Managing 
Strategic Directions scenario - by adapting skills and processes from ECQA 
certified Governance Capability Assessor job role - helps the management to 
select and apply those governance practices which are relevant for improving 
and ensuring the better market recognition, the transparency and accountability 
of enterprise management, and the commitment to business excellence. This 
approach is also applicable for the key goals of future global innovation and 
networking aimed by the ECQA. 

Keywords: Enterprise governance · ISO/IEC 15504 (SPICE) · ISO 31000 risk 
management · Enterprise risk management (ERM) · Internal control · Gover-
nance capability assessment · Assurance management · Global innovation and 
networking · Business trust and transparency 

1 Strengthening Business Trust and Transparency  

It is important to all economic and social partners, that the enterprise governance mi-
lieu - by keeping in mind all the needs and requirements of the markets’ demand and 
supply relations, the regulatory environment enforcing public societal interests, and the 
stakeholders’ expectations together - supports the optimal framework of risk taking in 
establishing and maintaining long term and fruitful business relationships necessary for 
the sustainable development. Therefore it is desirable for the achievement of a standard 
level of business trust that those governance principles and enabling practices which 
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are commonly interpretable and observable by all types of economic entities will be as 
widely as possible acquainted and also applied according to the specific business con-
ditions. Implicitly the enterprise has the more and the more types of business relation-
ships and stakeholders, the more important is the control and transparency of its gov-
ernance system supporting business trust. Nevertheless, the successful conformity to 
governance requirements and the credible presentation of the achieved results are 
equally important to the entities either in start-up, growing or matured phases - inde-
pendently from size, industry sector or ownership types. 

For publicly listed companies, the regulators or supervision authorities request com-
pliance to the local corporate governance codes or recommendations. In Europe the 
“comply or explain” type disclosures are generally accepted, however stakeholders 
would be more happy with wider transparency of how the fulfilled compliance objec-
tives are achieved instead of just receiving short explanations of why some compliance 
requirements are missed or managed in different than the recommended way.  

Other organizations, like Small or Medium sized Enterprises or Innovation Net-
work Organizations are typically not requested to disclose conformity statements. 
However if their products or services are embedded into their customers’ production 
lines, the necessary technical, quality and financial indemnity insurance requirements 
and the validation processes are established and maintained within formal supply 
chain management. For example even the small entities might be asked to provide 
independent audit reports on Service Organization’s Control in outsourcing business 
or small training organizations are also requested for providing validation reports for 
compliance with international standards or local regulatory requirements. Funding 
agencies, investors and financial institutions can rate their potential SME clients not 
only based on the historical financial figures, in optimal business environment the 
“soft” organizational management factors and company goodwill are also evaluated 
and important for decision making. For these reasons, even the SMEs and network 
organizations can benefit from presenting their governance capability conforming to 
international standards without exaggerated implementation and assurance costs by 
adapting the Governance Model for Trusted Businesses [1] aligned with their own 
business goals and environment. Most of the given governance processes and neces-
sary practices don’t need to be implemented in different or new way from existing 
company/organization management practices by linking existing - already proofed - 
management practices to generic governance objectives for better achieving transpar-
ency to external stakeholders.  

All organizational and operational levels have specific enterprise goals and related 
governance objectives. Criteria for tolerable level of risks should be established based 
on those business and enabling governance processes and their capability level tar-
gets, which are closely related to these enterprise goals. (For simplicity reason any 
type of business organization or entity will be referred as “enterprise” in this paper). 

For implementing Enterprise Governance the executive management and - if it ex-
ists - the supervisory board should follow scenarios to design, implement, direct, 
monitor and improve business operation in alignment with the adapted governance 
objectives. In this term the “Enterprise Governance” is driven by the organization’s 
specific business goals and enabling governance objectives instead of generic control 
or regulatory framework based “checklists”.  
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The term of “scenario” is also used for systematically considering integrated risk 
management aspects of enterprise/entity governance practices implemented at opera-
tional and organizational levels. These considerations are focusing on the customized 
design of governance objectives, processes and practices enabling the better achieve-
ment of the concerning enterprise goals, and the presentation of related risk criteria as 
management assertions or risk appetite statements. Based on the evaluation of how 
these risk criteria are fulfilled, the next improvement or correcting actions (risk treat-
ments) are planned and performed. The ISO 31000 Risk Management standard [2] 
sets applicable requirements for these risk management activities at organizational 
and process levels. 

 

 

Fig. 1. Governance Capability Assessment Model 

 
When ISO/IEC 15504 standard (SPICE) [3] based Governance Capability  

Assessment [4] concept is applied, the evaluation of compliance will focus on how 
the capability profiles of the implemented core business and governance processes are 
aligned with the governance objectives customized for the specific enterprise goals. 

The governance processes defined by the Governance Model for Trusted Busi-
nesses are supported by application practices selected from the COSO [5], COBIT 
[6] and Enterprise SPICE [7] reference models. The governance processes associ-
ated with the process attributes defined by ISO/IEC 15504 provide a common basis 
for performing assessments of governance capability regarding Enterprise Govern-
ance and reporting of results by using a common rating scale. ISO/IEC 15504 stan-
dard (SPICE) offers not only transparent method for assessing performance of rele-
vant governance processes, but also tools for assessing related risk areas based on the 
gaps between target and assessed capability profiles. 
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2 Enterprise Goals Driven Integrated Risk and Assurance 
Management Scenarios 

The Integrated Risk and Assurance Management Scenarios [8], [9] should be 
established by mapping already implemented or newly developed management prac-
tices to governance objectives - through specific enterprise goals. By this way also the 
compliance and assurance works are aligned with the enterprise specific business 
objectives and might keep the less meaningful elements of general governance or 
control frameworks out of scope. By comparing existing practices to those offered by 
these frameworks, the management and - if requested due to enterprise size or corpo-
rate laws - the board might benefit from getting wider professional knowledge and 
best practice suggestions for improving enterprise governance.  

The Integrated Risk and Assurance Management scenarios are distinguishing dif-
ferent operational and organizational levels having specific targets and time-horizons. 
Each level defines “Usefulness” and “Efficiency” goals and measures [10] allow-
ing management to see recognized professional framework practices as enablers in-
stead of just compliance requirements. The following Integrated Risk and Assurance 
Management scenarios were developed and maintained by the BPM-GOSPEL - 
Business Process Modelling for Governance SPICE and Internal Financial Control - 
project (2010-2013) and the HARBIF - Holistic Approach to Risk – Based and Con-
tinuous Internal Financial Control for SMEs project (2013-2015) co-funded by the 
European Commission under the Leonardo da Vinci Lifelong Learning Programme:  

 

• Managing Operational Performance 
• Managing Performance Reliability 
• Managing Operational Effectiveness 
• Managing Strategic Directions 
• Managing Operational Risks 

 

The Integrated Risk and Assurance Management scenarios can help even local 
small business organizations to implement compliant governance/control frameworks 
efficiently with respect of its real business needs and risks, and to exhibit the imple-
mentation results for external evaluation or audit in a cost effective way. 

By changing from the traditional model based compliance to enterprise goals driven 
integrated assurance, the management assertions (the links between business activities 
and governance practices) are implemented by applying significantly different scoping 
approach. The key business processes are viewed as instances of business performance 
at different operational and organizational levels, so the Integrated Risk and Assurance 
Management scenarios are enhancing the meaning of “compliance” as in what extent 
the model based governance/control practices are relevant for supporting the 
achievement of enterprise goals within their acceptable tolerance levels. The proposed 
Integrated Risk and Assurance Management scenarios help to select and apply model 
based governance/control practices by considering the operational and organizational 
performance levels and their adequate time-horizons for setting enterprise objectives. 
The term of “Assurance Management” also refers to how the governance capability 
assessment model is adapted, understood and used by the assurance providers of all 
organizational and operational levels, including the oversight board, the executive and 
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line management, the internal and external auditors, and other roles relevant in govern-
ance, risk management, control system and compliance related works.  

Capability profiles of the business processes together with the enabling governance 
and control processes are representing “reverse”, but well understandable measures of 
management’s risk appetite [11] as the higher capability levels indicate the more 
robust risk treatment for achieving relevant business objectives. 

At the Managing Operational Performance scenario, the capability profiles of 
the baseline business processes will show how the management keeps under control 
of these processes. Normally the Performance Management and Work Product  
Management process attributes of the Managed (level 2) capability are sufficient to 
provide reasonable assurance to achieve the performance objectives of the business 
operation - like fulfilling service or product specification and delivery time require-
ments. Targeting higher capability levels for a business process is also reasonable 
when its performance objectives are directly linked to customer satisfaction, opera-
tional effectiveness or even to strategic objectives. For example a Monthly Payroll 
Calculation process related performance metrics (e.g. number of calculations, re-
source usage, error rates, missed deadlines, etc.) are also applicable indicators of 
business reliability, operational effectiveness and market recognition within the dif-
ferent time horizons of the specific enterprise goals. The higher process capability of 
the Monthly Payroll Calculation process means the more extended management and 
risk treatment practices concerning to the objectives of customer satisfaction, pay-off 
and order renewal in shorter periods, and of economical sustainability in longer terms. 
Quantitative measures of key product or service deliveries at recognized quality level 
are applicable to establish risk tolerance indicators. For example increasing error rates 
should indicate management actions to improve integrity of the calculation process, 
technology support and human skills. Unsatisfactory volume (or growth) of monthly 
transactions should force management to implement changes not only in resource 
allocation, but also to reorganize business processes and human capacity, or even 
reconsider business scope, strategy and enterprise structures. 

At the Managing Performance Reliability scenario the Satisfaction, Accuracy 
and Data Protection objectives related governance practices - referred by the  
Governance Model for Trusted Businesses - are selected for implementation and  
improvement in order to enable achievement of pay-off cycle related business objec-
tives, like customer retention and capacity utilization. These practices are also  
supporting the achievement of Performance Management and Work Product Man-
agement process attributes of the Managed (level 2) capability for the baseline busi-
ness processes. For example Accuracy and Data Protection objectives are helping to 
identify Work Products related requirements in specific IT-enabled business environ-
ments, as of the payroll processing. 

The risk appetite at this operational level can be identified as the coverage of busi-
ness processes by the Satisfaction, Accuracy and Data Protection objectives related 
governance processes. This means that not all, but the relevant set of the business 
activities should be covered and there is an interrelation between the capability pro-
files. The wider coverage of business processes has been achieved, the more reasons 
appear to investigate capability profiles of the related governance processes. The 
achievement of the - level 2 - Performance Management and Work Product Manage-
ment attributes for the business processes will be evidenced by the outcomes of the 
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Satisfaction, Accuracy and Data Protection objectives related governance processes. 
And vice versa, for example the performance of the “Ensure Systems Security” IT 
governance/control process (from COBIT) is better evidenced by the coverage of 
payroll operational processes, than by simple checking the related IT projects or func-
tions. The base practices and work products of the governance processes should be 
evidenced by the underlying business operation. E.g. avoiding system security inci-
dents has to be proved by the payroll operation. A payroll calculation process at  
Managed capability level will provide more systematic evidences for the Process 
Performance attribute of the “Ensure Systems Security” IT control process by setting 
the relevant performance objectives and work product requirements for payroll  
calculation. 

At the Managing Operational Effectiveness scenario the Exploitability, Process 
Integrity and Competency objectives related governance practices - referred by the 
Governance Model for Trusted Businesses - are selected for implementation and im-
provement in order to enable achievement of (quarterly or yearly) reporting period 
specific business objectives, like profitability and agile resource allocation. As these 
practices provide business unit level framework for effective development and de-
ployment of resources, process control and competency, the achievement of Process 
Definition and Process Deployment attributes of the Established (level 3) capability 
profiles for the business processes can be evidenced by them. It is also important to 
avoid unnecessary or over regulation of business processes: the business unit (or en-
tity) level controls should be implemented not just in compliance with generic control 
models, but by keeping in mind the business unit level “Usefulness” and “Efficiency” 
objectives. It is not reasonable to maintain business unit level documentation of those 
procedures which are not aligned with the business objectives. Documenting, imple-
menting and auditing those procedures which are in conflict either with operational 
efficiency or simply with process performance objectives, have no value for the or-
ganization. Most of those model based compliance works which are not driven by the 
business unit’s specific objectives are just waste of time and efforts. For example 
scope of business or quality procedures (manuals) should be determined by keeping 
the impact on business unit goals in mind, otherwise management and staff will con-
tinuously override these internal rules. Internal rules and guidelines such as for in-
vestment or procurement procedures should also have deployment or tailoring guid-
ance allowing customization based on business conditions.  

The risk appetite at this organizational level can be identified as the coverage of 
business processes by the Exploitability, Process Integrity and Competency objectives 
related governance processes. For example the internal rules and tailoring guidance for 
managing business unit level resources, quality procedures, process descriptions and 
human skills are kept by the payroll operational manager in supervising how payroll 
staff follows them in individual service projects. Therefore the Managed (level 2) capa-
bility profiles for the Satisfaction, Accuracy, Data Protection, Exploitability, Process 
Integrity and Competency objectives related governance/control processes will enable 
the payroll business processes to achieve Established capability (level 3), when the 
lower risk level is reasonable for achieving profitability and agile resource allocation 
targets. The Managed level of the referred governance processes emphasizes the man-
agement’s awareness of performance objectives and documentation criteria for imple-
menting business unit (or entity) level operational rules. In smaller organizations or in 
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case of less rule-sensitive services (like reacting to ad hoc advisory requests), there is no 
need to overregulate all business activities. Performed (level 1) profiles of the govern-
ance processes related to key business activities might be also sufficient, when man-
agement considers the higher risk exposure with control cost savings adequately. 

Management’s attitude towards control risk taking should be validated by the 
Managing Operational Risks scenario, where the Risk Awareness and Control 
Efficiency objectives related governance practices - referred by the Governance 
Model for Trusted Businesses - are selected for implementation and improvement. 
Quantitative Performance Measurement is necessary at each operational and or-
ganizational level by considering specific time-horizons of the business objectives. 
The Predictable (level 4) profiles of the relevant business processes are enabled by 
the Managed (level 2) capability profiles for the Satisfaction, Accuracy, Data Protec-
tion, Exploitability, Process Integrity, Competency, Risk Awareness and Control Effi-
ciency  objectives related governance/control processes. The Predictable process ca-
pability ensures that the performance of the business process (e.g. Monthly Payroll 
Calculation) supports the achievement of the related business goals within tolerable 
limits. For example, if the reasonable business revenue, cash flow, operating margin 
and unit cost targets were achievable by performing ca. 10.000 calculations per month 
with a tolerable limit of 500 less or unpaid, then the Predictable level of operational 
processes will provide high level of assurance, that in case of the forthcoming cus-
tomer orders, the business unit will provide the business performance in alignment 
with the stakeholders’ needs. 

Measurable Risk Management performance objectives can be established by 
the capability targets of the business and governance processes, and by the tolerance 
levels (control limits around Enterprise Goals) used by the risk treatment cycles. 
However, the consulting, improvement and assurance efforts and costs might differ 
e.g. at Managing Operational Performance or at Managing Operational Effectiveness 
scenarios. Where the risk treatment cycle is more frequent, then the less consulting or 
assurance cost would gain faster benefit return. For example a simple improvement - 
like better technology support - in payroll calculation will cause immediate and re-
peatable benefits. Implementing, assessing and improving processes at Established 
capability level might take more effort and slower, but potentially higher return  
on investment. Automating an activity level control within payroll calculation  
(e.g. evaluating differences from previous calculation results) might have relatively 
low costs, but immediate benefits of less personal effort, while changing client’s data 
takeover rules and procedures definitely requests more implementation time and ef-
fort with slower return, but will evidently improve data processing integrity, client 
satisfaction, resource utilization and profitability. 

At the Managing Strategic Directions scenario the Competitiveness, Account-
ability and Commitment objectives related governance practices - referred by the 
Governance Model for Trusted Businesses - are selected for implementation and im-
provement in order to enable achievement of strategic planning period specific busi-
ness objectives, like revenues and cash flow. As these practices provide the enterprise 
level framework for setting business strategy and market positioning, management’s 
accountability and commitment towards internal and external stakeholders, they also 
support the achievement of Process Definition and Process Deployment attributes of 
the Established (level 3) capability profiles for all relevant governance processes. 
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1. The enterprise runs successful business operation(s) with expected profitabil-
ity; however the organization is not proactive enough to react well to the rap-
idly changing business environment and market demands. 

2. Due to changing or new client requirements and growing competition the 
business offers and proposals are not received as well as in the past.  

3. New business operation (service or product) start-up is in progress which re-
quests new organizational structures and procedures. 

4. Increasing volume of business operation request more robust business conti-
nuity planning.  

5. Changes in business volume need to explore new funding solutions by exten-
sive communications with external parties. 

6. New shareholders, investors request more transparency and management ac-
countability over running business operation(s).   

7. Stakeholders request attestation and public disclosures of business excellence. 

Normally these issues are occurring and being managed in different time-scale than 
of the other Integrated Risk and Assurance Management scenarios. Managing Op-
erational Performance is limited to the individual instances of the business proc-
esses and activities by considering service or product delivery requirements and 
schedule. Managing Performance Reliability considers contractual pay-off cycles 
with parallel or reoccurring business operational cycles, while Managing Opera-
tional Effectiveness typically has the time-horizon of the budgeting or reporting peri-
ods. Managing Strategic Directions is focusing on longer perspectives. Operational 
Risk Management takes each governance objective into its specific time-horizon 
when setting risk criteria and measurable risk levels for selecting treatment options 
and evaluating their effectiveness. 

Any reoccurring deviation from enterprise level strategic business objectives like 
achieving business goals and availability of funding resources (indicators for strategic 
planning periods) will call the management’s attention to check whether lower level 
Operational Performance, Reliable Operation and Operational Effectiveness objec-
tives are adequately fulfilled as operational performance, reliability and en-
tity/business unit level effectiveness failures might also cause problems in achieving 
strategic objectives. Furthermore some operational performance, reliability and effec-
tiveness metrics - like more than planned resource usage, frequent corrective actions, 
customer dissatisfaction, low capacity utilization within operational life-cycles and 
decreasing operating margin or increasing unit costs during reporting periods - are 
going to be early indicators of problems in achieving strategic business objectives at 
enterprise level. Most of the strategic issues are coming to surface only by reviewing  
or closing strategic planning periods, so early indicators of Operational Performance, 
Reliable Operation and Operational Effectiveness will help management and the 
boards (where they exist) to be more proactively prepared to strategic challenges. 

In case of no root cause having been found at Managing Operational Performance, 
Managing Performance Reliability and Managing Operational Effectiveness, then 
Competitiveness, Accountability and Commitment objectives and related govern-
ance practices should be assessed whether the selection of practices and their capabil-
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ity targets are aligned with the enterprise level strategic goals or the implemented 
practices are achieving their target capability levels. 

Reoccurring deviations e.g. from profitability and agile resource allocation goals are 
early indicators of those Strategic Direction issues which might be identical only by 
reviewing strategic planning periods. Assessment and improvement of Competitive-
ness, Accountability and Commitment objectives related process capability profiles are 
necessary risk management actions enabling better alignment to Strategic Directions. 

Management actions taken during strategic planning period  to achieve Competi-
tiveness, Accountability and Commitment objectives - together with the other govern-
ance objectives - should be monitored by the board or other supervisory bodies (or by 
equivalent functions of the entity), and adequate level of transparency to all of the 
stakeholders should be provided by management disclosures.  

By the support of Managing Strategic Directions scenario, the organization is enabled: 

• to ensure market recognition of the business operation; 
• to ensure that the management of the organization is able to control business 

processes in a way which is adequate to the objectives of trusted business 
operation including internal control over financial reporting; 

• to ensure that the organization and its staff are committed to comply with 
ethical and integrity requirements relevant to the objectives of trusted busi-
ness operation, financial controls, and the availability principle.  

A consistent risk assessment should be performed as the first step to establish man-
agement assertions by linking business activities to applicable governance practices 
and capability profiles for supporting the relevant governance objectives.  

By using the ISO 31000 definition of risk as “effect of uncertainties on objec-
tives”, during the Managing Strategic Directions scenario we have to identify the 
risk criteria (tolerances and appetite) for governance objectives which are related to 
the enterprise level Strategic Directions. In terms of strategic directions we use the 
”Usefulness” and “Efficiency” measures for setting metrics in time-horizon of strate-
gic planning periods, for example:  

 

• Business goals measured by revenues 
• Funding resources measured by cash flow 

For ensuring risk optimisation we need targets and tolerances e.g. measured by: 

• Percentage of achieving revenue targets for strategic planning periods and  
• Variance from planned cash flow. 

 

The strategic directions related Competitiveness, Accountability and Commit-
ment governance objectives should have such risk criteria which are applicable to 
measure effective risk treatment for achieving business goals and funding resources 
by applying governance practices. Applicable governance practices should be selected 
and implemented by considering their relevance to the above “Usefulness” and  
“Efficiency” measures. 

If a lower level governance practice offered by the Governance Model has no sig-
nificant relevance for the established enterprise level Strategic Directions, then there 
will be no need to apply that. If management specifies a governance practice as rele-
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vant for managing strategic directions within the context of stakeholders’ needs, then 
the target capability profile for implementing the governance process will include it 
and will be used as risk criteria (risk appetite). Capability level target should be set 
aligned with the relevant Enterprise Goals, as in this case in accordance with enter-
prise level Strategic Business goals. 

Settings of Strategic Directions (Strategic Business Goals) are similar in each type 
of business organization. However related governance practices and their capability 
levels might differ in wide range. Effective small enterprises might run their business 
operation without extensive implementation of strategic planning, control manage-
ment or integrity assurance practices. When business volume is growing with facing 
to new customer requirements and organizational changes, then the need for more 
formal strategic thinking, higher level of transparency and accountability together 
with commitment to business integrity and availability principles will emerge. Man-
aging these needs according to expectations of the business environment and the 
stakeholders is a challenge even for the more matured enterprises. By using of the 
Managing Strategic Directions scenario, the management will be able to select and 
apply those governance practices which are relevant for improving or ensuring better 
market recognition, transparency and accountability of enterprise management and 
commitment to business excellence. 

Either well running management practices are used to define policies and proce-
dures or designing new management processes can help to improve governance at 
enterprise level. Competitiveness, Accountability and Commitment objectives re-
lated governance practices contribute to develop - level 3 - Established capability of 
those management processes which constitute governance of business operation by 
establishing their organizational contexts. 

Selection and implementation of those governance practices which are offered by 
the Governance Model for Trusted Businesses for Competitiveness, Accountability 
and Commitment objectives should be driven by the management’s usefulness and 
efficiency considerations. Therefore the optimal (meaningful) coverage of offered 
governance practices, together with a capability profile aiming higher (e.g. Level 2 - 
Managed or Level 3 - Established) requirements should be concluded and imple-
mented by performing mature risk management practices.  

Loosing market during strategic time-horizon means danger for business sustainabil-
ity. A short term impact is the decreasing value of the enterprise (stock) jeopardizing 
working conditions of the management and the employees. For longer term the owner-
ship structure of the enterprise or the legal entity owning the business operation might be 
dramatically changed, or at worst case the business operation might be terminated. 

The implemented governance practices are tools for improving ability of the enter-
prise to refine its strategy and aligned business goals according to the changeable 
business environment and clients’ needs and to maintain successful proposal prepara-
tion practices to achieve sales targets. The selected governance practices for  
Competitiveness should enable the achievement of the following outcomes: 

 

• Business goals and targets are systematically maintained. 
• Customers and other stakeholder needs and expectations are considered for 

improvement of product or service features. 
• Effective proposal preparation practices are maintained. 
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Accountability of the management is evidently important for all stakeholders of the 
enterprise. Normally the legal documents and the company law extended with the 
internal policies and procedures constitute the static environment for management 
accountability, however this should be also dynamic to effectively respond to the 
current needs or changes of the running business operation. Therefore the governance 
practices enabling effective management control of business operation should be se-
lected and implemented not just according to legal requirements, but also in alignment 
with the strategic business objectives, the stakeholders’ needs and the expectations of 
the business environment. The selected governance practices for Accountability 
should enable the achievement of the following outcomes: 

 

• Policies and procedures relevant for the governance objectives of trusted 
business operation including internal controls are consistently implemented 
and communicated. 

• Management structure is adequate to trusted business operation including in-
ternal controls. 

• Management takes stimulating behaviour for supporting trusted business op-
eration and internal controls.   

Commitment to business ethics, integrity and availability (business continuity) 
principles is an important message to the market that the enterprise management is 
aware of and manage reputation risks. The implementation of these principles are 
embedded in the effectively managed, reliable business operations, however enter-
prise level attestation and communication of business excellence have additional 
value for the stakeholders. Companies might get advantages from not only mitigating 
reputation risks, but even increase their competitiveness by qualifying and presenting 
their strengths in governance and high capability profiles for trusted business opera-
tion.  The selected governance practices for Commitment should enable the 
achievement of the following outcomes: 

 

• Ethical values are articulated and kept. 
• Active policies and procedures are in place to ensure business continuity. 
• Information from external parties are collected and reviewed systematically.   

The set of applied governance practices and the target Process Capability Attrib-
utes comprise those risk criteria against the business performance should be assessed. 
Evaluation of Process Attribute Gaps (between target and assessed capability) pro-
vides measurement of residual risk status.  

4 Applying Governance Capability Assessor Skills to Integrate 
ECQA Knowledge Elements for Global Innovation and 
Networking 

Using the Governance Model for Trusted Businesses provides ready to use structure 
for implementing selected or all elements of the recognized governance/control frame-
works and generic enterprise models. Regulatory or voluntary compliance requirements 
could be looked through clear business driven governance objectives helping better 
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understanding and meaningful design and operation by enterprise management. Besides 
the less implementation efforts, this structure unburdens the internal and external audit 
activities in concluding opinion about the fulfilment of compliance requirements. 

The Governance Model for Trusted Businesses offers sufficient set of practices to 
determine the enterprise specific governance and control objectives. The management 
can easily select and communicate those minimum requirements which are considered 
as crucial for running business on the specific market (composing the risk appetite). 
This decision is a clear message to all stakeholders, including potential partners, 
customers and suppliers, that which operational risks are planned to be mitigated by 
the enterprise management, and which risks remain unattended. 

ISO/IEC 15504 process capability assessments (or similar audit approaches) are 
widely used in specific industries and sectors, like automotive, medical, space, fi-
nance, etc. Most of these assessments are performed only at operational levels aiming 
up to level 2 (Managed) capability targets by using domain specific process assess-
ment models adapting generic standards or recommendations, like ISO 12207, ITIL, 
COBIT, etc. The coverage of the governance objectives referred by the enabling 
processes of the Governance Model for Trusted Businesses helps to use the industry 
and sector specific process assessment models by establishing the applicable organ-
izational contexts of level 3 (Established) and level 4 (Predictable) process attributes 
concerning to the operational and supporting business processes.  

As presented in the previous chapter, the Managing Strategic Directions scenario 
helps the management to select and apply those governance practices which are rele-
vant for improving or ensuring the better market recognition, the transparency and 
accountability of enterprise management, and the commitment to business excellence. 
The Competitiveness, Accountability and Commitment objectives related govern-
ance practices - as referred by the Governance Model of Trusted Businesses - contrib-
ute to target and achieve the level 3 (Established) capability of the governance proc-
esses relevant for better transparency of rules and business needed by all internal and 
external stakeholders. However the same approach might be followed by the man-
agement of innovation networking organizations such as the ECQA. 

The  European  Certification  and  Qualification  Association  (ECQA)  [12] is  
the  result  of  a  series  of EU funded projects from 2005–2015. ECQA operates as an 
organization that is independent from funding. The members of ECQA are widely 
spread all over Europe and vary from universities, companies and NPOs as well as 
individuals. ECQA has recently defined the key goals for future networking and 
global innovation. The essential objective is to integrate all ECQA knowledge ele-
ments in form of a portfolio of necessary competencies to cover global innovation in a 
holistic way and to provide answers to key questions: 

 

1) How to create a VISION and a Dynamic Network 
2) How to create a GLOBAL Community of TRUST 
3) How to be prepared for Constant Change and being able to (UN)LEARN 
4) How to provide TRANSPARENCY of Rules and Business 

By using the terminology outlined in the ECQA skills definition model [13], the 
skills hierarchy for the job role “Governance SPICE Assessor” [14] has been designed 
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committees, the internal and external auditors and the supervisory bodies for assessing 
the effectiveness of internal controls even in different business units and activities, IT 
management and financial reporting processes. As pictured above, the same concept is 
applicable for supporting the governance of innovation network organizations. 

Major governance scandals, independently from the recent global financial and 
economic crisis, call the attention that the assessments and audits of core business 
operations (production, sales, supply chain, etc.) and certifications of business units to 
the conformance with specific standards are not really convincing in terms of avoid-
ing serious business failures or frauds. In these circumstances the term of “trusted 
business” has got additional attention by the stakeholders in any type of business 
relationship – including innovation network organizations like the ECQA. Beyond the 
traditional marketing methods, the product and service providers need to distinguish 
themselves from their market competitors not just with higher quality or excellence 
level, faster market response or better pricing, but they are also enforced to present 
themselves as reliable and sustainable business partners. External stakeholders respect 
those business partners in long term relationship, whose corporate culture and objec-
tives are at similar or even at higher level than theirs.  
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Abstract. This project tried to combine students from different degree pro-
grammes together in workgroups to get the best learning in communication 
within project teams with dirstributed teams. Students were given tasks weekly 
and reports were made continuously. Learning were made not only by pro-
gramming for the companies, but also in information exchange of business-, 
media- and programming studentns. 

1 Introduction 

In the modern world, communication and marketing are very strong parts within pro-
jects of companies. These project teams more and more are not located within the 
same location, but, due to the fact of internationalisation, have their experts spread all 
over Europe (or worldwide). The question is now, how to teach students to work in 
distributed project teams and to communicate (online) in multicultural environments? 
The project tried to connect students of different degree programmes (IT, Multimedia, 
Marketing, Business) within one project to have hands on experience. The focus here 
clearly lies on the learning of the students to increase the awareness of the problems 
within the tasks and to increase the employability for participating students. 

2 Theoretic Approach 

According to businessdictionary.com innovation is “The process of translating an idea 
or invention into a good or service that creates value or for which customers will 
pay.” By this definition innovations requires skills from a wide variety of areas, which 
can be grouped into “Technology” (to create the product), “Business & Marketing”  
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Brente et.al. analysed their data data and it revealed that claims about the organiza-
tional value of virtual worlds clustered around one of four general value categories: 

● current value—claims that virtual worlds are currently valuable to organiza-
tions; 

● future value—claims that there is potential for value to organizations; 
● contingent value—claims that any realization of organizational value is con-

tingent on certain factors; and 
● no value—claims that virtual worlds do not offer organizational value, either 

due to their very nature or that any conceivable value would never be able to 
be realized due to factors that prohibit adoption within organizations.[3] 

Several companies have tried to leverage the potential of virtual worlds and invited 
avatars in SL to engage in different co-creation tasks. For instance, the light manufac-
turer Osram started an idea competition and invited SL residents to contribute lighting 
ideas. Toyota’s Scion brand launched a virtual car model and encouraged participants 
to modify and customize their cars. Before building the physical hotel, Aloft created a 
virtual prototype that was discussed and evaluated by consumers in SL [11]. The 
critical challenge for co-creation in virtual worlds is not so much in devising the tech-
nological infrastructure, but in creating and maintaining an experience for partici-
pants. Hence, companies have to think about how they find and attract qualified par-
ticipants, what events they want to organize during the co-creation project, and how to 
establish and nurture a community characterized by a shared consciousness of kind 
and mutual support. The key to becoming successful in virtually collaborating with 
consumers will depend on the ability to aggregate participants, retain them, and en-
courage them to make contributions [4]. 

However, a branded virtual good – even for a high-status good like avatar hair – 
did not guarantee desire. Garnier hair in limited quantity, with a stylised look, may 
have been successful in getting clicks and name recognition. However, higher-status 
users associated the hair with newer users so it became less desirable. Further, relying 
on users as crew members to promote brands brings expectations to represent the 
brand meaningfully in social roles, and adhere to brand guidelines. With Garnier hair, 
and broader crew promotions, findings reflect how marketers must factor co-creation 
into how tactics will play out virtually in uncontrolled ways. Though marketers and 
platform are of influence, ultimately co-creation of value or meaning happens with the 
user. Marketers and platform can manipulate values of the virtual world. This issue 
calls into question related ethics and expectations, the revenue model for the virtual 
economy, and reinforcements of consumer culture. Some virtual worlds are free to 
use, others require subscriptions for particular features. As such, marketers and plat-
form must be mindful of the motivations for the user, whilst not overstepping the 
relationship, threatening the user experience, and distorting values of potential impact 
on impressionable young users. Brands supporting co-creation activities – related or 
unrelated to the brand itself – improved activities and fun for users. Further, co-
creation seen in the virtual world, and spilling into the real world, may buoy feelings 
of realism. In turn, what is virtual becomes related, and potentially impactful, in the 
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real world. Anecdotally, among interviewees, brand interactions supported some pur-
chase intentions [7]. 

Based upon these theoretical aspects, the group of lecturers were planning how to 
best include those topics into a project. 

3 Practical Work 

The basic idea of this project was to bring together international students and to make 
them work as a distributed team, going through different phases of innovation, com-
munication redesign and planning of marketing and business strategies. For this topic, 
lecturers of several universities agreed to work out this project. Together university of 
applied sciences Dortmund, KTU Lithuania, University of applied sciences St. Pölten 
and IMC university of applied sciences Krems decided to go for this task. The lectur-
ers Christian Reimann, Elena Vitkauskaite, Timo Kastel and Michael Reiner decided 
to use the new idea of virtual reality as a technical tool that the students should gener-
ate usage for some SME´s. 

The approach was to allocate the amount of students in the different universities 
and after that include the students into an online system that they could share docu-
ments, communicate and be guided by the lecturers. For this task, the Ilias Online 
Learning Platform1 was chosen. This platform provides a large toolbox including 
document management, group management, option for grading as well as a video 
conferencing account that the students could use. Lecturers planned the details of the 
different working weeks, including the fact that semesters are starting on different 
weeks in the different countries. KTU in Lithuania starts its semester beginning of 
February, where IMC and St. Pölten start at the end of February/beginning of March 
with Dortmund beginning their lectures end of March/beginning of April. 

The project was kicked off with some lectures at KTU, to inform the students 
about the project and on the basic timeline. Additionally students were introduced in 
Ilias system and in the basics of virtual reality. 

The plan was to start with the teambuilding by adding students from Krems to 
Lithuania into 22 teams with 3-4 students per team. After the first online kick-off, 
students were asked to check online for the two given companies and to generate a 
use case analysis. Krems students had to prepare a short presentation per company 
that had to be distributed to all of the students. (Weingut Stadt Krems & Brantner 
Abfall Wirtschaft Krems). The students then had one week to decide to go either for 
Brantner or Weingut Krems (limitation was set in the list of Ilias, that an equal num-
ber of groups per company was generated). After the decision, the groups went into 
the rounds of innovation, where they had to analyse the companies and their competi-
tors. Next to create ideas on how to use a virtual reality tool (like the given Oculus 
rift) for a SME, what will be the target group, what should be the scenario, what are 
the benefits of VR and what should be the game objectives. This was discussed  
in several online meetings by students with feedback loops of other students and  

                                                           
1 www.ilias.de 
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lecturers. Students were given an online lecture on how to generate a Video pitch and 
what are the main tasks for such a video. In the week 5 the one video per idea (2 ideas 
per group) had to be uploaded to a YouTube channel and at the same time the videos 
of the other groups had to be watched and graded (online voting tool). This also was 
the week when the students of Dortmund joined the project and were also asked to 
grade the different videos. Out of the grading of the students, the lecturers and the 
companies a ranking was produced and per company one project idea was selected to 
be programmed and two additional ideas were chosen to be worked on theoretical 
(Marketing plan, business plan,…). The students then were informed about the choice 
and partly regrouped into those remaining teams or grouped into other projects of the 
university. After the Easter holidays groups were introduced into SCRUM and it was 
agreed to have weekly feedback by a wiki to see what has happened and how the 
groups were performing. The students were working online, communicating with 
either video conferencing tools (skype, GoToMeeting, Ilias) or within social media 
platforms, (closed groups were generated). Documents and files were distributed by 
using different platforms (mainly ilias). So besides actually very few restrictions, the 
students were free to choose which of the supplied tools (or even additional ones) 
they would use for the different purposes of their respective project. For example both 
teams, who developed a prototype, choose an online tool to support cooperation in 
SCRUM driven projects. Although the participation in SCRUM was possible for (and 
recommended to) all team members, mainly the developers choose to participate in 
the daily stand-up-meetings (which were held every second day).  As the weekly 
SCRUM meetings were extended into general team meetings at least one student of 
each university participated. For the last week of the semester in Lithuania (from 20th 
until 27th of May) a workshop was planned to bring all participants in person together. 
Students and lecturers travelled to Kaunas differently. This was done, because in the 
different degree programmes still exams were to be done. Dortmund students arrived 
in Kaunas Wednesday and started working with Lithuanian students already on 
Thursday and Friday, where Austrian students joined the groups on Friday afternoon. 
Saturday was the main working day, with working on the prototype until the evening 
(including a nice social event in the evening) and some finalizing on Sunday (students 
were asking for permission to work on, as they wanted to improve their work). Mon-
day 25th, some more workshops (e.g. Augmented reality) took place and some lectures 
and in the evening starting at 5p.m., the official presentations in front of an audience 
took place. Groups presented their projects and the two main groups showed their 
marketing plans and ideas as well as their prototypes (that could be tested afterwards, 
see Figure 2 & Figure 3). 

Due to the fact that the semester in Lithuania ended by the end of May and so did 
their official (and mandatory) time for classes, the students of Lithuania were invited 
to continue working in their teams, if they liked to, for the rest of the time (but didn´t 
have to). Students of Dortmund, St. Pölten and Krems continued to improve on the 
prototypes and the marketing plans as well as the business plans for their projects. 

The lecturers monitored the online meetings and the information given by the stu-
dents in Ilias. Finally, the projects were be presented to the companies end of June 
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the mostly unknow set of tools and communications difficulties. On the other hand 
most students perceived those communication problems (especially with students 
from other faculties) and overcoming them as an interesting and enriching learning 
experience.  

In the wrap-up meeting of the lecturers the feedback was also in general very posi-
tive. The most positive aspect being the high quality results achieved by the teams, 
especially the huge progress for the communication within the teams during the in 
person meeting. Main point for criticism being here the unexpected high effort for 
coordinating the course, most of which was due to doing it for the first time. Also the 
influence of different teaching styles on the communication with student teams was 
underestimated. Students were communicating mainly with their local lecturer (as 
intended) and usually used email or the local e-Learning system and their native lan-
guage. This resulted in slightly different understandings of assignments for the team, 
which caused some irritation for the students. To minimize such misunderstandings 
during the project (it was too late to totally change communication structures and 
habits) an unusually high amount of coordination between the lecturers was needed. 

Besides a multitude of small findings the main lessons learned were more upfront 
planning, clear, centralized and public communication between lecturers and students, 
monitor and ensure team building and defined processes for escalation (like drop-
outs). Although the participating lecturers had experience with larger groups of stu-
dents, distributed teams and teaching within a team of lecturers, this kind of course 
setup turned out to be very resisting to change during the course. Due to this such a 
course has to be planned in quite finely detailed granularity before the start, as 
adapting things during the course is either not possible or results in signifcantly higher 
coordination efforts. A clear, centralized and public communication between stu-
dents and lecturers has to be established and rigidly applied. This includes a central 
repository, where students and lecturers can check old communications and which is 
open to all members of the course. To allow this accessibility it is absolutely crucial 
to keep this in the language of the course (usually english). As one of the main rea-
sons for lower team productivity in the beginning was the difficult communication 
within the teams, some kind of organized team building activity is of high impor-
tance. When the teams change during the project, as in the chosen setup, it is highly 
recommend to establish a specific role within the students teams to take care of the 
(re-)building of the team. On the other hand if possible changes in the teams should 
be avoided in general to reduce the difficulty (and potential for frustration) for the 
students. Last but not least it should be decided beforehand how to deal with students 
who drop out of the project (due to whatever reasons). While it is not an unusual thing 
in academic teaching that students leave a chosen course during the semester, in team 
projects and even more if they have the additional challenge of being interdiscipli-
nary, international and distributed, this behaviour creates a lot of problems for the 
respective team. Therefore at the beginning of the project there has to defined (and of 
course clearly communicated to the students) a process how to escalate problems if 
a team is not able to deal with them on its own.  

The next step on a short term basis is to plan the course with the lessons learned in 
mind for the next spring/summer semester. This might also include dividing the par-
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ticipating universities and lecturers into different roles or groups to be more clear and 
efficient in coordination. 

On a more strategic perspective the goal is to adapt the involved study programs in 
a way that similar formats are easier to implement and become a regular part of the 
curriculum, as they have proven to be good opportunity to combine teaching of spe-
cialized knowledge with soft skills and interdisciplinary competences. 
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Abstract. Agile software development methods have changed nature of coopera-
tion, collaboration and communication in software development. Retrospective is 
a regular part of Scrum framework and it is devoted to software process  
improvement. In this paper different games for improving agile software devel-
opment processes are presented. These games can be applied during the retros-
pective meetings and they are grouped in five sections: data gathering, ongoing 
activities, timeline, and team cohesion and risk management. 

Keywords: Agile · Software process improvement · Scrum · Retrospective · 
Games 

1 Introduction 

Agile methods came as a respond to traditional software development and project 
management, which are primarily focused on identifying and documenting numerous 
requests that project should fulfil at the sole beginning of the project [1]. Adaptability 
is the main characteristic that would describe the agile approach (also called lean, 
adaptive and extreme). It is the new approach differing from traditional methods 
where predictability would be the key word [2]. Agility is the ability to balance be-
tween flexibility and stability. Agile software development changes the nature of 
collaboration, coordination and communication [3]. 

First Agile principles were introduced in the 1930 in Automobile industry [4] but 
nowadays agile framework may be found in many other fields such as software de-
velopment, project management, agile enterprises or service management. One of the 
key points was the publishing of the Agile Manifesto in the year 2001[5] which joints 
all the Agile practices in the market to the group of Agile methodologies [6]. 

In [7] a systematic review on agile software development summarizes the main 
agile development methods: crystal methodologies, DSDM, feature-driven develop-
ment, lean software development, Scrum and eXtreme Programming (XP). Results 
from survey performed in 2011 by VersionOne [8] show that Scrum is the most used 
Agile method in more than 50% of surveyed participants. One quarter of surveyed 
users use custom or Scrum/XP hybrid which shows the importance and significant 
trends of hybrid methods. 
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Use of Agile methods does not necessarily mean exclusion of traditional methods 
[9], and they can be used together. Hybrid approach means combining features of 
plan-driven and agile process designs [10]. Creating a hybrid methodology (mix of 
already existing methodology in the company with agile method) is a complex en-
deavour but often a necessity in current markets. Implementing Scrum or a hybrid 
method may not be an easy task. In highly changing business environments, initial 
requirements may be found inappropriate and obsolete [11][12] because requirements 
are changing after initiation of the project and not at only the beginning. Plan driven 
standards for project management (such as the PMBOK Guide, PRINCE2, IPMA, 
etc.) have certain limitations regarding change management, and other agile frame-
works could be used instead. In [13] the authors discuss about difficulties in merging 
lightweight agile processes with existing standard industrial processes. Moreover, 
they present a potential problem of mature organisations regarding their rating of 
CMMI or ISO/IEC 15504 (SPICE) when incorporating agile processes. In [14] an 
example of unsuccessful transition of multi project environment from waterfall to-
wards Scrum is presented. They conclude that transition and resources have to be 
planned properly in order to make a successful implementation. 

Agile approach is not pure process following but more about effective communica-
tion and collaboration between team members and client [15]. Therefore, significant 
change in traditional methodologies can be noticed, and agile principles have been 
integrated in some way. For instance, in the latest (fifth) edition of the PMBOK 
Guide, Stakeholder knowledge area was added thus improving engagement of project 
stakeholders which definitely leads toward better collaboration between client and 
project team.  

Communication and collaboration issues between the members of an agile team 
and also the engagement of the main stakeholders involved in the project can be as-
sessed and improved during joint meetings. Scrum recommends performing these 
meetings with the main goal of improving both the software development and the 
project management processes followed by the team. There are lots of games such as: 
timeline driven by feelings or data, known issues problems and actions and 360 de-
gree appreciation game, to be deployed during joint meetings to foster different fea-
tures of a highly effective agile team. 

In this paper different games for improving agile software development processes 
are presented. The selected games can be used by an agile team applying Scrum. 
Scrum has been taken as a reference in this work since it is the mostly used agile me-
thod and it reflects very well all the agile principles. The paper is structured as fol-
lows. The workflow of Scrum is addressed in section 2. Section 3 considers how 
software process improvement issues are treated in Scrum. Section 4 presents the 
selection of games that can be used in agile retrospective meetings to improve soft-
ware process. Finally, Section 5 concludes the paper and opens discussion about the 
results obtained. 

2 Agile Software Development with Scrum 

The nature of agile is mostly defined by its set of core values, principles and practices. 
Agile is not a standardized process with clearly defined steps that should be pursued. 
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The agility definition highlighted the five fundamental agile characteristics: respon-
siveness, flexibility, speed, leanness, and learning. In the same way, agile values pro-
pose fundamental statements in agile development: individual and interactions over 
process and tools, working software over comprehensive documentation, responding 
to change over following plan, keeping the process agile and keeping the process cost 
effective [16]. Similarly, Agile strongly relies on 12 principles stated in Agile mani-
festo [5]. Agile practices provide concrete actions and a set of guidelines based on 
agile characteristics, values and principles. One of the most recognized and used prac-
tice in the world is Scrum. Elements of Scrum practice are next described.  

2.1 Scrum Roles 

Scrum framework defines only the roles that have to exist in a project setup, but in the 
organisation there will be many more organisational roles. When companies are using 
hybrid methods (custom mix of agile and traditional methods), standard role of the 
project manager is expected if we are observing medium and big enterprises. In this 
organisational setup it would be expected to have both project manager and standard 
Scrum roles. 

In the Scrum framework following roles are defined: product owner, Scrum master 
and development team. 

• Product owner (client) maintains and communicates to all other participants 
a clear vision of what the Scrum team is trying to achieve. 

• Scrum master helps everyone involved to understand and acquire all the val-
ues, principles and practices in Scrum. Also, as a mediator and enabler 
Scrum master resolves issues and makes improvements in the process. 

• Development team self-organizes and is typically composed of five to nine 
diverse and cross-functional members. 

2.2 Scrum Activities and Artefacts 

The Scrum process starts from the vision of the client (product owner) about the final 
product. This deliverable is broken down in smaller parts through activity called 
grooming, resulting in an artefact called product backlog (consisting of more Product 
Backlog Items - PBI). Each item in the product backlog is prioritised, respecting one 
of most important principles of agile to focus on activities making highest value. 
Grooming process of product backlog includes creating, refining, estimating and pri-
oritizing activities. Size and duration of activities is directly connected to costs and 
usually relative size measure is used such as story points or ideal days. 

Lifecycle of software development project is performed in iteration cycles of up to 
calendar month called sprints. Sprint is time boxed and no changes of resources or 
time frame is allowed during the sprint implementation. As a first activity in sprint, 
planning is conducted and PBI are divided in sprint backlog which is a set of tasks 
grouped in a manner of deliverable feature, to create upon successful execution. Dur-
ing one sprint, daily Scrum (also called daily stand up) meeting are held each day and 
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they last up to 15 minutes. During daily Scrum meetings, team members have oppor-
tunity to update others about work done, choose some of the pending tasks and to 
identify problems but not to resolve them at this point of time. 

Two additional inspect and adapt activities are performed during one sprint, usu-
ally at the end of the sprint. First one is sprint review where all the stakeholders are 
involved and focus of this activity is to inspect and adapt the product that is being 
built. The other one is sprint retrospective and focus of this activity is to inspect and 
adapt the process. 

It would be important to mention that at the end of each sprint potentially shippable 
product increment should be delivered to product owner. This fact is one fundamental 
principle of agile development: to perform feedback through each sprint and add 
value through each iteration. 

3 Software Process Improvement in Scrum 

As mentioned in the previous section, sprint retrospective is an activity devoted to 
software process improvement and to inspect and adapt processes in the Scrum 
framework. Anything that affects how the team creates the product is to be discussed 
in the retrospective meeting. During the retrospective meeting the following topics 
should be assessed: what worked well, what did not work and innovative ideas that 
should be introduced or improved. 

Sprint retrospective would involve Scrum master and development team. Product 
owner should be also present if needed and has gained trust from the development 
team. If that is not the case it should be resolved in near future since involvement, 
constant feedback and prioritisation is one of key agile principles. 

In order to prepare an effective retrospective, the following points should be estab-
lished before the beginning of a meeting: 

• Focus: each sprint retrospective should have well defined focus. 
• Exercises: once focus and participants are defined games that would help 

participants to engage, think, explore and think collectively should be cho-
sen. 

• Data collection: data should be gathered objectively and in time manner. 
• Structure: retrospective meeting has to be structured in order to be effective. 

Day, time, venue and participant dynamics should be defined. 

4 Games for Software Process Improvement in Scrum 

In this section different groups of game exercises and other techniques for process 
improvement in agile framework are presented. The games that can be used in retro-
spective meetings gathered in Table 1 have been grouped according to the criteria of 
different authors [17, 18]. Rows of Table 1 shows names of the games, which are 
categorized in two parts, corresponding to games for retrospectives that examine and 
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collect data: about previous events (looking back) and games to predict and gather 
data about potential problems and solutions (looking ahead). 

Furthermore, columns show the focus (outcome) of the games. Five main out-
comes of games, in looking back and ahead, have been identified: data gathering, 
ongoing activities, timeline, team cohesion and risk management. Some games enable 
more than one outcome and different games may be chosen for retrospective meeting 
depending on the aim of the current sprint. 

Table 1. Retrospective games and their focus. 

Activity 

type 

Name of the game Data 

gathering 

Ongoing 

activities 

Time-

line 

Team 

cohesion 

Risk man-

agement 

Looking 

back 

Peaks and valleys 

Timeline (Cliffs and 

valleys or emotional 

seismograph) 

  Emo-

tions 

  

 Empathy snap (Big 

hotter moments) 

Team   Ice 

breaker 

 

 Repeat/avoid Practices     

 Speed car Enablers / 

disablers 

    

 Hot air balloon Enablers / 

disablers 

    

 Anchors and engine Enablers / 

disablers 

    

 WWW: Worked well, 

kind of worked, did 

not work 

Practices     

 KALM: Keep, add, 

more, less 

 Review, 

value 

   

 Open the box  Innovation, 

challenges 

   

 Following up on 

action items 

 Review    

 Known issues Issues     

 Problems & actions Problems / 

solutions 

    

 360 degrees apprecia-

tion  

   Moral, 

relations 

 

 Thumbs up and 

down, new ideas 

   Acknow-

ledgment, 

innovation 
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Table 1. (Continued) 

Activity 
type 

Name of the game Data 
gathering 

Ongoing 
activities 

Time-
line 

Team 
cohesion 

Risk man-
agement 

 Timeline driven by 
feelings 

  Feelings   

 Timeline driven by 
data 

  People, 
process, 
tools, 
other 

  

 PMI: plus, minus, 
interesting 

Practices     

 FMEA Failure     

 DAKI: drop, add, 
keep, remove 

Practices     

 3L (or 4L)– liked, 
learned, lacked and 
(longed for) 

Practices     

 Starfish (and small 
starfish) 

Practices, 
value 

    

 CAPT Anxiety 
and confi-
dence 

    

 Lessons learned: 
planned vs. success 

Lessons 
learned 

    

Looking 
ahead 

Defining path to 
Nirvana 

   Team 
building 

 

 Pre-mortem activity     Planning and 
mitigation 

 Speed car - Abys     Identification 

 Hot air balloon - bad 
weather 

    Identification 

 Risk brainstorming 
and mitigation 

    Planning 

 Pre-mortem activity     Mitigation 

 Letters to the future    Expecta-
tions 

 

 RAID: risks, assump-
tions, issues, depend-
encies 

    Planning 

 Hopes and concerns    Ice 
breaker 
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Data gathering may be done with the aim of collecting different practices which 
are good or bad, and may identify how their value is perceived among the team mem-
bers. Also, different enablers and disablers may be identified through the games of 
data acquisition. Finally, data about team feelings, issues, failures and lessons learned 
may be collected with different games. Assembling all the data is very important for 
process improvement, and the more often it is performed, it is less likely that some 
information will be lost due to the time elapsed from the occurrence of the events 
[18]. 

Ongoing activities primarily focus on review of current situation but can also im-
pose process innovation and improvement during ongoing iterations. 

Timeline games always have important events (milestones) on horizontal axis. Data 
in rows shows different information such as: team member emotions, feeling, tools 
and processes. Aim of these games is to interlink different parameters in some points 
of time and draw conclusions from identified dependencies. 

Team cohesion games focus on different aspects of team building and motivation. 
Conclusions from these games may improve the following aspects of the team: ice 
braking, moral, relationship, team building, innovation and expectations. 

Risk management games focus on future problems in practice, communication with 
client, among team members and general problems that could influence project re-
sults. These games help in risk identification, planning and mitigation. 

5 Conclusions and Future Work 

This paper presents a set of games to analyse, discuss and enhance both the software 
development and the project management processes and activities followed by an 
effective agile team. Keeping all the project stakeholders engaged and providing a 
space where they can discuss and, at the same time, have fun is fundamental to con-
tinuously improve the processes established. 

It is wide accepted that one of the most important factors for a successful deploy-
ment, and also for the improvement of a process is to have the commitment of the 
people that should apply it. Agile methods let the development team members to de-
cide which activities to perform that best fit to their particular needs. As each team is 
different, there is no single recipe for organising work and joint meetings. Moreover, 
it takes time to create bonds between colleagues. We truly believe that this time can 
be shortened by using some of the games we have collected in this work. 

The games presented can be used in Scrum retrospectives on the one hand, to re-
flect and analyse the past and on the other hand, to imagine and prepare for the future. 

Future work will consist in widening the set of games presented in this paper with 
specific games for other process improvement areas, such as communication and 
innovation. 
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Abstract. ICT competency frameworks establish the definition of competences 
required and deployed by ICT professionals. Job profiles articulate competen-
cies together with an organization needs, objectives and constraints. The evolu-
tion of the software industry impacts personality trends in the profession. This 
work-in-progress studies the relationship between competencies, profiles and 
personality types. 

Keywords: Personality type · Competency framework 

1 Introduction 

Competency frameworks, such as the e-Competences Framework [1] provides a ref-
erence of competences as required and applied at the Information and Communication 
Technology (ICT) workplace. The application of the European e-Competence 
Framework is centered upon workplace competence articulation, profiling, assess-
ment and measurement [2]. A person’s inclination towards a specific way of acquiring 
information or making decisions influences their preference for certain tasks and jobs 
[3]. Because certain jobs require certain competences, we may think that personality 
types and traits of software engineers are related to engineers’ competences and per-
formance. Thus we define a first research question: How can we relate personality 
types with employees’ competencies proficiency? 

Competences are sufficiently comprehensive to represent complexity and to fit  
variable organization structures. Customization is generally performed through the 
definition of various job profiles reflecting organization needs and objectives. The 
European ICT Professional Profiles [4] was created to define a number of representa-
tive ICT Profiles covering, at their level of granularity, the full ICT Business process. 
The European ICT Profiles build a consistent bridge between existing competence 
and profile approaches because profiles are worded in terms of capabilities needed to 
successfully perform a role and related to the required e-competences. Our interest is 
focused on four major roles involved in the development of software products: project 
manager, system architect, system analyst and developer. Through the study of a 
small set of software engineers graduated 10 years ago, we aim to empirically verify 
that the set of e-competences related to a role is suitable to their job occupation.  

In section 2, we overview the background and related work. In section 3, we 
present the selected job profiles and the sample set. In section 4, we discuss the ques-
tionnaire results, and then we conclude the paper. 
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2 Background and Related Work  

2.1 Background 

The Myers-Briggs Type Indicator (MBTI) is based on Jung’s theory that people are 
predisposed to different alternatives in their behavior. Jung’s work introduced a se-
quence of four cognitive functions (thinking, feeling, sensation, and intuition), each 
having one of two orientations (extraversion or introversion). This leads to a typology 
of 8 personality types. Cook Briggs and her daughter Briggs Meyer added a fourth 
dimension related to the way people interact with the outside world (judging or  
perceiving).  

A competency framework is intended to foster the development of skills, either by 
individuals or organizations. The European e-Competence Framework (www.ecompet 
ences.eu/) is a reference framework of 40 ICT competences that can be used and un-
derstood by ICT stakeholders [1]. A competence is “a demonstrated ability to apply 
knowledge, skills and attitudes to achieving observable results [2].” Competences can 
be aggregated, as required, to represent the essential content of a job role or profile. 
On the other hand, one single competence may be assigned to a number of different 
job profiles [2]. 

Job profiles contain many components describing the essential elements of a job 
and how it should be performed. Jobs profiles provide a bridge between enterprises 
and individuals, and establish the link between an organization processes and em-
ployees’ competencies. A CEN Workshop Agreement (CWA) has been established to 
provide a set of European ICT Professional Profiles [4]. The profiles may be used for 
reference, or for the basis to develop further profile generations. Profiles are struc-
tured from six main ICT Profile families: Business Management, Technical Manage-
ment, Design, Devolvement, Service & Operation, and Support. 

2.2 Related Work 

A lot of research has been performed to relate personality type with team perfor-
mance, employee assignment or learning styles. 

Bradley and Hebert [5] propose a model of the impact of the personality-type com-
position of a team on overall team performance. The model applies personality-type 
theory to the team-building process and then illustrates the importance of this theory 
by evaluating a case example of two software development teams. 

Capretz [6] uses the MBTI to understand differences in learning styles and to de-
velop teaching methods that cater for the various personality styles. 

Gorla and Wah Lam [7] aims to find the relationship between personality composi-
tion of teams and the team performance in small IS teams. 

Karn and Cowling [8] use the MBTI as a basis for studying how individuals inte-
racted within the teams, and the effects of disruptive issues on the quality of work 
produced by the team. 

Varona and al. [3] reviewed sixteen studies that explore various dimensions of  
human factors in software engineering. They conclude that the changes in the  
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complexity of software processes and products have created new roles and demanded 
new skills for software engineers. 

Alboaie, Vaida and Pojar [9] argue that agile software methodologies, psychology 
and spirituality elements, information technology developments offer possibilities to 
create dynamic and efficient groups. 

Ylmaz, O’Connor and Clarke [10] analyzes the validity and reliability of a perso-
nality-profiling questionnaire particularly developed to assess personality types of 
software practitioners. 

Farhangian and al. [11] investigate the effects that player personality can have on 
team performance in serious games. 

We are not aware of research work relating competencies with MBTI types. 

3 Competencies and Profiles 

This section is intended to set up a small study for exploring research questions. 
Therefore this proposal needs to be validated through several studies. 

3.1 Reference Models 

e-Competence Framework 
The European e-Competence Framework is based on a four-dimensional approach, 
based on competence areas (dimension 1) and competences (dimension 2). Dimension 3 
provides level assignments that are appropriate to each competence. Dimension 4  
provides short sample of knowledge and skills.  

Dimension 1 is composed of 5 e-Competence areas that reflect the ICT Business 
process and its main sub-processes, from a broad perspective. Dimension 2 identifies 
and describes a set of key e-Competences for each area. We reduced the e-CF to the 
software development perspective because it is the scope of our study. Furthermore, 
descriptions in Dimension 2 provide general and comprehensive explanations of the 
reference e-Competences. These explanations are detailed in Dimension 3 through  
e-Competence proficiency level specifications. Dimension 4 is populated with  
samples of knowledge and skills related to e-Competences in dimension 2. They are 
provided to add value and context and are not intended to be exhaustive. 

Proficiency Level 
Proficiency can be defined as a level of being capable or proficient in a specific 
knowledge, skill domain expertise or competence and is related to job performance. 
Proficiency indicates a degree of mastery that allows an individual to function inde-
pendently in her/his job. In the e-CF, proficiency levels are described along three 
facets [2]: Autonomy ranging between “Responding to instructions” and “Making 
personal choices”; Context complexity ranging between “Structured-Predictable  
situations” and “Unpredictable-Unstructured situations”; Behavior ranging between 
“Ability to apply” and “Ability to conceive”. 
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European ICT Professional Profiles 
Job profiles or roles “provide a comprehensive description written and formal of a job 
[4]”. Job profiles establish the link between an organization processes and employees’ 
competencies. As a response to the huge number of ICT profile frameworks and pro-
file descriptions, the CEN Workshop Agreement “European ICT Profile” defines a 
number of representative ICT profiles covering the full ICT business. Each profile 
defines a mission statement, a list of required e-competences to carry the mission, a 
list of deliverables, a list of tasks and some Key Performance Indicators (KPI). There 
are four ICT profiles that are mobilized in a software development project. The asso-
ciated e-competences with the required proficiency level are presented in Table 1. 

Table 1. Software development profiles based on e-CF 3.0 

 ICT Profile Title e-Competences 3.0 Level 

Project Manager 

A.4. Product / Service Planning 
E.2. Project and Portfolio Management 
E.3. Risk Management  
E.4. Relationship Management 
E.7 Business Change Management 

4 
4 
4 
3 
3 

System Architect 

A.5. Architecture Design 
A.7. Technology Watching 
B.1. Design and Development  
B.2. System Integration 

4 
4-5 
4-5 
4 

System Analyst 
A.5. Architecture Design 
B.1. Design and Development 
E.5. Process Improvement 

3 
3-4 
3-4 

Developer 

A.6. Application Design1 
B.1. Design and Development 
B.2. System Integration 
B.3. Testing 
B.5. Documentation Production 
C.4. Problem Management 

3 
2 
2 
3 
3 

3.2 A Case Study 

A Software Engineering Master Degree  
The Master program called “Software Engineering by Immersion” provided software 
engineering learning by doing, with a long-term project as the foundation of all ap-
prenticeships. Young engineers made up teams of 6; each team was led by one asso-
ciate professor acting as project manager. The field of the study is to observe two 
teams graduated in 2006 and 2007 and led by one of the authors. We choose this sam-
ple set because graduates had completed a free MBTI test at Master studies time that 
was used to help to define teams’ composition. Participants were aware of MBTI 

                                                           
1  This e-Competence is missing in the Developer profile definition and was added by authors. 
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usage and we asked their willingness to participate to this study. Participants com-
pleted their IT bachelor 10 years ago and this period of time seems suitable to see the 
job paths that they followed. 

A questionnaire was send to the participants concerning her/his current occupation, 
how job profile related e-competences are mobilized with a self-assessment of the 
proficiency level. Participants were asked to run a free MBTI test to ensure that their 
personality type was accurate. 

Participants’ Personal Data  
Table 2 and 3 present participants’ information: gender, age, job profile, MBTI type. 

Table 2. Information on Team 1 (graduated in 2004 and 2006) 

ID Gender Age Current occupation MBTI Type 
1A Male 32 System Architect ISTJ 
1B Male 41 System Analyst ESFJ 
1C Female 33 Project Manager INTP 
1D Male 34 Developer INFP 
1E Male 33 System Analyst ISTP 
1F Male 35 System Architect INTJ 

Table 3. Information on Team 2 (graduated in 2005 and 2007) 

ID Gender Age Current occupation MBTI Type 
2A Male 32 Developer ESTP 
2B Male 32 Developer ISFJ 
2C Female 32 Project Manager INFP 
2D Male 31 System Architect ISTP 
2E Male 32 Project Manager INFJ 
2F Female 31 System Analyst ISFP 

The sample set distribution is compatible with a study conducted by Lyons [12] 
that included 1229 computer professionals employed by 100 companies. In our set, 
75% were men and 25% were women (vs. 83% and 17%); 75% were introverts  
(vs. 57.8%); 58.3% were sensors (vs. 63.8%). We have only 50% thinkers (vs. 85.4%) 
and 41.8% judgers (vs. 79.4%) but the study is 30-years old and our set is composed 
from Y generation individuals. 

Participants’ Questionnaire Results 
We proposed to participants to assess if a general set of e-competences was useful for 
the jobs they occupied until now and also to assess if the dedicated set related to 
her/his current occupation. For each e-competence, participants selected a value rang-
ing from Totally Useful, Largely Useful, Partially Useful, Not Useful. When a com-
petence was considered as being Totally or Largely Useful, participants had to self-
assess the proficiency level using the definition given in the e-CF document [1]. 
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The general set comprises main e-competences related to the A. PLAN and  
B. BUILD areas. Software development is less concerned with the areas C. RUN and 
D. ENABLE. Only the Project Manager profile is concerned with the E. MANAGE 
area. The general set is made of: A.4 Product / Service Planning, A.5 Architecture 
Design, A.6 Application Design, A.7 Technology Trend Monitoring, B.1 Design and 
Development, B.2 System Integration. Dedicated sets are those given in Table 1. 

Table 4. Competencies‘ proficiency. 

ID MBTI Job A.4 A.5 A.6 A.7 B.1 B.2 B.3 B.5 C.4 E.2 E.3 E.4 E.5 E.7 
1A ISTJ Arc. 2-3 4 3 3 3 3 - - - - - - - - 
1B ESFJ Ana. 2 3 2 4 3 2 - - - - - - - - 

1C INTP Man. 4 3 2 - 3 2 3 3 3 3 2 3 - 3 
1D INFP Dev. - 3 3 3 3 3 3 3 3 - - - - - 
1E ISTP Ana. 2 3 3 3 3 3 - - - - - - 3 - 
1F INTJ Arc. 2 3 2 3 3 2 - - - - - - - - 
2A ESTP Dev. - 4 3 3 3 3 2 2 2 - - - - - 
2B ISFJ Dev. - 3 3 3 3 3 3 3 3 - - - - - 

2C INFP Man. 3 3 2 - 2 2 3 3 2 3 2 3 - 4 
2D ISTP Arc. 3 5 3 5 3 3 - - - - - - - - 
2E INFJ Man. 4 4 3 3 3 3 4 4 3 3 3 3 3 3 
2F ISFP Ana. 2 3 3 - 2 2 - - - - - - - - 

4 Aggregation of Results 

Table 5 presents a comparison between the average of the whole set with the average 
of subsets grouped on MBTI trends. Values that differs significantly are bolded. 

Table 5. Proficiency self-assessment grouped by MBTI type 

MBTI Nb A.4 A.5 A.6 A.7 B.1 B.2 B.3 B.5 C.4 E.2 E.3 E.4 E.5 E.7 
Whole 12 2,67 3,42 2,67 3,44 2,83 2,58 2,73 2,64 2,55 3,00 2,33 3,00 3,00 3,33 
E 3 2,00 3,33 2,67 3,50 2,67 2,33 2,00 2,00 2,00     
I 9 2,86 3,44 2,67 3,43 2,89 2,67 3,00 2,88 2,75 3,00 2,33 3,00 3,00 3,33 
N 5 3,25 3,20 2,40 3,00 2,80 2,40 3,25 3,25 2,75 3,00 2,33 3,00 3,00 3,33 
S 7 2,20 3,57 2,86 3,67 2,86 2,71 2,43 2,29 2,43    3,00  
T 6 2,60 3,67 2,67 3,60 3,00 2,67 2,60 2,40 2,60 3,00 2,00 3,00 3,00 3,00 
F 6 2,75 3,17 2,67 3,25 2,67 2,50 2,83 2,83 2,50 3,00 2,50 3,00 3,00 3,50 
J 5 2,50 3,40 2,60 3,40 3,00 2,60 3,00 2,75 2,75 3,00 3,00 3,00 3,00 3,00 
P 7 2,80 3,43 2,71 3,50 2,71 2,57 2,57 2,57 2,43 3,00 2,00 3,00 3,00 3,50 
 

Extraverts (E) have a proficiency self-assessment significantly lower than Intro-
verts (I) for competences A.4 Product / service Planning, B.3. Testing, B.5. Documen-
tation Production, C.4 Problem Management. A possible explanation is that these 
competences involve methodic and routinely tasks that Extraverts tend to avoid. 
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Intuitive individuals (N) have a proficiency self-assessment significantly higher 
than Sensing individuals (F) for competences A.4 Product / service Planning, B.3. 
Testing, B.5. Documentation Production. A possible explanation is that these compe-
tences also involve abstract, methodic and precise tasks that Intuitives like. 

There are no significant differences neither between Thinkers (T) and Feelers (F) 
nor between Judgers(J) and Perceivers (P). 

Since only few individuals were queried, it is difficult to discuss about classical 
MBTI grouping such as intuitive-thinkers (NT), intuitive-feelers (NF), sensing-
thinkers (ST), and sensing-feelers (SF). We need a larger set to draw observations. 

Table 6 presents a comparison between the average of the whole set with the aver-
age of subsets grouped on job profiles. Values that differs significantly are bolded. 

Table 6. Proficiency self-assessment grouped by job profiles 

Role Nb A.4 A.5 A.6 A.7 B.1 B.2 B.3 B.5 C.4 E.2 E.3 E.4 E.5 E.7 
Whole 12 2,67 3,42 2,67 3,44 2,83 2,58 2,73 2,64 2,55 3,00 2,33 3,00 3,00 3,33 
Man. 3 3,67 3,33 2,33 3,00 2,67 2,33 3,33 3,33 2,67 3,00 2,33 3,00 3,00 3,33 
Ana. 3 2,00 3,00 2,67 3,50 2,67 2,33       3,00  
Arc. 3 2,33 4,00 2,67 4,00 3,00 2,67         
Dev. 3  3,33 3,00 3,00 3,00 3,00 2,67 2,67 2,67      
 

Recall that the general set comprises main e-competences related to the A. PLAN 
and B. BUILD areas. Managers are obviously more concerned with competence A.4 
Product / Service Planning while Architects are more involved with competences A.5. 
Architecture Design and A.7. Technology Watching. There are no others significant 
differences.  

5 Conclusion 

We made the hypothesis that personality types and traits of software engineers are 
related to engineers’ competences. For the first research question that tries to relate 
personality types with employees’ competencies proficiency, we did not observe sig-
nificant results apart those that are relatively obvious and predictable. Since the sam-
ple set is small, we may expect better observations from a larger set. 

Regarding the second question related to the suitability of job profiles’ definition, 
participants agreed on the required competencies whatever their MBTI types. 
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Abstract. With the proliferation of relevant technologies that enables
interactive social engagements, games became a strong driving power for
next generation social environments. One of the reason for this is that
there is an engaging nature in both digital and non-digital games, which
is also suitable for creating serious kind of interactions such as teach-
ing, training, learning, etc. Recently, researchers have started develop-
ing games or game-like applications in particular domains such as edu-
cation, management, medicine. Although there are loads of empirical
studies about game-based learning in general, scholars from informa-
tion systems, computer science and software engineering domains have
only a few attempts to develop and use the specific properties of games
in their context-dependent environments. This workshop paper takes a
look at some of these efforts and discusses about the pros and cons of
such approaches. It is also argued that using well-designed, validated and
pertinent non-digital games could be beneficial for improving the soft-
ware development process. In particular, such approaches can be trans-
formed into useful tools for teaching information systems and software
engineering undergraduate or post-graduate students the fundamentals
of information systems and software engineering.

Keywords: Software development process · Games · Interactive
approaches · Game-based learning · Game-based training

1 Introduction

The software process improvement (SPI) is a continuous effort to improve the
software development process over a scheduled time-frame. The aim is to ensure
that a software development organization can tailor, implement and maintain a
software development process for managing the development activities to meet
their planned goals on budget and time. The customized process should address
organizational strengths, highlight organizational weaknesses, and ultimately an
enabler to reflect the organizational culture.

However, unlike a mechanical or manufacturing process software development
involves the element of creativity, which has a human and social side that makes
c© Springer International Publishing Switzerland 2015
R.V. O’Connor et al. (Eds.): EuroSPI 2015, CCIS 543, pp. 303–310, 2015.
DOI: 10.1007/978-3-319-24647-5 25
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it hard to preplan [1]. Therefore, several researchers suggest that software devel-
opment is a social activity [2–4] where a software development process should
consider the requirements of participants’ interactions. In fact, a software process
encompasses the participants who must work in an interactive and collaborative
way. Such social engagements are also visible in several interactive approaches
that are planned for software development. For example, agile methodologies are
highly based on customer interactions and even accept them as a key factor to
improve the software development process [5]. Cockburn [6] defines agile devel-
opment as a group of tasks which may be performed similar to a cooperative
game.

Games are a set of interactions based on the rules that constraint the way
that participants behave. They create a self-sustaining culture, which are one
of the oldest from of interactions that thrives with humans. However, defining
games is somewhat elusive and lots of attempts have been made to form a basic
definition. One of the well-known, widely accepted definitions comes from Salen
and Zimmerman [7]: A game is a system in which players engage in an artificial
conflict, defined by rules, that results in a quantifiable outcome.

A famous framework (MDA) towards understanding games is developed by
Hunicke et al. [8], which consists of three facades that are Mechanics, Dynamics
and Aesthetics. Mechanics are mainly the rules that govern the game worlds
and the ingredients of game design, dynamics describe the run-time behaviors
emerged according to players interaction with the mechanics and aesthetics is
the emotions evoked in the player. Braithwaite and Schreiber [9] state that,
there are various patterns comprises the core of the game that show up over and
over again: territorial acquisition (controlling a piece of territory), prediction
(guessing what will happen and be awarded if true), spatial reasoning (requiring
spatial reasoning as in Tetris-like games), survival (protecting oneself till the
end which is a secondary pattern in most of the games), destruction (wrecking
everything on sight as the primary goal), building (developing resources, cities,
civilizations), collection (gathering up resources, points, coins or matching pat-
terns), chasing or evading (contact sport games or Pac-man-like games), trading
(cooperation of players where they trade resources that each of them wins) or
race-to-the-end (being the first to finish the line).

2 Background

When briefly having looked at the literature, there are studies that focus
mainly on software engineering along with information systems education. For
instance, an experimental study was carried out to teach software engineering
processes [10]. A card game that simulates the software engineering process is
developed for students to merge the disconnection between theory and practice.
Players take the role of a project manager individually and try to deliver the
project to the client in time with pre-specified budget and with quality work
while competing with each other.

Connolly et al. [11] administered a study focusing on software engineering
concepts, which puts the students in the project manager’s, system analyst’s,
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system designer’s and team leader’s shoes. Players work together in those roles
to deliver the project in time with a limited budget like the previously mentioned
study.

To teach risk management concepts and to enhance decision-making skills
of individuals, Taran [12] conducted a card game on students. The idea of the
project is to play the card game before providing any risk management concept so
that they experience the situations first hand which is generally called problem-
based learning. There are different cards which are project cards (projects to
be completed), surprise cards (positive or negative external events), oops cards
(project problems), risk cards and mitigation cards (what the potential risks are
and how to avoid them).

Brown et al. [13] developed a game to simulate the software development
cycle and to communicate concepts of uncertainty, risks, options and technical
debt. In this study, a board game is developed for 2 to 4 players, where the core
dynamic is race-to-the-end that the players compete with each other to come
first in a track or path. The players try to get to the finish line first, however at
the same time they need to get the most points among other players. There are
shortcuts provided that seems to shorten the way to finish line but sacrificing
points along the way. The aim of the game is to show that using shortcuts each
and every time generally ends up getting limited points (which corresponds to
the quality of work in real life project).

Hamey [14] developed a highly visual and interactive non-digital game to
teach a particular subject: Secure Data Communication Protocol in computer
networking domain. The game is said to be emphasizing the three key issues that
are encountered in secure data communication protocol that are: Confidential-
ity, integrity and authentication. In the game, as some players tries to securely
communicate with each other by writing messages on sheets of papers, putting
them in required envelopes and paper clipping additional sheets that defines
destination and source, other players tries to intrude and simulate well-known
attacks such as man-in-the-middle attack or replay attack.

Connolly [15] carried out a study to develop a game-based environment that
aims to teach the database analysis and design. In the digital game, instead of
getting a written document, players interact with characters (clients) to get the
requirements for a database project which is actually akin to real-world settings.
There are also studies that are mostly focusing on teaching coding skills [16]
where the students engage in coding duels, earning medals and competing in
leaderboards. A study by Ye et al. [17] reported that a virtual environment is
used to enhance communication and collaboration outside the class providing
two multi-player online software engineering educational games and also using
the system as an enabler of office hours where students meet with instructors.
After playing the games and using the system, students were interviewed and
ultimately pros and cons of the system were recorded. All in all, it was stated
in the paper that the system helped improve students’ learning. In addition,
Claypool and Claypool [18] utilized video games for software engineering class
projects. Their empirical study showed that the students that are participating
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in a game-centric project in software engineering classes show better performance
and lower drop-out percentages.

Leemkuil et al. [22] developed a simulation game where the game is played
by three players that each of them has the same role of a knowledge manager
trying to improve the companys knowledge accumulation. Sharp and Hall [23]
describes an open course for post graduate education for software professional.
The novelty about the program is that, students join the system as an employee
and take actions as the member of a company. Dantas et al. [24] propose a game,
Incredible Manager, to provide experiential learning to project managers where
the players are required to act as a software project manager and try to plan
and control the software project with success.

Navarro and Hoek [25] developed SIMSE that is an educational, interactive
and graphical computer game which aims to train students on software engineer-
ing processes. In this single player game, players take role of a project manager
to complete a software engineering project. Martin [26] designed two simula-
tion/games for teaching information systems development where one of them
was a board game and the other one is the computerized version of the board
game with some modifications. It has been reported that the digital version was
a better one with the richness and possibilities it provides in terms of using a
greater number of scenarios with greater level of detail.

Shifroni and Ginat [27] designed a non-digital game to teach the commination
protocols where twelve grade high school players/students take role of protocol
components. The game is played with five groups: Network Sender, Data-Link
Sender, Physical Layer, Data-Link Sender and Network Receiver. The goal of
the game is to process and transfer the plain message given by the instructor to
the Network Sender Group all the way to the Network Receiver Group passing
through the other groups. This way, students are able to experience the internal
workings of protocols first hand, and all the problems and their solutions become
clearer than if it would have been explained by traditional methods.

Other than the games developed for information systems and software engi-
neering students, there are also attempts being made across many other dis-
ciplines that were mentioned in a review paper [19]. It was stated that the
simulation games in engineering education could be used for improving students
ability to transfer their academic knowledge to practical use. Civil engineering,
electrical engineering, chemical engineering, mechanical engineering, industrial
engineering, environmental engineering are some of the fields that these stud-
ies were carried out. As for the non-engineering domains, architecture, medical,
physics and mathematics were also given as examples among others.

All of the selected studies on software engineering and information systems
are summarized in Table 1.
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3 Summary and Discussion

In this paper, we briefly summarize the games that are designed to improve some
aspects of software development and education. Software engineering is a chal-
lenging endeavor which requires a good combination of theoretical and practical
knowledge. In general, software practitioners have hard time to understand the
software engineering issues that have no simple, well-known or correct solution.
This requires lots of practices which should certainly in the field. Games are well-
structured interactive environments that shall be defined by rules with several
benefits for motivating the participants. Therefore, a non digital game-based
environment can be turned into a powerful tool for teaching or even training
software practitioners. However, as mentioned in the literature review, there are
only a few attempts to address such issues.

Taken together, these studies suggest a visible advantage to design for games
in improving the software development process. SPI can be envisioned as a engi-
neering management approach that can benefit from a multidisciplinary per-
spective where games has already accommodated such a viewpoint. To this end,
designing card games or board games as a class activity (even instead of a com-
puterized version) for software engineering and management courses are vitally
important. To improve the social aspects of software development, such activities
can also be used as collaboration enhancer.

Tailoring a process for a software development organization has several chal-
lenges. The designer should be equipped with theoretical information and its
practical implications with high level concepts and details about the target
domain. It is also preferable if the subject that is intended to be taught requires
communication among people such as software development processes or soft-
ware management. Designing digital games can also be utilized as it can be
found more convenient according to the topics being taught. Designing both the
digital and the non-digital versions may be also beneficial and complementary
to support all aspects.

While playing certain non-digital games in a classroom (or in a work envi-
ronment), the teacher (or manager) is just like a game master to direct the
game but not participating actively. Instead, students interact with each other
and the game. Couple of play sessions may be held to see different strategies
ad outcome to grasp the subject fully. After the play sessions, students draw
their own conclusions about the subject and the teacher (manager) actually
just provides support mechanisms and follows an instructional scaffolding atti-
tude. These activities provide a participant engagement loop (i.e. the flow [30]),
which helps player to learn and participate more frequently and ultimately a
well-balanced game offers a enjoyable game play and create planned participant
behavior.

Studies being published on simulation games for learning should provide the
specifics and formal elements of the games developed for others to test if possible.
If not, concepts, the exact subject that is being taught and how the game aims
to do that should be stated clearly for readers to get the idea. While designing
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games for learning, domain experts, game designers and instructional designers
should be incorporated in the process.
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Abstract. The standard, ISO 26262[1], aims for functional safety of automobile 
E/E systems, and it provides “a framework within which safety-related systems 
based on other technologies can be considered.” We focus on the hazard analy-
sis and risk assessment (clause seven) in the concept phase of ISO 26262 part3. 
Usually, the risk is calculated from the probability of exposure and severity of 
harm, but in this standard we also have to consider the controllability of the 
driver for avoiding the harm. First of all, we'll present the DESH-G (driver,  
environment, software, hardware and goal) model as a framework. Then we 
show the driver model in detail, and it gives us the capability of the driver. We 
calculate the task demand from the situation-scenario matrix (SSM). If the task  
demand exceeds the driver capability or is in the neighbourhood, we regard it as 
the hazardous situation. Easiness of avoiding a dangerous condition is the  
controllability. The way to judge the degree of controllability is proposed using 
the driver capability and the task demand. In the system, such as the advanced  
driver assistance system (ADAS)[2], the part of the driver's task is done by the 
system. It is harder to the design system to decide the behaviour at the border 
between computer and driver. Our idea is also effective in the development un-
der such situations. 

Keywords: Controllability · ISO 26262 · DESH-G · Driver model · Driver  
capability · Task demand · D-zone 

1 Introduction 

The ISO 26262 standard requires the ASIL (Automotive Safety Integrity Levels) is 
given to an item (i.e. an abstract system). We calculate it from the three elements: the 
probability of exposure (E), the severity of harm (S) and the controllability of a driver 
(C). In general, E and S are used in the calculation of risk of a system. The controlla-
bility is specific to the automobile. When we are in the high-risk state (and we called 
it D-zone, 5.4), it shows the probability that we can go back to a safe state. 

But, it is hard to define the class of controllability. In [3], authors say that “It was 
more problematic to establish a reliable metric for the controllability parameter”. In 
this paper, we propose the model including the driver and environment to calculate 
the controllability.  

The key point is the model of a driver. We already have various methods to analyse 
the “machine”, but it goes without saying that human is not a machine. We define a 
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simple model of the driver who has several characteristics, and we will show how to 
use the model in defining a class of controllability. 

In the next chapter, we introduce the DESH-G model to clarify the position of the 
driver in our analysis. In chapter three, we check the hazard analysis and risk assessment 
(HARA) process of ISO 26262 part 3 because it is the baseline on which our approach 
works. And, we briefly explain our approach for the hazard identification (chapter four) 
we’ve already introduced in [4]. In chapter five (it is the main topic in our paper), we 
show how to express the driver capability and the environment. We also give the idea of 
D-Zone and controllability. Finally, we conclude them in chapter six. 

2 A DESH-G Model 

We, first of all, introduce the DESH-G (driver, environment, software, hardware and 
goal) model as a framework to solve the general driving problem (Fig. 1). 

The car includes two components, hardware (H) and software (S). The environ-
ment (E) has various categories such as, “road type”, “road condition” and so on. We 
explain again in section 4.3. The driver recognizes various environmental attributes 
and controls the car. 

We assume that the capability of the driver (D) consists of the skill and the state of 
the driver. 

Here, we mean that the goal (G) is the driver's one. When we drive a car, we usu-
ally have a goal. For instance, “I have to go and pick up my daughter at the elemen-
tary school by my car”. And a goal is divided into several activities (Fig. 1, tables on 
the right side). For example, going out the car from the garage is an activity. And 
more, an activity consists of several actions, like getting into a car, starting the engine, 
moving out slowly from the garage, etc. When we rethink the activity of “starting 
engine”, we let out the clutch by step on the clutch pedal and rotate the engine key ... 
We take various complicated actions unconsciously. We call those lowest level work 
operations. 

 

 
 

Fig. 1. DESH-G model 
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3 HARA Process 

In the concept phase, we have to do the hazard analysis and risk assessment (HARA) 
based on the process showing in ISO 26262 standard. That process is in clause seven 
of part three: 

(1) Initiation of the hazard analysis and risk assessment (7.4.1) 
(2) Situation analysis and hazard identification (7.4.2) 
(3) Classification of hazardous events (7.4.3) 
(4) Determination of Automotive Safety Integrity Level (ASIL) and safety goals 

(7.4.4) 
(5) Verification (7.4.5) 

As for (1) and (2) steps, we’ve already proposed a method in [4]. First we describe 
the item sketch and describe the goal model based on KAOS approach[5]. Using the 
guidewords of the hazard and operability studies (HAZOP studies)[6], we can find the 
hazards.  

In this process, we use the situation-scenario matrix (SSM). This matrix expresses 
the environment around a car. We again explain this approach in the next chapter. We 
also use this matrix to calculate the controllability in the next step. 

In the classification of hazardous events (3), we decide each class of the probability 
of exposure (E), the severity of harm (S) and controllability of driver (C).  

We mainly focus on the controllability in this paper and we explain it in chapter 
five. As for E, we can calculate it, “based on traffic statistic for the target market of 
the vehicle”1. And we can estimate the severity from the factors such as type of colli-
sion, relative speed between collision participants, relative size, health and age of 
vehicle and so on [7]. The SSM gives the base information of those factors. 

After defining the class of E/S/C, we get the ASIL value from the table 4 of ISO 
26262 part 3. After that, we check the output of (1)-(4) mutually for verification pur-
pose. 

4 The Approach of Hazard Identification 

4.1 Goal Model 

We use the goal model of the KAOS approach [5]. It supports stepwise refinement of 
the goal2. KAOS is a method for requirement engineering. And in the concept phase 
of ISO 26262 we analyze and specify the (safety) requirement of an item. So, we can 
easily use the KAOS approach in this phase. 

At the beginning of the concept phase, an item has just a goal of it. As the devel-
opment proceeds, we refine the goal repeatedly into the sub-goals. Finally, we get a 
goal tree as a directed graph. In this process, we just make refinement for develop-
ment, later we find the hazard as an “obstacle node” by using the item sketch (4.2) 
and guidewords (4.4). 

                                                           
1 ISO 26262 part 10, 6.2.2, p.11. 
2 And this goal is of an item. Later we see the goal of the driver, but two objects are different. 
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4.2 Item Sketch 

The standard requires us to make HARA in the concept phase of the system develop-
ment. In this stage, the structure of a system does not fix yet. We can only have an 
abstract object of a system (i.e. an item, the term of ISO 26262). 

As the standard does not mention the way of describing an item, in our approach 
we use the item sketch to express it. There are two forms of the item sketch: the dy-
namic and the static one.  

As the goal is refined (4.1), the item sketch is also refined.  The item sketch rein-
forces the description of the goal. We show a simple example. We have a description 
of a goal in the goal model; “a driver can switch on the adaptive cruise control system 
(ACC) [8]”. In this case, the static version of the item sketch has an object “switch”. 
And the dynamic item sketch has the two states “on” and “off” and the transition from 
the “off” state to the “on” state, and vice versa. 

This item sketch is useful for us to find hazards in the later phase (4.4). 

4.3 Situation-Scenario Matrix (SSM) 

In this section, we briefly explain situation-scenario matrix (SSM) to define an envi-
ronmental condition (Fig. 2).  

When we think about the moving system such as the automobile, it is important to 
cover the environment in which it could move around. A situation consists of the 
combination of elements in the environment, and one can write different situations 
with different values in those elements.  

The situation helps us to identify hazards and threats that a system might have.  
Considering the ACC system, we can find the several categories in a situation; 

“subject car,” “target car,” “perimeter,” “road type,” “road condition,” “regulation,” 
“climate,” “radio wave condition,” and so on. 

Furthermore, each category has several elements. For example, the category “sub-
ject car” has elements like “speed,” “acceleration,” “jerk,” “engine state,” etc. 

When considering control of an embedded system, it is often modelled using only 
the controller and the control targets (“plants”). But we have to consider the environ-
ment, especially when analysing a moving object like the automobile.  

Of course, we consider the influence of the environment. When designing the ACC 
system that keeps the distance with target car, we reflect a slope on a road and the 
friction drag that changes by weather condition. The SSM describe this effect from 
the environment explicitly. 

The scenario is the collection of situations and it expresses the environment that 
changes as car moves. To achieve a goal of a driver, we can describe an SSM as a 
scenario that has detailed environmental information. 

 
 



 Controllability in ISO 26262 and Driver Model 317 

 

Fig. 2. An example scenario of SSM 

4.4 Hazard Identification 

We can find the simple hazard by the unusual behaviour of elements described in the 
item sketch (4.2). It looks like the FMEA[9] approach except for the difficulty in 
defining the failure mode. The more complicated hazards will be found by manipulat-
ing the information on the item sketching (for example, multiplicity).  

In this task, we also use the SSM (4.3), because to understand the situation of driv-
ing helps us to find the hazards.  

The hazard becomes "obstacle" node in the goal model (4.1), and we add it to the 
goal model. Finally, we fill in all the hazards on a hazard list. We also write the pos-
sible measures to avoid the hazard (5.4). Those are "solution" nodes, and we also add 
them to the goal model. 

5 Driver Model and Evasion from the Harm 

The driver capability is defined from the driver model (5.2). The driver capability is 
the ability of a driver to operate a car. The task demand is the load to accomplish a 
task in a situation. 

In Figure 3, we show the relationship between them. If a driver capability is lower 
than a task demand, the possibility to meet harm is high.  

In this chapter, first we explain the structure of driver's goal (section 5.1 and chap-
ter 2). Then we show our driver model (section 5.2). Next in 5.3, we will give the 
definition of our task demand, which is calculated using the SSM (4.3). And we de-
fine the D-zone and show the steps for calculating the controllability, which is the 
possibility of evading from D-zone. 
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Fig. 3. Driver capability and task demand 

5.1 Structure of Driver's Goal 

First of all, we think about the structure of the driver’s goal (it is not the goal of an 
item, which we already see in section 4.1). Usually, the driver has a goal for driving: 
for example, "we have to go and pick up our child at the school (goal_1)". 

This goal is divided in the hierarchy manner like the activity theory[10] of the Hu-
man-Machine Interface (HMI) field: i.e. activity, action and operation. There are 
several hierarchical models. In [11], the author uses the three levels: i.e. strategic 
behaviour, tactical behaviour and operational behaviour.  These levels can corre-
spond to our level respectively. 

The activities are tasks to achieve a goal. In the goal_1 case, those are activities: 
“moving a car from garage to a front road (activity_1)”, “driving a car on the arterial 
road (activity_2)” and “parking the car near the school (activity_3)”. 

An activity consists of several actions. For example, in the activity_1, we can iden-
tify these actions: “getting into the car (action_1)”, “starting the engine (action_2)” 
and “slowly moving the car into the road (action_3)”. 

Moreover an action is divided into the operations: in case of the action_2, "footing 
down the clutch pedal (operation_1)”, “checking the gear (operation_2)”, “turning the 
engine key (operation_3)” and so on. Those operations are the unconscious task; usu-
ally the driver is not conscious of the details of the operation.   

The difference between the action and operation is important, and this distinction is 
not static. If we repeat same task many times, it becomes operation. That means we 
do the detail steps unconsciously. Vice versa, if some trouble occurs, the operation 
becomes the action: aka the cognitive breakdown (e.g. [12, 13], “loss of situation 
awareness, critical performance decrements”[14]) . We will check the each operation 
carefully. 
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When we are forced to enter the D-Zone because of failure of a system, an opera-
tion changes to an activity. We will check each task with caution, so it takes longer 
time than normal operation. 

5.2 Driver Model 

We will define the driver model. It has two attributes: the driver state and the driver 
skill. The driver state also has two facets: the physical state and the psychological 
state. For example, if the driver is tired, his physical state is low. If she is depressed, 
her psychological state is low.  

There are various factors that affect the driver's state. The goal of the driver (5.1) is 
one of them.  Going back to the goal_1 (the previous section), she might hurries if it 
is too late to go to the school. It affects her psychological state.   

Driver skill is individually different, but it does not vary dynamically. 
We define the performance of driver as driver capability, and we can formulate like 

this: 

                  (1) 

The driver capability dc is calculated from the function hdc with parameters; 
driver’s state cstate and drivers experience cexp. ϕinattention shows the influence of the 
second task. It is not the primary task (i.e. driving) like tuning the radio or speaking 
other people with a mobile phone. It decreases the driver's capability for driving.   

                
 (2) 

                 
 (3) 

The driver state cstate comes from driver’s physical state statephysical and psychologi-
cal state statesychological. The skill of driver cskill defines by his experience skillexperience 
and his knowledge skillknowledge. 

5.3 Task Demand 

The task demand is the required efforts for the driver in a situation. Various situations 
surrounding a car need the different task demand. For example, if we drive on a rainy 
night, the value of task demand is high compared with taking a drive in the shiny 
daytime. 

First, we calculate the task demand of the route segment. The road segment is the 
section where we can assume that the environment is almost same. On the highway, 
the road segment is long. In the city it is short. Total task demand is given as the 
summation of every route segments that are needed to achieve a goal (i.e. in case of 
goal_1, total means a path from home to school). 

In SSM, each row in the matrix indicates a situation, and the situation consists of 
various components. As we’ve already seen in 4.3, those are road type, road condi-
tion, weather, traffic regulations like the speed limit, current self-car speed and so on. 

dc = hdc (cstate ,cskill ) ≈ cstate ⋅cskill -ϕ inattention

cstate = hstate (statephysical , statepsychological )

cskill = hskill(skillexperience ,skillknowledge )
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If we can give the value of each component of a route segment, we can get the value 
of task demand.  

We can formulate like this: 

                           (4) 

The task demand td is a sum of task demands of each segment sts. 

                          

 (5) 

The task demand of each segment sts is calculated by the weighted average of each 
value of elements (e.g. road type, visibility and so on) in a situation. The weight w 
and value of the element s are given the real number from zero to one. 

5.4 D-Zone and Steps for Classifying the Controllability 

The D-Zone is the zone where we are in danger. And if we don't get the measures to 
cope with a hazard, the probability for us to become in harm is high.  

Here, there are two ways to evade D-Zone. First is increasing the level of the 
driver's capability, especially the driver state. It is useful to send an alarm to the 
driver, whose attention is distracted or who could decide promptly. For example, if 
the driver is sleepy and he needs the long time to judge the situation, sending an alarm 
to the driver is effective. But this might not work well with a driver whose state is a 
normal condition.  

Second is decreasing the task demand level. To this, we have to change the car be-
haviour, such as braking, turning a steering wheel and so on. The controllability is 
relating to the latter. ISO 26262 says that it "is assumed that the driver is in an appro-
priate condition to drive (e.g. he/she is not tired)". So, as for controllability, we have 
to decide whether the driver skill (5.2) can take measures in D-Zone. 

We add the tasks to the HARA process: 

 Decide the operation-level (5.1) measures to avoid harm, and add them to a 
hazard list (4.4). 

 Select a situation and check it.  Do this repeatedly for every situation  
 Check whether a driver might be in D-Zone or not 
 Calculate the possibility to evade the D-Zone state for each measure in 

the hazard list 
 Possibility is defined from the viewpoint of driver's skill and cur-

rent task demand 
 Decide the class of controllability, the worst case is applied 

td ∈TD = (st1,st2 , st3,...)

sts =
wisii=1

n
wii=1

n
− φGOAL
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6 Conclusion 

We introduced the DESH-G model to support the functional safety in the automobile 
field. Also, we defined the driver model (D) and expressed the environment (E) by 
SSM.  

The term "controllability" is the word that means "the ability to avoid a specified 
harm (1.56) or damage through the timely reactions of the persons involved". And it 
is very important because the controllability is essential to define the ASIL of an 
"item". 

But it is hard to classify this value because it is relating to human, not machine. We 
believe that driver model and our proposed process is helpful to define the controlla-
bility. 

Recently advanced automobile system checks the drivers’ physiological features in 
real time and estimates the physical and psychological state to more appropriate per-
sonalized control for the driver (e.g. [15, 16]). The idea of driver model also can use 
the system design such an advanced driver assistance system (ADAS). 
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and Automate Reporting 
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Abstract. This paper discusses how KTM AG company addresses ISO26262 
functional safety challenges internally and with its partners. KTM has identified 
four key resolutions to success. 1st - breaking the silos between safety and other 
departments, 2nd - ensuring traceability between development items to cover 
the norms, 3rd - accessing the modularity and reusability organisation to make 
the most of legacy knowledge, 4th - automating the reporting to ensure engi-
neers focus on design (not on document generation). KTM targets an environ-
ment embracing Model Based Engineering and a repository of crosswise (work 
fields) design items. With a strong fo-cus on system engineering, KTM’s ambi-
tion is not to provide an ideal environment but to intro-duce one solving its cur-
rent issues for its present maturity. The environment is implemented and opera-
tional on a major KTM project as a proof of concept for future KTM projects. 

Keywords: Functional safety · ISO26262 · Model-based engineering · Model-
based safety assessed · Sys-tem engineering · KTM 

1 Introduction 

According to a paper “Intelligence Transport System for Motorcycle Safety and  
Issues” [12]: Intelligent Transport Systems (ITS) have significant potential to enhance 
traffic safety. […]  ITS  appli-cations have been developed with car safety in mind, 
but the potential for developments for motorcycle is great. Very few ITS have been 
developed specially for motorcycles, and all of those that do exist are in-vehicle sys-
tems. Many ITS exist or are emerging for other classes of vehicle that have potential 
to enhance motorcycle safety directly or indirectly. There several ITS technologies  
in-vehicle system to be introduced and adapted to motorcycles; advanced driver as-
sistance system, intelligent speed adaptation, driver monitoring system, collision 
warning and avoidance system, lane keeping and lane-change warning system, visi-
bility enhancing system, seat belt/helmet reminder system. 

These safety systems have slightly increase the complexity of cars. With an ac-
knowledged [3] exponential increase of complexity in the automotive over the last 
few years, the question is, according to KTM, not “WHETHER” but “WHEN” the 
breakthrough for motorbikes will occur in E/E embedded sys-tems complexity (If it 
has not already started).  
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Motorbike 
industry

Automotive 
industry

E/E SYSTEMS 
COMPLEXITY

TIME

?

Breakthrough (exponential)

Currently  

Fig. 1. EE Systems complexity - Automotive versus Motorbike industries (Source: KTM 
internal study) 

This complexity is a challenge for the motorbike industry. The industry has to 
structure organization, knowledge and resources with the automotive state-of-the-art 
in mind. The KTM AG company, an Austrian manufacturer of high-quality and effi-
cient motorbikes, acts as a leader and brings the best standards to its industry. To 
address the oncoming highly complexity challenge, KTM has selected a major inter-
nal project as the candidate for best practices implementation. This project is a com-
pletely new vehicle, with complex and safety-critical features. The project has been 
considered from a systemic point of view according to the state-of-the-art [1,2 with a 
focus on Electrical and Electronic systems. The size of the project remains relatively 
small (6 ECUs) compared to most modern cars (with up to 80 ECUs [3 but is cur-
rently among the most complex of the motorbike industry. The process & tools to be 
implemented in this project is referring to an internal KTM specification which aims 
at solving general issues. Among those specified problematic, we have prioritized five 
characteristics this environment shall handle: 

1.1 Central Repository for Traceability, Workflows, Configuration and 
Change Management 

We want a central repository of design to ensure full traceability1 over the product 
lifecycle. We also want this repository to provide workflows, configuration and 
change management capacities to support all the lifecycle processes requested by 
Automotive SPICE [11] process reference model or similar. 
 
Rationale: Our engineers and functional safety managers are losing too much time 
checking consistency between the different sources of information (usually hosted in 
different tools. This prevents from having traceability. Risk management requires 

                                                           
1 Full traceability is understood here as a capability to trace any item required during the entire 

lifecycle of a product. Traceable items can be a design item (function, interface, etc.), a re-
quirement, a failure or any project management items (milestone, actions, activity, etc.). This 
traceability feature, in combination with configuration and change management, tracks evolu-
tion of linked items and provides strong impact analysis capabilities. 
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traceability between risks, requirements and design. So we are in search for a reposi-
tory covering most of development items and maximizing traceability. This repository 
shall be automatically updated when the de-sign changes in the environment (whatev-
er the tool where the change occurs). Objective is to fully cover the ISO26262  
(design, safety, production, project management items, etc.). 

 

 

Fig. 2. From a dispatched environment (left side: “no master”) to a centralized environment 
(right side: “one to rule them all”) 

1.2 Model Based Engineering 

We want to introduce the Model Based System Engineering [5,6] and the safety 
analysis by the models in a fluent and integrated manner. The goal is to execute the 
safety analysis activity based on described and updated model by the architects (not 
based on more or less equivalent side architectures because of tools constraints). 

Rationale: contribute to break silos in a manner which avoids unproductive and error 
prone processes due to multiple interface tools exchanging information. Safety teams 
are always running after the current baseline. Safety analysis and requirements shall 
be available for all and integrated in the architecture baseline. 

1.3 Joint Activities Management 

We want to cover the functional safety management scope in the same environment 
R&D and other departments operate in. This includes Model Based Engineering but 
also project management, specifications, planning, etc. As for Model Based Engineer-
ing, we want the stakeholders to share the same working content. 

Rationale: to break the silos between functional safety and R&D (and any other  
department). 

1.4 Automatic Reporting 

We want an automatic documentation generation to avoid errors and maximize pro-
ductivity; the underlying content shall still be validated and reviewed; but the format-
ting and the generation of the document shall be executed automatically based on 
iterative patterned representation of structured data.  
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Rationale: our engineers would focus more on their core objective (safety, design, 
etc.) instead of the formatting of documents or the consistency of its content. Another 
argument is that the ISO26262 required safety case is basically only a good report. 
What if the safety case was automatically generated out of a consistent database 
(notwithstanding the need for a review afterwards)? Expected automated documents 
are: Item definitions, Safety plan, V&V plans, Functional safety specifications, test 
reports and various project progress reports. 

 

Fig. 3. Produce documentation based on a consistent and centralized content 

1.5 Modularity and Reuse 

We want to access the modularity knowledge and skills [6]. We want to populate our 
new projects with existing and validated items (functions, products, requirements, 
risks, etc.). We want to be able to “branch” design items (copy an item in another 
project and make it evolve independently from the original instance). We want to 
create platforms of products reusable on various bikes for modularity.  

Rationale: we do not reuse enough legacy developments which is the core knowledge 
of the company. Doing so could save significant time, money and risks. 

2 ISO26262 Coverage 

KTM aims at getting the largest coverage possible for these identified artefacts and 
activities. The KTM environment keeps this objective as a requirement. 

For a better readiness of what is covered by the KTM development process, every 
ISO26262 chapter and its coverage status are listed. Most of the system and concept 
phase is covered because, as an OEM, KTM does not have hardware / software de-
velopments. Though, KTM expects a low effort to ensure this environment complies 
with the hardware / software requirements (part 5 / 6 of the ISO26262). 

Legend of the following table: 

(1): support through documentation, storage and configuration management 
(2): covered but not implemented because out of the OEM scope 
(3): possible but to be further investigated and implemented 
(4): not possible 
N/A: Not Applicable - this is information or guidelines but not requirements 
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Fig. 4. KTM understanding of major ISO26262 artefacts and activities 

Item Description Coverage 
Part 1 Vocabulary N/A 
Part 2 Management of functional safety  
 Overall safety management Covered 
 Safety management during the concept phase and the

product development 
Covered 

 Safety management after the item’s release for production Covered 
Part 3 Concept phase  
 Item Definition Covered 
 Initiation of safety lifecycle Covered 
 Hazard analysis and risk assessment Covered 
 Functional safety concept Covered 
Part 4 Product development at system level  
 Initiation of product development at the system level Covered 
 Specification of the technical safety requirements Covered 
 System design Covered 
 Item integration and testing Support (1) 
 Safety validation Support (1) 
 Functional safety assessment Support (1) 
 Release for production Available (3) 
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Item Description Coverage 
Part 5 Product development at hardware level  
 Initiation of product development at hardware level Out of scope (2) 
 Specification of hardware safety requirements Out of scope (2) 
 Hardware design Available (3) 
 Evaluation of the hardware architectural metrics Available (3) 
 Evaluation of safety goal violations due to random

hardware failures 
Out of scope (2) 

 Hardware integration and testing Available (3) 
Part 6 Product development at software level  
 Initiation of product development at software level Out of scope (2) 
 Specification of software safety requirements Out of scope (2) 
 Software architectural design Available (3) 
 Software unit design and implementation Available (3) 
 Software unit testing Available (3) 
 Software integration and testing Available (3) 
 Verification of software safety requirements Available (3) 
Part 7 Production and operation  
 Production Available (3) 
 Operation, service (maintenance and repair) and de-

commissioning 
Available (3) 

Part 8 Supporting processes  
 Interfaces with distributed developments Available (3) 
 Specification and management of safety require-

ments 
Covered 

 Configuration Management Covered 
 Change Management Covered 
 Verification Covered 
 Documentation Covered 
 Confidence in the use of software tools Covered 
 Qualification of software components (possible but

to be implemented) 
Available (3) 

 Qualification of hardware components (possible but
to be implemented) 

Available (3) 

 Proven in use argument N/A 
Part 9 Automotive Safety Integrity Level (ASIL)-

oriented and safety-oriented analyses 
 

 Criteria for coexistence of elements N/A 
 Analysis of dependent failures N/A 
 Safety analyses (FMEA / FTA) Covered 
Part 10 Guideline on ISO26262 N/A 
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3 Solution 

3.1 Matlab Simulink(1) and Plugin Hip-Hops(2) 

Description 
Matlab Simulink is a wide simulation tool. According to the Matlab Simulink web-
site: Simulink® is a block diagram environment for multidomain simulation and 
Model-Based De-sign. It supports simulation, automatic code generation, and conti-
nuous test and verification of embedded systems. 

Simulink provides a graphical editor, customizable block libraries, and solvers for 
modeling and simu-lating dynamic systems. It is integrated with MATLAB®, enabl-
ing you to incorporate MATLAB algo-rithms into models and export simulation re-
sults to MATLAB for further analysis. 

The HiP-HOPS tool is a Matlab Simulink plugin used to generate automatic FMEA 
and FTA based on the described architecture under the Matlab Simulink environment. 

HiP-HOPS Important contributions of HiP-HOPS to the field of dependability so 
far include: 

Novel algorithms for top-down semi-automatic allocation of safety requirements in 
the form of Safety Integrity Levels - this work automates some of the processes for 
ASIL allocation specified in the new automotive safety standard ISO26262. 

Fast algorithms for bottom up dependability analysis via automatic synthesis of 
Fault Trees and Failure Models and Effects Analyses (FMEAs) where the basis of the 
analysis can be provided by architectural models that can be hierarchical described 
in a single perspective or in multiple per-spectives (e.g. HW and SW linked with allo-
cations). 

Linguistic concepts for representation and reuse of component failure patterns. 
PANDORA - a new temporal logic that enables assessment of the effects of se-

quences of faults in Fault Tree Analysis (FTA). 
A novel extension of dependability analyses with genetic algorithms that solves dif-

ficult multi-objective optimisation problems in the design of architecture and main-
tenance of safety critical systems. 

 
Intended Use 
KTM has used the Matlab Simulink as a physical simulator of some performance 
systems during the last years. After an internal trade-off decision was taken, consider-
ing the requirement to have a very integrated environment, that Matlab Simulink 
could fit our functional architecture needs as well. KTM has selected the HiP-HOPS 
plugin which can generate functional safety analysis work products based on models. 
KTM has consequently assumed that E/E systems could be entirely modeled under 
Matlab Simulink (physical, functional and safety). This is of great benefit to fulfill the 
requirements §1.2 - Model Based Engineering, §1.3 - Joint Activities Management, 
§1.4 - Automatic Reporting. 
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Fig. 5. Matlab Simulink data model architecture – library reuse 

KTM has also considered the use of Matlab Simulink to investigate the architecture 
modularity topic, thus the requirement §1.5 - Modularity and Reuse. Simulink offers 
the use of libraries hosting reusable components. These components can embed dif-
ferent information such as safety. 

The environment around Matlab Simulink has been set-up to fulfil requirements 
§1.2, §1.3, §1.4 and §1.5. The environment is made of two worlds. A world dedicated 
to the intended project and a library world for modularity. The project world intends 
to pick some modular components out of the library world. However, the project 
world can have its own component (non-reuse) or references to existing blocks in the 
library world (thus reused). 

Both worlds are architected to represent physical and functional abstractions lay-
ers. The physical architecture is made of functional architecture elements (a product 
holds various functions). Physical elements can also be nested to create assemblies 
and represent abstractions (for example the ABS assembly is made of the ABS, ECU 
and various sensors like the pressure ones).  

The functional architecture has 3 layers to represent various abstractions: 

• the basic function layer – the basic function can be allocated to only one 
physical item– is com-posed of basic Matlab Simulink blocks, 
• the vehicle function layer – a layer of abstraction to represent a set of func-
tions which offer a vehi-cle function at rider level – it is composed of basic 
functions, 
• the item layer – a layer to fulfill the ISO26262 and describes the border of the 
functional safety study - it is composed of basic functions or vehicle functions.  
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Fig. 6. Matlab Simulink data model architecture – Physical and functional worlds with arte-
facts description 

The developers can describe the system in terms of functions and behaviors, allo-
cate the functions to the products, or describe the interfaces and expected perfor-
mances. At the same time, the safety engineers can describe the safety behaviors of 
the system. As a consequence, we have a single content for various disciplines. We 
can reuse the blocks in order to take advantage of the existing knowledge and legacy 
projects. The prototyping at the beginning of projects is fastened and efficient. After 
the safety description of each safety related block under Matlab Simulink, we gener-
ate a safety dependability analysis [8] with the HiP-HOPS plugin which automatically 
delivers a FMEA, a FTA and the minimal cut-set for each top vehicle hazard  
described. 

 

 

Fig. 7. Matlab Simulink data model architecture – Physical and functional worlds with arte-
facts relationships and safety description 

As an illustration, a top vehicle failure or hazard “Unintended Acceleration” is de-
scribed under Matlab Simulink. The failed output of the system leading to the hazard 
(for example “Engine Torque” out of the block “Engine”) is also described. Any po-
tential failures of blocks/functions of the system are de-scribed with the logic of input 
and basic events occurrence leading to the output failure. Hence, HiP-HOPS will 
“follow” the flows of connections between the blocks, elucidate the potential link 
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between the hazard and each event failure of the blocks and create a dependability 
analysis. At the end, the plugin offers the ability to easily identify which single failure 
(single point failure) or combination of failures (multiple point failures) in the system 
triggers the hazard. This information is of high value for the safety analysis and the 
ASIL allocation. Once we have this repository, with architecture, performances and 
safety description, we have a con-sistent and valuable content that can be transferred 
to Cognition Cockpit for further analysis, data management and documentation of the 
design. 
 

 

Fig. 8. Matlab Simulink data model architecture – Reuse illustration between library and 
projects worlds 

3.2 Cognition Cockpit 

Description 
Cognition Cockpit is well-known as a requirement management tool, especially in 
medical device. According to KTM, this solution has much more to offer than this 
basic feature. It is also a repository with a unified data model which can host any 
KTM required items during a development: Requirements, Tests, Features, Products, 
Interfaces, Flows, Meetings, Actions, Change request, Stakeholders, Risks, Etc. 

All these items can be traced, follow a defined lifecycle, be managed in configura-
tion, be part of a change request, be documented, etc. Once configured, the tool can 
support the state of the art processes such as Automotive SPICE [11]. It also covers 
Design for Six Sigma triggering Matlab Simulink simulation to update the design 
values and propagate the change to the top [9]. 
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The environment is open and very flexible. With existing features and some mod-
ifications, KTM has set up an ISO26262 environment. A connector with Matlab  
Simulink also offers the retrieval of any architecture items (blocks, flows, content, 
etc.). Choosing which Requirements Management Tool to invest time in is like  
surveying a house’s foundation; it needs to perform well now, and be reliable and 
scalable later. 

Cockpit’s requirements management functionality is the most powerful in its class, 
providing the following: Infrastructure, Design Appeal, Reliability, Ease of Use, Con-
figurability, Cost, Traceability, Speed, Integration with Design Workflows. 

Cognition Cockpit is designed to help balance all of these critical elements within a 
single, unified architecture that keeps the product development process focused, effi-
cient, and on-track to deliver the right product in the fastest possible time to market 
with total compliance. 

Intended Use 
KTM has identified this web-based solution as the one to fulfil the single repository 
of items feature, the 1st requirement of §1. The management of items is fully covered 
(traceability, configuration, change, documentation). The documentation is automatic 
and flexible. Therefore, KTM delivers documentation always consistent with the  
design.  

The Matlab Simulink ⇔ Cognition cockpit connector allows retrieving the entire 
architecture (design & safety) in the repository. Each Matlab Simulink artefact is 
represented as a Cockpit object which has specific attributes, workflows and relation-
ships. The relationships described under Matlab Simulink are retrieved likewise to 
Cockpit (a flow between two functions, a function allocation to a product, vehicle 
functions part of an item, a failure to a function, etc.). The change management is 
considered as well since each new synchronization with Matlab Simulink generates an 
impact analysis under Cockpit highlighting outdated elements for example. 

Cockpit gives the opportunity to add attributes to the native artefacts. KTM has 
added a static ASIL objective to the Hazards/Failure Modes/Failures artefacts and 
dynamic ASIL attribute to Assembly, Product, Item, Vehicle Function, Function, 
Flow and Requirement artefacts. It is dynamic because it will compute the value of 
the ASIL based on the maximum ASIL found on its linked artefacts. Thus the alloca-
tion of the ASIL takes place at Failures level. The other artefacts like Function dis-
plays an ASIL value equal to the maximum ASIL found on its linked Requirements 
which itself has an ASIL value equal to the maximum ASIL found on its linked Fail-
ures. This way we have a propagation of ASIL allocation based on the single alloca-
tion done at Failures level. The allocation analysis is executed only once and the data 
model can automatically display the maximum ASIL located in an item whichever 
level it is, giving an idea of the criticality of the component. 
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Fig. 9. Data model under Cockpit - Design artefacts 

 

Fig. 10. Data model under Cockpit – ASIL propagation through design artefacts 

The same is done for FIT rate allocation [9]. FIT rate allocation is considered by 
KTM as a complex activity on large systems since a function can be part of two or more 
hazards at the same time, it is very complex to find an optimum. Thanks to an Excel bi-
directional connector provided with Cockpit, KTM exports the hazards FIT objective, 
the minimal cut-sets and initial function objectives out of Cockpit into an Excel tem-
plate for FIT rate optimized allocation. Excel solver is launched and com-putes an  
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optimal FIT rate allocation for each function considering the objective (to have a maxi-
mum overall FIT rate, to make sure we constraint the less our suppliers) and constraints 
(to remain under the hazards ISO26262 FIT rate objective for a given ASIL). Once the 
solver has been executed, the Excel file is saved and data are automatically retrieved to 
Cockpit. The value of FIT rate objectives is updated in the respective FIT rate require-
ments of each function. A new release of a product specifi-cation would then automati-
cally contain FIT rate requirements in line with the overall hazard objective. 

Besides the design artefacts, Cockpit provides various supporting artefacts for de-
velopment: 

• Processes, to describe a development process, a process is made of meetings 
and milestones, 
• Milestones, describing the expected milestones for a given development  
(basically a date), 
• Meetings, which have minutes and related actions, stakeholders (users), and 
discussed design artefacts (with the configuration at the date of the meeting), 
• Actions which have a due date, related design artefacts, workflows and re-
sponsible persons (users), 
• Users, which have rights and responsibilities over design artefacts, actions 
workflow actions, or documents, 
• Change requests, which have actions, design artefacts or documents on which 
change is request-ed. A change request is a very powerful feature behaving as a 
parallel world. When an artefact en-ters a “change request”, you can make mod-
ification and see the impact in the “change request” world without impacting the 
real repository. Thus you can see the impact an revert if unacceptable, 
• Documents, which document design artefacts, is a powerful feature of Cock-
pit. It allows a map-ping of artefacts and their attributes to a visual representa-
tion (tabular or graphic). This is a very flexible way to document a design or 
create a V&V plan or a specification, 
• Design artefacts, have been described previously, 
• Lifecycle, can describe the lifecycle and associated workflow of any artefact. 

All these artefacts, linked together provide a solid foundation to fulfil ISO26262 in 
an elegant and fluent manner. Every decision can be documented. Every change is 
traced and can be justified. Every meeting has its minutes available and the configura-
tion of the discussed item at the time of the meeting can be traced. Documents and 
artefacts have a native configuration management and documents represent exactly 
the content of the repository.  

KTM uses the Cockpit documents as the backbone for its safety activities. Thanks 
to the automatic documentation, KTM sets a consistent safety case with: Item defini-
tion, Functional safety specifications, Component specification, System architecture 
& design description (also called System Segmentation Description Document in the 
aerospace industry): V&V plan, V&V report, Safety analysis, Safety plan, Conclusion 
and Outlook. 
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Fig. 11. Data model under Cockpit - Supporting artefacts in a Cockpit project 

The process coverage of KTM environment is described below with the sharing  
between the “two worlds”: 

 

 

Fig. 12. Process coverage 

KTM can already see benefits from this implementation. The reuse of various steps 
of the project like documentation template, Matlab Simulink libraries, abilities to 
copy a Cockpit project or “branch” it, etc. has shown evidence of productivity and 
quality improvement. The use of safety analysis dependability within a shared devel-
opment model has also proven collaboration improvement and consistent docu-
mentation. 

However, the use of the term “two worlds” still suggests segregation between two 
environments which, according to KTM experience, also raises useless error prone 
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processes and remaining silos of data. KTM pursues its investigation to improve this 
environment and tries to make it even more integrated but the lack of flexible solu-
tions embracing the whole process is remarkable on the market. 

In the meantime, with the practical implementation and upcoming operational 
feedbacks, KTM will adjust the environment. The chosen environment is flexible and 
is open enough to evolve with KTM maturity and needs. 
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