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Introduction

Yashwant Kumar Nagle was born in Borgaon, a
village located about 26 km south of Betul City,
on January 05, 1962. Borgaon is located in
Bhainsdehi Tehsil, Betul District of Madhya
Pradesh, India. His father Mr. Ramlal Nagle was
a school teacher, son of a farmer, and his mother is
the daughter of a landlord. Yashwant is the second
eldest of four children born to Ramlal and Kasturi
Nagle. He grew up in a rural village close to
the natural surroundings, with an avid interest in
individual and surroundings along with interest
in folk dance, music, and tribal literature. His
early schooling was done in neighboring village
Layawani which is located about 2.5 km toward
east of his residing village, in a very small school
where Mr. Ramlal, his father, was the first teacher
who taught him not only language, mathematics,
social science, and discipline but also shaped his
entire personality. After successful completion of
primary education he went for Middle School
Education at Zhallar, a town 7 km away from the
village, Borgaon. He did his higher secondary
education from New Betul Higher Secondary
School, Kothi Bazar, Betul, Madhya Pradesh,
India, in the year 1978.
Educational Background

After completion of his school education, he was
accepted for Bachelor of Arts degree program at
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Government Hamidia Arts and Commerce Col-
lege, Bhopal University, Bhopal, India, in the year
1978 with major subjects being Psychology,
Geography, and Political Science. Since his child-
hood, he was always curious about the rationale
behind other fellow human being’s behavior and
the way they behave and act in different situations.
This curiosity developed his further interest in
studying Psychology, and he elected Psychology
as one of the major subjects in pursuing his
degree. Yashwant modestly dedicates all his
achievements to his mentor, the first teacher of
Psychology, Prof. Babi Dutta. She was young,
enthusiastic, and a highly knowledgeable teacher,
who introduced him to the basics of Psychology,
taking long hours of teaching beyond classroom
sessions and explaining each and every concept of
General Psychology and Developmental Psychol-
ogy during the initial phase of his graduation.
Overall, there were nine students in the first year
of BA course who took Psychology as major
discipline. However, only three students contin-
ued, and the rest six students left Psychology
being a tough subject. This was a tough decision
for him as well, and even he got inclined toward
changing the discipline; however, due to Prof.
Babi Dutta’s enthusiasm, motivation, and encour-
aging nature, the decision was relatively easier.
Once during her lectures she made a special men-
tion, (if you want learn Psychology then you
should be regular; it is not like any other subject
that you can study on your own). Those words of
professor had a profound impact on his young
mind and inspired him to not only study Psychol-
ogy very sincerely but also inspirited within him a
pursuit of Doctorate in Psychology after comple-
tion of Masters’ in Psychology as the goal was
obvious. After completing his Bachelor’s degree
in 1981, he enrolled for postgraduate in Psychol-
ogy at Department of Psychology, Devi Ahilya
University, Indore, in the year 1981, where he had
been a student to excellent teachers like Professor
Usha Krishanan, Professor Ashok Jain, Professor
Ramesh Sanghi, Professor Manju Shukla, and
Professor Saroj Kothari. At the university, he
became au courant of various subdisciplines of
Psychology during his master program like Psy-
chophysics and Learning, Social Psychology,
Research Methods and Statistics, Advanced
Psychopathology, Industrial and Personnel Psy-
chology, Psychometric Methods, Counselling
Psychology, and Neuropsychology. In addition
to the above subdisciplines and theories related
to them, he was also tested for his practical
brilliance and application in Experimental Psy-
chology, Psychometric Testing, and Projective
Methods. He successfully completed his Masters’
in Psychology in the year 1983.

After completion of his postgraduation in
1983, his parents were expecting him to find a
job, as his father was the only earning member in
the family. His father’s possession of a small piece
of agricultural land and profession as a school
teacher resulted in meager earnings to cater the
monetary requirements of the family, and two
younger brothers were also studying in college
and university. That was a difficult time for his
father to support all the children for their higher
education; hence he was compelled into extending
monetary support to his family through regular
employment and earning, for around 2 years. For-
tunately though, he did not get a respectable job
during that period in accordance with his personal
passion and satisfaction, as a result he was quite
upset and miserable. His pursuit for a Doctorate in
the field of Psychology finally leads him to enlist
for Ph.D. degree in April 1985 and started work-
ing on the topic “differences in attitude toward
nonviolence, creativity, and conformity of tribal
and non-tribal students” under supervision of Pro-
fessor US Chaudhari, a renowned educationist of
the country, at School of Education, Devi Ahilya
Vishwavidyalaya, Indore. The topic was very
important and the need of the prevailing situation
in the country, as at that point of time communal
violence was spreading all over the northern part
of India, especially in Punjab and Uttar Pradesh
after the assassination of Smt Indira Gandhi, the
former Prime Minister of India, in October 1984.

Main focus of Doctoral work was to develop
a scale for assessment of attitude toward nonvio-
lence for adolescents and written communication
message for changing violent attitude of
adolescents based on the Gandhian principle. Fur-
ther study was also focused on exploring the rela-
tionship between nonviolence, creativity, and
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conformity and also to find out the gender differ-
ences on study variables. The work was quite
challenging, and he had to collect data from var-
ious schools of rural and tribal area located in
remote areas of Madhya Pradesh, India.

The scale was developed based on Gandhian
principles of nonviolence covering eight dimen-
sions of Gandhian personality, i.e., love, peace,
truth, fearlessness, self-control, humility, toler-
ance, and equality. Initially 148 items were devel-
oped which include 82 positive and 66 negative
items. The scale was rated on five-point scale
ranging from strongly agree to strongly disagree.
After item analysis, inconsistency of items, and
internal consistencies of items, finally 75 items
were retained (viz., 37 positive and 38 negative).
Further the reliability and validity were also
established, and the test was found to be psycho-
metrically sound enough to assess the attitude
toward nonviolence among adolescents. Finally
the scale was published in the year 1996 by
Rupa Psychological Corp, Varanasi, India, and
has been used by various researchers for their
master and doctoral programs.

The main focus of Ph.D. research was to
develop written communication favoring attitude
toward nonviolence. The concept of nonviolence
has been confined to the eight dimensions of
Gandhian principal, i.e., love, peace, truth, fear-
lessness, self-control, humility, tolerance, and
equality. The communication message was
designed in such a way that would cover
abovementioned dimension referring to attitude
change toward nonviolence of adolescents. The
theme of communication was enthused from var-
ious sources, viz., short stories and essays from
moral stories of Indian literature “Ahinsa Kranti ki
Prakriya, Sheshta kahaniya, Ahinsa ke anubhav,
bhramcharya, ashram vaani, baapu see seekho,
gandhji k pawan prasang, satya ki khoj, hinsa se
pare, sarvodya tatva darshan, bhavya ekanti,
gyaan sarovar, swarg bhoomi ki lok kathaaye,
aath-paath nagar ki kahaaniya, jinn-wani, panch-
antantra, naytik vikas.” The students were
assessed before and after the intervention, i.e.,
communication message. The written form of
communication favoring attitude toward nonvio-
lence was finally developed.
The experiments were conducted on students
for attitude toward nonviolence using four group
experimental designs for study of attitude change
toward nonviolence. The 43 stories in the form of
written communication favoring attitude toward
nonviolence were prepared. The communication
message was given to the experimental group and
control group No 2 for a period of 30–40 min in
the form of written script per day which continued
over a period of 12 days. After the intervention,
participants were further tested on attitude toward
nonviolence to observe the changes and effects
regarding attitude toward nonviolence. The result
of this experiment portrayed that the pretested
group has been found to be having higher score
on attitude toward nonviolent scale than the
non-pretested group. These findings suggest that
the pretested group got sensitized as results
of the administration of attitude toward nonvio-
lent scale; however, the written communication
provided to the participants could not effect
change toward nonviolence in the attitude of ado-
lescent, though their mean score on attitude
toward nonviolent scale was higher but was not
significant.

Further the finding of the study revealed that
higher-caste and female students were found to be
superior to tribal students and male on verbal
creativity. The score on nonverbal creativity was
similar in both the groups, i.e., higher castes and
tribal students. High-caste students were having
higher score on attitude toward nonviolence than
tribal students. Female students were having
higher score on attitude toward nonviolence than
male students. The score on confirmative behavior
of both groups was similar; however, female
scored higher as compared to male students. Neg-
ative relationship was found between creativity
and nonviolence and creativity and conformity;
however, positive relationship was observed
between conformity and nonviolence (Nagle
1991). The Doctoral Fellowship was awarded
for significant contribution for his Ph.D. research
by Indian Council of Social Science Research,
New Delhi, in the year 1988. Finally the Doctoral
Degree in Applied Psychology was awarded in year
July 1991 from Devi Ahilya Vishwavidyalaya,
Indore, India.
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Profession and Research Interests

Yashwant later joined Reorientation Training
Centre Jashpur Nagar, Madhya Pradesh, India,
on July 01, 1988 as Lecturer of Psychology. At
the training center he was sharing a major load of
theoretical instructions by delivering lectures and
practical demonstration on the wide area of Devel-
opmental Psychology and Educational Psychol-
ogy to the teachers’ trainees. He was also
entrusted with other assignments like population
education program, and adult education program
in rural areas; besides being an active part of this,
he was also actively participating and guiding
teachers’ trainee on cultural and extracurricular
activities. At the training center, he also became
the founder editor of the institute’s magazine Pre-
rna. During a short tenure of even less than
5 years, he created a highly energetic, dedicated,
and committed image as a faculty member. He left
this institute on September 30, 1992 and joined as
a psychologist at Vocational Rehabilitation Centre
for Handicapped, Patna, India, on March
10, 1993. As a psychologist he was leading eval-
uation and training division and also assisting in
placement activities and other administrative
work in the institute. During the period of about
18 months he developed deep interest in the area
of academic and research activities on personality
assessment and counselling. He left this center on
October 30, 1994 and joined Services Selection
Board, as Scientist “B” (psychologist), under the
Defence Research and Development Services,
Ministry of Defence, Government of India, at
Bangalore on November 11, 1994. His assign-
ment was to carry out personality assessment
for selection of commissioned officers for the
Indian Armed Forces through various projective
techniques.

Currently he is working as a Scientist “F” at
Defence Institute of Psychological Research,
Defence Research and Development Organisa-
tion, Ministry of Defence, Government of India.
India, and actively involved in various research
projects in the area of personnel selection, train-
ing of assessors on projective techniques,
personality assessment, and development of var-
ious personality tests. His research focuses on
development and validation of personality test
for personnel selection for armed forces and
civil organization, personality assessment,
counselling, and psychotherapy.
Major Contribution to Study of
Personality and Individual Differences

Handbook of Forensic Psychology
(Nagle et al. 2014 Eds)
The handbook is about the theoretical founda-
tions, researches in forensic psychology, prac-
tices, and applications in forensic settings. This
handbook is divided into three parts: the first part
of the book addresses the theoretical foundations
of forensic psychology, comprising behavioral
biometrics, forensic assessment, criminal behav-
ior, and overview of psychopathy. The forensic
examination of suspects and the third part of the
book address the issues related to forensic prac-
tices and their application.

Development and Validation of Nonviolent
Attitude Scale (Nagle 1996)
The scale was developed based on Gandhian prin-
ciples of nonviolence covering eight dimensions
of Gandhian personality, i.e., love, peace, truth,
fearlessness, self-control, humility, and equality.
Initially 148 items were developed which include
82 positive and 66 negative items. The scale was
rated on a five-point scale ranging from strongly
agree to strongly disagree. After doing psycho-
metric analysis, i.e., item analysis, inconsistency
of items, internal consistency of items, finally
75 items were retained (viz., 37 positive and
38 negative). Further the reliability and validity
of the test were also established, and the test was
found to be psychometrically sound enough to
assess the attitude toward nonviolence among
adolescents.

Sound Apperception Test: Development and
Validation (Nagle and Rani 2015)
The test was developed as Sound Apperception
Test (SAT) measuring personality using an alter-
native, auditory form of projective testing. Sound
effects designed to measure four personality
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dimensions, viz., intellectual functioning, inter-
personal adjustment, task orientation, and emo-
tional embeddedness, were created. Stimulus
analysis was carried out on a randomly drawn
sample of 440 adults. Twenty four out of the
60 sound effects had more than 75% consensus
among expert ratters and were retained. Six of the
18 sound effects were common for males and
females, and six each were gender specific. The
test-retest reliability for males was 0.692–0.765,
and for females it was 0.644–0.841. The validity
for males was 0.652–0.691, and for females it was
0.675–0.71.

Development of Pictorial Situational
Judgment Test of Affect (Sharma and Nagle
2015)
Personality and emotion theories conceptualize
the affect which refers to differences in how an
individual responses to subjective aspect of emo-
tional and motivational states as well as the pro-
cesses. Prior researches have explored the
dynamics of momentary emotional experiences
by situational process and the enduring disposi-
tional differences in study of traits. The current
study was aimed at developing pictorial situa-
tional judgment test (P-SJT), based on a semi-
projective approach for assessment of affect. Ini-
tially a pool of 100 items covering positive affect
and negative affect dimension was developed
based on critical incidents obtained from male
and female college-going students of India. The
60-item P-SJT was evaluated with content valid-
ity. The article emphasizes the developmental pro-
cedure of pictorial situational judgment test of
affect, and the P-SJT should be useful for the
researchers interested in investigating individual
differences in identifying emotional states and
traits. Limitations and directions for future
research are also addressed.

Spirituality Scale: Development and
Validation (Purushottaman et al. 2015)
The genesis of spirituality is challenging due to a
wide variety of perspectives and assumptions
underlying spirituality research. Spirituality is
still an emerging concept in the developing coun-
tries such as India, although rich culture has
enriched in the past. Confining to various defini-
tions of spirituality, the study attempts to evolve a
health-oriented spirituality scale in an Indian con-
text. With exploration of literature and expert
reviews, various attributes of spirituality scale
were initiated with a pool of 120 items. These
items were subjected to experts’ opinion and
were reduced to 77. The version I scale was then
administered on a sample of 254 participants.
After initial factor analyses, the scale was again
administered on a sample of 104 participants.
Principal component analyses were employed,
and 56 items were retained covering five factors
for final version of spirituality scale. The reliabil-
ity was 0.640, and validity was 0.491.

Development and Validation of Perfectionism
Scale for Indian Adults (Anand and Nagle
2016)
There are varieties of definitions of perfectionism
owing to diverse conceptualizations as under-
stood by different researchers based on culture.
Perfectionism can be defined as striving for or the
tendency to maintain or to reach unreasonably
high standards. Perfection is an emerging con-
struct in India. Confining to the various definitions
of perfectionism, the present study endeavors to
evolve a perfectionism scale for youth in the
Indian context since India has a culture very dif-
ferent from the countries where existing scales
were developed. Based on Hewitt and Fletts’ per-
fectionism model and expert reviews, various
attributes of perfectionism scale were initiated
with a pool of 129 items. These items were sub-
jected to subject matter experts’ opinion and
reduced to 93. The scale was administered on a
sample of 531 participants, and the item analysis
was carried out, and the items having a value of
0.40 and above were retained for factor analysis.
After initial factor analyses, the scale was again
administered on a sample of 281 participants. The
principal component analyses were employed,
and 41 items were retained covering three factors,
i.e., self-oriented perfectionism, socially pre-
scribed perfectionism, and others-oriented perfec-
tionism. The measure demonstrated high internal
consistency; the reliability was 0.896, and validity
was 0.486.
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Development and Validation of Religious
Belief System Scale (Dangi and Nagle 2016)
The literature cites multiple definitions for religi-
osity, with little consensus among researchers.
Religiosity has been associated with a myriad of
positive outcomes in both adolescents and adults.
Religiosity refers to the degree to which a person
adheres to his or her religious values, beliefs, and
practices and uses them in daily life. Religiosity is
still an emerging concept in the developing coun-
tries such as India, though rich culture has
enriched in the past. Confining to various defini-
tions of religiosity, the study attempts to evolve a
religious belief system scale in an Indian context.
With exploration of literature and expert reviews,
various attributes of belief system scale was initi-
ated with a pool of 164 items. These items were
subjected to experts’ opinion and reduced to 136.
The scale was administered on a sample of
456 participants, and the item analysis was carried
out; the items having more than 0.35 and above
value were retained for factor analysis. After ini-
tial factor analyses the scale was again adminis-
tered on a sample of 550 participants. The
principal component analyses were employed,
and 48 items were retained covering three factor,
i.e., belief, attitude, and values. The measure dem-
onstrated high internal consistency and good test-
retest reliability as well as validity.

Pictorial Situational Judgment Test of
Personality: Development and Validation
(Nagle and Rani 2016)
The Big Five constructs have emerged as promi-
nent determinants of personality assessment;
however minimal research and practice have
been done in the Indian military context. The
present is a possible exploration of personality
assessments of Big Five constructs through picto-
rial situational judgment test (P-SJT-P) with
robust psychometric properties. A three-phase
study was conducted on military job aspirants,
phase-I 254, Phase-II 178, Phase-III 478, respec-
tively, with the age range of 18–25 years. Initially
117P-SJT-P scenarios with four responses alterna-
tive based on critical incidents and interviews
were developed. Participants responded to the
appropriateness of each P-SJT-P and completed
the NEO-PI-R personality inventory and face
validity questionnaire. Further the P-SJT-P was
subjected to factor analysis, where the finding
emerged as five-factor model as priori construct.
Associations between P-SJT-P and NEO-PI-R and
SSBs and AFSBs performances were examined
using Pearson’s correlation and descriptive statis-
tics. P-SJT-P Cronbach’s alpha reliability ranged
from 0.54 to 0.69. Statistically significant correla-
tion indicating a significant relationship was
observed between P-SJT-P and NEO-PI-R
(0.39–0.53) and SSBs and AFSBs performance
(0.48). The final P-SJT-P test consists of
50 items (written and achromatic pictures). The
initial findings encouraging regarding the psycho-
metric robustness of five factor based P-SJT-P for
military personnel selection. Results suggest that
carefully validated P-SJT-Ps may be used along
with other psychometrically sound measures for
personnel selection purposes.
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Definition

Narcissism is a multifaceted personality trait
encompassing individual differences in feelings of
grandiosity and entitlement and in strivings for
attention and superiority. It is distinguished from
Narcissistic Personality Disorder which refers to
extreme manifestations of the personality trait
marked by significant distress and impairments in
personality and interpersonal functioning.
Introduction

Ovid’s Metamorphoses include the story of
Narcissus and Echo, where narcissus, a young,
handsome man rejected those who desired him
(including the nymph Echo) and fell in love with
his own reflection in a pool of water, ultimately,
dying in despair as he cannot consummate this
love. Inspired by Ovid’s story, psychologist Have-
lock Ellis was the first to refer to a narcissus-like
mental disorder that is characterized by pathologi-
cal self-absorption. Sigmund Freud (1914/1990)
who subsequently popularized the concept of nar-
cissism saw it as a regular developmental stage in
childhood but as a disorder at later stages of devel-
opment. Building on these concepts, Heinz Kohut
(1977) and OttoKernberg (1975) provided detailed
theories about the development of the narcissistic
personality as the result of problematic parental
experiences in childhood. Thereafter, personality
and social psychologists began to study narcissism
as a complex personality trait on which individuals
in the normal population differ in their degree of
grandiosity and entitlement. Since the early 1980s,
when narcissism was first added to the Diagnostic
and Statistical Manual of Mental Disorders (DSM-
III; American Psychiatric Association [APA]
1980), providing the basis for subsequent assess-
ment tools, narcissism as a personality trait has
received an enormous increase in attention, both
by researchers and the general public (Miller et al.
2017). It has become a highly popular concept and
one of the most studied personality constructs in
psychology. It also is widely applied by laypersons
to characterize generations, as well as individual
peers, (previous) romantic relationship partners,
managers, celebrities, and politicians alike.
Structure, Assessment, and Personality
Correlates of Narcissism

Narcissism is typically analyzed as a continuous
personality trait ranging from very low scores to

https://doi.org/10.1007/978-3-319-24612-3_1780
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very high scores with most individuals falling
into the low to medium ranges. Traditionally,
narcissism has most commonly been measured
with the Narcissistic Personality Inventory (NPI;
Raskin and Terry 1988), a questionnaire with
40 forced-choice items, for each of which
respondents have to choose between a more and
a less narcissistic statement (e.g., “I am more
capable than other people.” vs. “There is a lot
that I can learn from other people.”). The NPI
covers aspects of grandiose (or overt) narcissism
such as grandiosity, arrogance, and dominance,
but it does not assess the more vulnerable
(or covert) aspects of narcissism such as shame,
hypersensitivity, and thin-skinnedness (Miller
et al. 2011; Pincus et al. 2009; Wink 1991).
Also it does not provide a distinct assessment of
its antagonistic aspects that are typically
enmeshed within grandiose as well as vulnerable
narcissism (Back et al. 2013; Miller et al. 2016).
More recent research suggests an alternative
three-dimensional structure of narcissism which
encompasses distinctive agentic, antagonistic,
and neurotic aspects (see Krizan and Herlache
2018; Miller et al. 2016). Figure 1 illustrates the
conceptual and empirical relation between this
three-dimensional conceptualization of narcis-
sism and the more classic two-dimensional dis-
tinction between grandiose and vulnerable
narcissism.

In an effort to provide more multifaceted
assessments of narcissism, additional narcis-
sism measures have been developed including
Grandiose
narcissism

Vulnerable
narcissism

Antagonistic
aspects

Neurotic
aspects

Agentic 
aspects

Narcissism, Fig. 1 Relation between different conceptu-
alizations and aspects of narcissism. Conceptually and
empirically derived associations between aspects are indi-
cated by overlapping circles
the Pathological Narcissism Inventory (PNI;
Pincus et al. 2009;), the Narcissistic Admira-
tion and Rivalry Questionnaire (NARQ; Back
et al. 2013), and the Five Factor Narcissism
Inventory (FFNI; Glover et al. 2012). Table 1
summarizes how subscales of these inventories
as well as other specific scales such as the
Grandiose Narcissism Scale (Rosenthal et al.
2007), the Entitlement scale (Campbell et al.
2004), and the Hypersensitivity Narcissism
Scale (Hendin and Cheek 1997), relate to the
agentic, antagonistic, and neurotic aspects of
narcissism.

Studies on personality correlates of narcis-
sism reveal many variations in the behaviors
that characterize different expressions of narcis-
sism, depending on the features that predomi-
nate (e.g., Miller et al. 2016; Morf et al. 2017).
Narcissists with primarily grandiose features are
best characterized by extraversion, and high
self-esteem, but also with entitlement, arro-
gance, and disagreeableness. Narcissists whose
vulnerable aspects prevail also are low in agree-
ableness and show high entitlement and arro-
gance. Unlike their grandiose counterparts,
however, they simultaneously have low self-
esteem, and high anxiety and neuroticism. Gran-
diose and vulnerable narcissism, thus, share
their antagonism and entitlement, but differ
with respect to their overlap with agentic fea-
tures, such as extraversion, self-esteem, and
dominance (grandiose), as well as neuroticism
(vulnerable), respectively. One broad distinction
underlying the two manifestations of narcissism
is their differential orientation to approach ver-
sus avoidance. Narcissists with grandiose fea-
tures are sensitive for positive outcomes and
rewards and engage in agentic approach-related
behaviors (e.g., Campbell and Foster 2007).
Narcissists with vulnerable attributes in contrast
orient toward potential negative outcomes or
threats, which elicits avoidance or withdrawal
behavior (e.g., Pincus et al. 2009).

A pressing issue for future research will be to
continue to explore how these different aspects of
narcissism combine and interact to produce the
characteristic set of narcissistic features within
different individuals.
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Inventories
No
items Agentic aspects Antagonistic aspects Neurotic aspects

Narcissistic Personality
Inventory (NPI)

40 Leadership/authority Exploitativeness/
entitlement

–

Narcissistic Admiration
and Rivalry
Questionnaire (NARQ)

18 Admiration (grandiosity,
striving for uniqueness,
charmingness)

Rivalry (devaluation,
striving for supremacy,
aggressiveness)

–

Pathological Narcissism
Inventory (PNI)

52 Grandiose fantasies Entitlement rage Contingent self-
esteem; hiding the
self; devaluation

Five Factor Narcissism
Inventory (FFNI)

148 Acclaim seeking;
authoritativeness; grandiose
fantasies; exhibitionism

Exploitativeness, lack of
empathy, entitlement,
arrogance

Shame; indifference;
need for admiration

Specific Narcissism
scales

35 Grandiosity scale Entitlement scale Hypersensitivity
narcissism scale

Note. For each Inventory, only exemplary facets are selected – those that can be most clearly assigned to one of the three
aspects of narcissism
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Determinants and Development of
Narcissism

Early conceptual approaches to understanding
who becomes a narcissist focused on either paren-
tal devaluation (Kernberg 1975; Kohut 1977) or
parental overvaluation (Millon 1981). Empirical
insights on the developmental origins of narcis-
sism is mainly based on cross-sectional associa-
tions between narcissism self-reports and
retrospective reports about the parents’ parenting
style. While this research revealed some evidence
for both factors when analyzing childhood recol-
lections (Thomaes et al. 2013), such post hoc
reports are often of uncertain validity. In one
recent exception, Brummelmann and colleagues
(2015) investigated over 500 children (ages 7–11)
and their parents longitudinally across four
6-month waves and found effects of parental over-
evaluation but not of lack of parental warmth on
later grandiose narcissism. In another large longi-
tudinal study of Mexican-origin children and their
parents (Wetzel and Robins 2016), parental hos-
tility was associated with more and parental mon-
itoring (i.e., being informed about how and with
whom their child spends their time) with less
exploitativeness from age 12 to 14. These effects
replicated across child reports, spouse reports, and
behavioral coding of parenting. Altogether, this
preliminary evidence suggests that parental over-
valuation may primarily predict grandiose and
particularly agentic aspects of narcissism,
whereas parental hostility and lack of monitoring
predict antagonistic aspects, and parental devalu-
ation might be more relevant in predicting neu-
rotic aspects of narcissism.

Moreover, narcissism has a substantial genetic
component that seems to be at least as strong
as for other broad personality traits (Livesley
et al. 1998). In a recent study, Luo and colleagues
(Luo et al. 2014) replicated these findings and also
differentiated between more agentic (grandiosity)
and more antagonistic (entitlement) aspects of
grandiose narcissism. They found modest herita-
bility coefficients for both aspects. There was
only a very small overlap of the genetic and envi-
ronmental sources of variation in agentic and
antagonistic narcissism – speaking for the distinc-
tiveness of these aspects of grandiose narcissism.

Differences in narcissism levels between indi-
viduals tend to be stable from young adulthood
onwards at least similar in magnitude as other
broad personality traits (Brummelmann et al.
2015; Wetzel and Robins 2016). In one of the
few longitudinal studies, Orth and Luciano
(2015) found no effects of stressful life-events
on subsequent changes in narcissism – at least
across brief time intervals of 6 and 18 months,
respectively. Narcissism within individuals shows
a decline over the life course – on the whole, it is
greater in young adulthood compared to middle
and old adulthood (Cramer 2011). In addition, it
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has been proposed that the current younger gen-
erations are more narcissistic than previous gen-
erations (Twenge and Foster 2010), but this
evidence is equivocal (Wetzel et al. 2017). Men
usually score somewhat higher than women in
grandiose but not in vulnerable narcissism
(Grijalva et al. 2015b). There also seem to be
cultural differences: Narcissism tends to be more
pronounced in cultures that value individualism
and self-promotion (Miller et al. 2015).

Further empirical research on the development
of narcissism is certainly needed, especially large,
representative longitudinal studies. Optimally,
these should include rich repeated information
on participant’s social contexts and social interac-
tions with various kinds of interaction partners, in
order to help unravel narcissistic development at
all life stages.
N

Narcissistic Dynamics

At the core, narcissists are intent on confirming
their grandiose self and superiority over others
(e.g., Morf et al. 2011). This means that they
endeavor to take advantage of opportunities to
show off and enhance the self and at the same
time, they also attempt to deflect threats to their
grandiose selves. This core goal and basic
dynamic gets played out in a variety of unique
and entangled ways of wanting, thinking, feeling,
and behaving, particularly in social contexts.
While beyond the scope of this review, these
dynamics and how they can be related to
the structure and different dimensions of narcis-
sism have been described in several detailed
conceptual models including the Dynamic Self-
Regulatory Processing Model (Morf and
Rhodewalt 2001; Morf et al. 2011), the Extended
Agency Model (Campbell and Foster 2007),
the Contextual Reinforcement Model (Campbell
and Campbell 2009), the Narcissistic Admiration
and Rivalry Concept (Back et al. 2013), and
the Narcissism Spectrum Model (Krizan and
Herlache 2018). The essential intra- and interper-
sonal dynamics are seen in how narcissists
(1) select, construe, and what they expect of situ-
ations, (2) how they behave and what they
experience during those situations, and (3) how
they evaluate and react to the outcomes and con-
sequences they experience.

First, in their choice of situations, narcissists
typically prefer and are more strongly motivated
in situations in which they perceive an opportu-
nity for glory and status (Morf et al. 2000;Wallace
and Baumeister 2002). They strive for achieve-
ments and power (i.e., to “get ahead”) rather than
for close and intimate social relations (i.e., to
“get along”; Morf and Rhodewalt 2001; Campbell
and Foster 2007). Narcissists also expect better
performances, even after failure (Lakey et al.
2008), perhaps because they automatically inhibit
threatening information (Horvath and Morf 2009)
These choices are particularly characteristic
for agentic aspects of narcissism, which are
characterized by strong approach motivation and
assertive striving for self-enhancement (self-
promotion), while more antagonistic aspects of
narcissism are characterized by avoidance moti-
vation and antagonistic striving for self-protection
(self-defense; Back et al. 2013).

Second, within social situations, narcissists
show a typical distinctive set of self-presentations
in their appearances and reactions. They typically
are better looking and dress in more stylish ways
(Back et al. 2010; Holtzman and Strube 2010;
Vazire et al. 2008). Further, they tend to be in a
more energetic and optimistic mood, perceive
others as a source of admiration, and behave in
self-assured ways that escalate if others seem to
agree with and applaud them (Back et al. 2010).
Particularly when being criticized, narcissists also
experience anger, perceive others as the source
of frustration, and can become aggressive and
combative (Krizan and Johar 2015). The former
reactions of exploiting self-presentational oppor-
tunities are particularly characteristic of agentic
aspects of narcissism, whereas the reactions of
striking back when criticized are particularly char-
acteristic of antagonistic aspects of narcissism
(Leckelt et al. 2015).

Third, narcissists also differ distinctively in
how they evaluate social and performance out-
comes, as well as how they perceive themselves
and their social interaction partners. They tend to
overattribute successes to themselves and their
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own innate ability, even in cases when successes
were independent of actual performance (e.g.,
Rhodewalt and Morf 1998;). In so doing, narcis-
sists capitalize and make the most out of success.
In the face of failure, they tend to blame or
devalue others (Kernis and Sun 1994). Moreover,
they do so even to the other person’s face (Morf
and Rhodewalt 1993). Presumably, the former
reactions to successes are driven by more agentic
aspects, while the latter reactions to failures are
driven by antagonistic aspects of narcissism.
Narcissism is also related to unique affective reac-
tions following social interaction, for example,
self-conscious emotions such as shame and pride
(Tracy et al. 2011) – shame being a typical emo-
tion of those high in vulnerable narcissism and
narcissism in general being more related to hubris-
tic than authentic pride. Narcissism is also related
to stronger reactions of envy, with agentic narcis-
sism predicting envy that is more benign, and
antagonistic narcissism predicting more malicious
envy (Lange et al. 2016).

In sum, narcissism in its diverse expressions is
related to many fascinating and often seemingly
contradictory or paradoxical intra- and interper-
sonal process dynamics. The over-riding goal to
construct and support a grandiose self and to
avoid threats to this superiority helps explain
behaviors that otherwise may look on the surface
paradoxical. A long-standing but still puzzling
question pertains to the underlying motivational
core of this goal driving the observed dynamics.
Narcissism has been often conceptualized as
linked to a puffed-up but precarious self, reflected
in having both highly grandiose self-views but
simultaneously also high variability and instabil-
ity in the self-esteem experienced (e.g., Morf and
Rhodewalt 2001). Recent research showing
unique patterns of self-esteem dynamics between
different aspects of narcissism helps shed some
light on this issue: As noted, agentic aspects of
narcissism relate positively to self-esteem, while
perceived negative social feedback tends to
increase drops in self-esteem particularly for
those high in antagonistic or neurotic aspects of
narcissism (Zeigler-Hill and Besser 2013;
Geukes et al. 2017). Thus, agentic aspects of
narcissism may puff up self-esteem, but
antagonistic and neurotic aspects of narcissism
may make it precarious.
Narcissism and Consequential Outcomes

The mental mechanisms and psychological dyna-
mics that underlie narcissism lead to a host of
diverse outcomes that characterize the everyday
lives of those high in narcissism (as well as their
interaction partners). At an intrapersonal level,
agentic aspects of narcissism relate positively to
measures of optimism, positive affect, life satis-
faction, and self-reported health (e.g., Sedikides
et al. 2004). Hence, individuals high in agentic
grandiose narcissism typically self-report to be
well adjusted, which seems to reflect their higher
self-esteem. Antagonistic, and particularly neu-
rotic aspects of narcissism, however, are related
to poor mental health and even to psychopathol-
ogy (Back et al. 2013; Miller et al. 2011, 2017;
Morf et al. 2017).

How narcissists fare interpersonally depends
not only on the aspect of narcissism considered,
but also the relationship type, its duration, and
the situational context (Campbell and Campbell
2009; Leckelt et al. 2015). Grandiose Narcissists
are often more popular among peers at first sight
(Back et al. 2010; see Küfner et al. 2013, for an
overview), but this popularity vanishes over time.
In a groundbreaking study on student work
groups, Paulhus (1998) showed that narcissists
were positively evaluated (e.g., as more compe-
tent, entertaining, and well adjusted) by their
peers at short-term acquaintance but negatively
evaluated (e.g., as more hostile and arrogant)
6 weeks later. This change over time occurs
because grandiose narcissism relates to both the
tendency to behave dominantly and assertively,
which is seen positively, as well as the tendency
to behave arrogantly and combatively which is
seen as aggressive (Back et al. 2013; Küfner
et al. 2013). Moreover, the former pathway is
more relevant in early, more superficial, stages of
interaction. On first meeting, narcissists are moti-
vated and able to present themselves positively
(e.g., narcissists break the ice), and usually there
are few triggers for aggressive or unempathic
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behavior. This changes, however, as relationships
develop over time and become more intimate and
there is more potential for conflict. Narcissists
are notoriously bad at considering the other per-
son’s point of view and become confrontational if
they feel criticized. Hence, while the agentic
aspects of narcissism lead to popularity in early
stages of the acquaintance process, its antagonis-
tic aspects leads to unpopularity in later relation-
ship stages (Leckelt et al. 2015). In romantic
relationships, narcissism similarly is related to
romantic success in short-term contexts such as
physical and sexual attraction, mate appeal, and
dating success but also to problems in long-term
committed relationships, seen in lower emotional
intimacy, love, and trust and higher conflict fre-
quency and intensity (see Campbell et al. 2006,
and Wurst et al. 2017 for overviews).

Narcissism also has profound consequences
in organizational contexts (see Braun 2017, for a
review). Grandiose narcissism has been shown
to be positively related to leadership emergence
(i.e., narcissists are more likely to be chosen as
leaders), but findings are mixed regarding lead-
ership effectiveness. Narcissism is related to
“bright side” leadership such as socially skilled
and charming behaviors, the articulation of
change-oriented goals, and the facilitation of
work group creativity, as well as “dark side”
leadership such as risky, exploitative, and
unethical behaviors. A medium degree of nar-
cissism may be more effective than either low or
high narcissism (Grijalva et al. 2015a). Much
less is known about the relation between narcis-
sism and actual job performance. Narcissists’
tendencies for overly confident states of mind,
a lower communal orientation, risky decisions,
and counterproductive work behaviors should,
however, be related to a number of long-term
performance problems, particularly regarding
interpersonal aspects of performance. In con-
texts in which continuous self-presentation
alone is valuable, narcissists might thrive more
sustainably, for example, as actors (Dufner
et al. 2015). On a meta-organizational level,
narcissistic leaders might succeed in having
their organization dominate and win over
other organizations but they might do so by
destroying systems their own organization
depends on as well (Braun 2017).

In sum, narcissism is related to a wide range of
consequential outcomes regarding intrapsychic,
interpersonal, and occupational domains. In gen-
eral, individuals whose agentic features are in
the foreground might be seen as “successful nar-
cissists.” Individuals who score high on several
narcissistic features, in contrast, may be charac-
terized by more complex and dynamics, and be
seen as “struggling narcissists” or even “failed
narcissists.” Future research should focus on
gaining a better understanding of the moderating
factors and mediating processes that intensify or
buffer these outcomes. For example, narcissists
with mostly agentic features might be particularly
popular and all the more successful, if they score
high on emotional capacities, verbal fluency, and
social skills, allowing them to implement their
self-presentational goals in convincing ways.
Similarly, narcissists whose antagonistic features
predominate might suffer less from their thin-
skinned reactions to negative feedback if they
have the executive capacities to inhibit their
aggressive urges and to accurately monitor and
tailor their own behavior.
Conclusion

Narcissism, with its remarkably diverse expres-
sions, its multiple causes and consequences, and
its potential management is a construct that does
not only fascinate the general public but also
remains one of the most active areas for psycho-
logical research. Like most important areas of
research, with each question it begins to answer,
it raises new questions that need to be pursued.
The results provide an increasingly detailed
understanding of the complex structure of narcis-
sism as well as of the environmental and genetic
sources of narcissism. Accumulating empirical
evidence also keeps refining the description of
the variety of systematically related narcissistic
processes that shape the intrapsychic and social
reality, as well as their life-long consequences –
both good and bad, for narcissists themselves and
for their relationship partners.
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Definition

Close your eyes and imagine an ideal leader. What
would that image look like? What kind of charac-
teristics come to mind? Dominance, confidence,
high self-esteem, and extraversion are character-
istics that are most commonly associated with
people’s image of a leader. Interestingly, narcis-
sistic individuals fit this leader image fairly well,
which might explain why they tend to emerge as
leaders in groups. However, merely rising to a
leadership position is not enough – it matters
whether narcissists are effective as leaders. Impor-
tantly, in addition to their leader-like characteris-
tics, narcissists possess a host of negative
characteristics, such as lack of empathy,
exploitativeness, arrogance, inability to deal with
criticism, and aggressive tendencies. It is because
of these characteristics that the behavior of narcis-
sistic leaders can have negative ramifications for
their subordinates, their organizations, or even
society at large. In this chapter, we argue that in
order to determine whether and when narcissistic
leaders are a positive or negative force for those
they lead it is imperative to consider contextual
factors such as time in leadership position, con-
textual uncertainty, type of industry, leader’s vis-
ibility and ethical climate in the organization, and
characteristics of the followers.
Introduction

Narcissism as a personality trait constitutes a self-
centered, self-aggrandizing, dominant, and mani-
pulative interpersonal orientation (Sedikides et al.
2004). It is characterized by a grandiose, yet frag-
ile, sense of self, a preoccupation with success, a
demand for admiration, and engagement in self-
enhancement and by difficulties in maintaining
interpersonal relationships due to a lack of empa-
thy, trust, and care for others (Morf and
Rhodewalt 2001). Narcissistic individuals per-
ceive themselves to be special and unique. They
tend to overestimate their abilities in the agentic
domain, for example, by believing that they are
more intelligent, more creative, and more attrac-
tive and have better leadership potential than
others. In their quest for power, attention, and a
desire to show-off their abilities, narcissistic indi-
viduals have a natural propensity to seek out lead-
ership positions (Morf and Rhodewalt 2001). In
fact, they dislike being followers unless they are
confident that they can rise through the ranks
(Zitek and Jordan 2016). Research shows that
they succeed in emerging as leaders in groups
(Grijalva et al. 2015), particularly in times of
uncertainty (Nevicka et al. 2013). The question
is what prompts people to choose narcissists as
leaders and what kind of leaders are they once
they have attained a leadership position.

We should note that this chapter will focus on
the grandiose rather than vulnerable dimension of
narcissism. Grandiose narcissism is identified by
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externalizing features such as confidence, domi-
nance, and extraversion. In contrast, vulnerable
narcissism is identified by internalizing features
such as introversion, low self-esteem, and high
emotional distress (Miller et al. 2017). Given the
commonality between characteristics related to
grandiose narcissism and those associated with
prototypical leaders, grandiose narcissism is
more relevant for leadership. For example, prior
research found that past US presidents had above
average grandiose but not vulnerable narcissism
in comparison to the general population (Watts
et al. 2013). Additionally, grandiose but not vul-
nerable narcissism was related to leadership effec-
tiveness indicators.
N

Narcissism and Leadership Emergence

Theory on the leadership outcomes of narcissism
(e.g., Campbell et al. 2011; Padilla et al. 2007;
Sedikides and Campbell 2017) has clearly differ-
entiated between narcissistic leadership emer-
gence and narcissistic leadership effectiveness.
One reason why narcissistic individuals might
often be chosen as leaders is because they appear
to personify people’s implicit ideas of what con-
stitutes a leader. The implicit leadership theory
(Lord and Maher 1991) posits that the greater
the overlap between someone’s characteristics
and people’s implicit leadership schemas (i.e.,
leader prototypes), the more likely that person
will be perceived as a leader. In other words,
because narcissistic characteristics such as domi-
nance, confidence, extraversion, and high self-
esteem match well onto prototypical leadership
schemas, narcissists are perceived as having
leader-like qualities and thus emerge as leaders
(Sedikides and Campbell 2017).

Another reason that could explain why people
prefer narcissists in leadership positions is
that narcissists tend to make positive first impres-
sions (Ong et al. 2016), which may be especially
helpful in short-term evaluative contexts such
as interviews. Narcissists’ positive initial impres-
sions may be driven by others’ perceptions
that they have high self-esteem (Giacomin and
Jordan 2018). This can happen because of the
self-broadcasting function of self-esteem: others
tend to accept the self-evaluations expressed in
people’s social behavior as valid and reliable
sources of information. Thus, increases in self-
esteem lead to increases in a person’s popularity
as judged by others (Zeigler-Hill et al. 2013).
These positive initial impressions could enable
narcissists to obtain overly favorable hireability
ratings despite lacking adequate qualifications
and despite their many negative characteristics.
Indeed, prior research found that at the time of
being hired as managers, narcissistic individuals
had less organizational experience, an important
criterion for that job (Nevicka et al. 2018b).
Therefore, what seems to spur narcissists’ rise to
leadership positions is their own determination to
attain such positions of power, the overlap
between their own and prototypical leader char-
acteristics, and the positive impressions that they
tend to engender in the short term.

Whereas the rise of narcissists as leaders has
been well documented and understood, research
on the impact of narcissists in leadership positions
on those they lead has shown mixed findings. In
the next section, we focus on what kind of leaders
narcissists are, once they attain positions of
power.
Narcissism and Leadership Effectiveness

Narcissistic individuals have both potentially pos-
itive (e.g., charisma, bold vision, motivation to
perform, risk-taking) and potentially negative
characteristics (e.g., lack of empathy, exploita-
tiveness, egocentrism, hostility, unethical tenden-
cies, risk-taking), and this mixed palette of
characteristics might differentially determine
whether they are effective or ineffective as
leaders. Researchers argue that narcissism can,
in some cases, benefit not only the narcissistic
person themselves but the organization as a
whole (Chatterjee and Hambrick 2007; Sedikides
and Campbell 2017). For instance, if narcissists
are satisfied with their job and feel secure in their
position of authority, they are capable of excelling
in job performance (Campbell et al. 2011), espe-
cially when they perceive the context as an
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opportunity to show off their superior skills
(Wallace and Baumeister 2002). Such contexts
need to encompass pressure, challenge, and an
evaluative audience in order to motivate narcis-
sistic individuals to perform, and these are exactly
the ingredients that can be found in leadership
positions. Additionally, there is some evidence
that following an ego threat (e.g., being told that
one is average rather than unique) narcissism can
actually fuel performance because narcissists
want to demonstrate their superior qualities as a
means of countering the ego threat (Nevicka et al.
2016). Therefore, narcissists need to showcase
their uniqueness, and their superior abilities
might actually motivate them to perform well. In
turn this achievement focus could help galvanize
their employees in their performance.

Another potential advantage to having narcis-
sistic leaders lies in narcissists’ social network
centrality and penchant for social media use. Nar-
cissistic leaders seem to amass social capital (Liu
et al. 2016) and may, thus, be well suited for the
creation and expansion of social network oppor-
tunities that are likely to benefit the organization
(e.g., linking organizational interests to those of
other organizations, introducing key staff to peers
from other organizations). Their networking
ability may help revitalize the organization and
set the stage for showcasing transformational
leadership. Narcissists have been found to project
bold visions and are perceived as charismatic
(Nevicka et al. 2018b), which could inspire sub-
ordinates and motivate them to work toward com-
mon goals. Narcissists’ charisma and enthusiasm
may even help advocate successful organizational
change by allowing them to act as change agents
and idea champions (Campbell et al. 2011). There
is some empirical support for these proposals.

For instance, CEO narcissism was positively
related to strategic dynamism and to the number
or size of acquisitions (Chatterjee and Hambrick
2007), which is indicative of narcissists’ bold and
risky decision-making and early successes
(Sedikides and Campbell 2017). While risk-
taking could be advantageous in terms of pre-
venting organizational stagnation and promoting
innovation, it can also lead to more volatility.
Indeed, Chatterjee and Hambrick (2007) found
that CEO narcissism was also positively related
to unpredictable and irregular company perfor-
mance (i.e., big wins, big losses) as measured by
financial outcomes, such as return on investment
and shareholder returns. Due to the extreme fluc-
tuations in performance, overall, companies under
narcissistic CEOs did not do better than compa-
nies under less narcissistic CEOs. In terms of
innovation, companies led by narcissistic CEOs
exhibited a higher rate of new product introduc-
tions and a greater proportion of radical innova-
tions in their new product portfolios, but they
were also more likely to encounter product harm
crises, such as product recall (Kashmiri et al.
2017). The impact of CEO narcissism on these
innovation outcomes was partially explained by
firms’ higher competitive aggressiveness.

In terms of the potential negative impact of
narcissistic leaders, narcissists’ particular weak
point is their difficulty in maintaining positive
interpersonal relationships over time. For exam-
ple, supervisors of narcissistic employees rated
them negatively on the interpersonal components
of leadership but not on task-specific aspects of
leadership (Blair et al. 2008). Given that the most
toxic characteristics of narcissistic individuals
pertain to the interpersonal domain, the manifes-
tation of these characteristics will probably dis-
proportionately affect those they lead. Narcissistic
leaders can cause employee distress because they
lack empathy (e.g., Böckler et al. 2017), expect
others to strive for perfection and be perfect, and
are highly critical of others (but not of themselves;
Stoeber et al. 2015). Further, narcissists derogate
others and may react with rage when insulted or
threatened (Bushman and Baumeister 1998),
while also lashing out at innocent others (i.e.,
displaced aggression) when rejected (Twenge
and Campbell 2003, Study 4). Consistent with
this, narcissists show a preference for using an
autocratic leadership style particularly in ego-
threatening circumstances (Schoel et al. 2015)
by means of which they attempt to solidify their
power and control over others. Remarkably, nar-
cissists disparage others even in the absence of
self-threat (Park and Colvin 2015). Such mistreat-
ment may lead to employee feelings of humilia-
tion or hopelessness (Herschcovis and Barling
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2010), stress or job dissatisfaction, job burnout
(Fox and Stallworth 2010), and turnover inten-
tions (Tepper et al. 2009; Sedikides and Campbell
2017). Indeed, narcissists have been found to con-
stitute poor mentors, with protégés opting for
shorter-term relationships with them and
reporting less psychosocial or career support as
well as more negative mentoring experiences
(Allen et al. 2009).

In addition to affecting the well-being of fol-
lowers, narcissists’ pattern of resisting and
devaluing others’ input and advice and shutting
down employee voice can have direct negative
consequences on organizational performance
(Kausel et al. 2015; Maccoby 2000; Rosenthal
and Pittinsky 2006). For example, in a decision-
making task, narcissistic leaders were found to
inhibit group-level information exchange, which
in turn reduced the quality of team decision-
making (Nevicka et al. 2011).

Another negative aspect of narcissistic individ-
uals includes their propensity to behave
unethically. Prior research has linked narcissistic
leaders to unethical behavior (Amernic and Craig
2010; Blickle et al. 2006; Sedikides and Campbell
2017; Watts et al. 2013). Furthermore, their
unethical behavior has a demoralizing effect on
other employees. Narcissists rely on unfair ineq-
uitable exchanges to achieve desired outcomes,
and because in an organizational context they are
embedded in a network and interconnected with
other employees, their unethical tendencies can
have a ripple effect on others (O’Boyle et al.
2012). Therefore, their low ethics might have
extended detrimental influence: it can contami-
nate others if left unchecked. Unethical emp-
loyees tend to create an organizational culture
where unethical behavior becomes the norm,
especially when leaders or authority figures are
misbehaving (Kish-Gephart et al. 2010).

Indeed, narcissists often seem to derail in terms
of ethics when in position of authority (Judge et al.
2009; O’Boyle et al. 2012). Results of a meta-
analysis show that for individuals in positions of
authority, such as managers, leaders, police, and
correctional officers, the higher their level of nar-
cissism, the worse their job performance
(O’Boyle et al. 2012), and researchers argue that
this is because of narcissists’ unethical, self-
serving, arrogant, and impulsive behaviors.
Thus, this relationship might be explained by
poor quality of interpersonal relationships and
poor decision-making. The functioning of subor-
dinates might also suffer due to narcissistic
leaders’ unethical tendencies. As leaders, narcis-
sists seem to direct interpersonal deviance toward
their subordinates as means to achieving their
goals: they regularly belittled their subordinates
and exploited their insecurities in an attempt to
minimize negative feedback and create dependen-
cies (Grijalva and Harms 2014; House and Howell
1992). For instance, using a sample of athletes and
accredited coaches, Matosic et al. (2016) showed
that coach narcissism was directly and positively
associated with athletes’ perceptions of control-
ling behaviors and more positive attitudes toward
doping and was indirectly and positively associ-
ated with athletes’ reports of frustration of needs
for autonomy, competence, and relatedness.
Moreover, leaders’ narcissism was associated
with the frustration of followers’ psychological
needs such as needs for autonomy, competence,
and relatedness (Matosic et al. 2016).
Narcissistic Leaders and the Importance
of Context

Given the aforementioned mixture of potentially
positive as well as potentially negative characteris-
tics inherent in narcissistic leaders, in order to deter-
mine whether and when narcissistic leaders are a
positive or negative force for those they lead, it is
important to consider contextual factors. One such
factor is the progression of time. According to the
contextual reinforcement model (Campbell et al.
2011), leader narcissism is beneficial in the “emerg-
ing zone” (i.e., in new leadership positions, short-
term contexts) and harmful in the “enduring zone”
(i.e., long-held leadership positions, long-term con-
texts). The problem, however, is that emerging
situations become enduring, and over time the
more toxic aspects of narcissistic leaders may
overshadow their charisma and confidence that
seemed so alluring in the short term. For example,
narcissists’ overconfidence can lead to reckless



3084 Narcissism and Leadership
risk-taking, which in the long term could have neg-
ative financial ramifications for the organization.

The more recent Sedikides and Campbell
(2017) Energy ClashModel (ECM) further refines
the dynamics of interplay between narcissistic
leaders and organizations. It outlines the narcis-
sistic organizational trajectory using phase/state
physics metaphor. Narcissism is conceptualized
as a force that enters into or emerges in a stable
system (i.e., organization) as a leader, destabilizes
it through waves of excitement, proposed reforms,
and an inspiring vision for organization’s future
(perturbation). Next, with the passage of time, as
organizational costs – in terms of human
resources and monetary losses due to their risky
financial and unethical decisions – accrue and
systemic awareness and alertness intensify, it
meets resistance and clashes directly with the
organization (conflict) and stabilizes it at a differ-
ent state (when the leader is accommodated) or is
expelled (resolution). Thus, the idea is that over
time those who are led by the narcissistic leader as
well as other members of the organization become
aware of narcissistic leader’s toxic characteristics,
such as their lack of empathy, hostility, dismissal
of expert advice, and inability to deal with criti-
cism and their unethical inclinations. Research
has indeed shown that while narcissists make
positive first impressions because of their charm
and humor, these evaluations deteriorate over time
as others become aware of narcissists’ negative
characteristics. Consequently, narcissists’ popu-
larity as well as leadership status decreases
(Czarna et al. 2016; Leckelt et al. 2015; Ong
et al. 2016). In turn the organization is then
required to deal with such a leader and can either
try to accommodate their presence (e.g., enhanc-
ing accountability measures, trying to ensure
goal-congruency between the leader’s and orga-
nizational interests) or get rid of the narcissistic
leader altogether. Narcissists’ impulsivity might
even mean that they leave of their own accord
when they get bored.

In both of these theoretical models, time played
a crucial role in the typical “trajectory” of a nar-
cissistic leader, initially accompanying him/her to
heights of popularity and effectiveness and then
back to the bottom. Research examining other
contextual factors has further distilled the circum-
stances that are most favorable (or unfavorable) to
the effectiveness of narcissistic leaders. In partic-
ular, times of uncertainty appeared to be conve-
nient to narcissistic individuals, serving as a
catalyst in their emergence to leadership positions
and as a reinforcement of their effectiveness. Nar-
cissistic leaders bring confidence, toughness,
boldness, vision, and innovation into the
decision-making process, which might be espe-
cially valued in times of organizational uncer-
tainty, i.e., lost market share, unpredictable work
environment, and high employee stress (Campbell
et al. 2011; Nevicka et al. 2013; Sedikides and
Campbell 2017). In times of uncertainty or crises,
narcissists might be perceived as suitable leaders
because they seem capable of reducing the
uncertainty.

It is also possible that narcissistic leaders are
more effective in specific types of industries but
ineffective in others. For example, they may be
effective in dynamic, high-discretion industries as
fashion, media, or entertainment but may be inef-
fective in stable, low-discretion industries such as
insurance or utilities (Chatterjee and Hambrick
2007). They may likewise be effective in domains
where confidence, persuasiveness, extraversion,
and self-absorption are highly relevant (e.g.,
sales and academia; Sedikides and Campbell
2017) but ineffective in domains that require rela-
tionship building and trust (e.g., life-saving, nurs-
ing; Rosenthal and Pittinsky 2006). Finally, they
may be effective in domains that reward self-
promotion and manipulativeness (e.g., politics;
Watts et al. 2013).

Ethical climate of an organization is another
contextual factor crucial for the effectiveness of
narcissistic leaders. As mentioned before, narcis-
sistic leaders’ unethical behavior might have an
extended detrimental influence on the organiza-
tion via role modeling. By setting a poor example,
narcissistic leaders may negatively impact the
culture of an organization by changing its ethical
climate. Thus, unsurprisingly, organizations with
a lower ethical climate become more hospitable
for narcissistic leaders. Research found that the
deleterious effects of narcissism on ethical leader-
ship became more pronounced and salient in
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highly ethical contexts but remained undetectable
in unethical contexts (Hoffman et al. 2013).
Although the presence of an ethical climate does
not prevent unscrupulous behaviors of narcissistic
leaders from occurring, it does make them more
visible and, therefore, detectable to other group
members. With regard to visibility of narcissistic
leaders’ behavior, prior research similarly found
that leader distance influenced the perceived
effectiveness of narcissistic leaders (Nevicka
et al. 2018b). When followers had fewer opportu-
nities to observe their leader’s behavior and thus
had less exposure to their toxic characteristics, for
example, due to a greater number of hierarchical
levels between the leader and the follower, they
perceived narcissistic leaders as effective and
reported positive job attitudes. However, this pos-
itive relationship disappeared when the leader was
more visible to the followers. Related to this,
organizations with narcissistic CEOs have been
found to have a higher manager turnover (Resick
et al. 2009). This again could stem from the fact
that narcissists’ toxic characteristics would be
especially potent for those who are most proximal
to them in the workplace, namely, their direct
subordinates.

Interestingly, recent research suggests that
despite these toxic behaviors, leaders’ narcissism
might actually benefit the objective and subjective
career success of certain subordinates and might
have no adverse effects on their well-being
(Volmer et al. 2016). It is plausible that by pro-
moting their subordinates’ careers narcissistic
leaders attempt to retain loyal subordinates in
order to obtain continuing admiration and grati-
tude from them, essentially using them as “narcis-
sistic supplies.” These followers would then
benefit indirectly from the narcissistic leaders’
insatiable desire for constant adoration and ego
boosts. Nevertheless, these benefits would be
reserved exclusively for the most loyal and suffi-
ciently submissive, admiring subordinates whose
devotion to the leader might at the same time leave
them defenseless and vulnerable to his/her whims
and changing moods (Czarna et al. 2018). In a
similar vein, Grijalva and Harms (2014) devel-
oped their Narcissistic Leaders and Dominance
Complementarity Model to better understand
what kind of followers would work most effec-
tively with narcissistic leaders. They predicted
that submissive (rather than dominant) followers
would work more harmoniously with narcissistic
leaders and that the leader-follower relationship
would be more satisfying and productive for both
parties. However, other scholars (Padilla et al.
2007) suggested that these submissive individuals
might be vulnerable to narcissists’ exploitative
tendencies. Recent research showed that fol-
lowers low on self-esteem or low on core self-
evaluations suffered most from narcissistic
leaders as they perceived them to be abusive
and, in turn, these followers showed reduced per-
formance and more burnout symptoms when
working for such leaders. Followers low on self-
esteem are more insecure and more in need of
approval from their supervisor and thus also
make for “easier targets” (Nevicka et al. 2018a).
Thus, despite the fact that collaboration with more
submissive followers might be preferable for nar-
cissistic leaders as they do not need to experience
power conflict with dominant subordinates, this
may come at a cost to the followers themselves.
Thus, how follower characteristics fit with those
of a narcissistic leader might require further inves-
tigation: when and under what circumstances fol-
lower’s loyalty and submission to a leader work
synergistically with the leader’s narcissism to
bring benefits to both parties and when it becomes
a hindrance and a hazard to the well-being of the
followers.
Conclusion

So how can we best harness the positive side of
narcissistic leaders, while curbing their negative
side? In the above we have provided some exam-
ples of contextual factors that could serve as a
switch between the adaptive and maladaptive
influence of narcissistic leaders. Additionally,
organizational safeguards such as checks and bal-
ances and executive training can be used to keep
narcissistic leaders under control (Grijalva and
Harms 2014). According to the Energy Clash
Model, narcissistic energy, when managed and
directed properly either at structural or systemic
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level (through implementing systemic checks and
balances via accountability, instituting synergistic
leadership, increasing leader-organization identi-
fication) or at an individual or interpersonal level
(introducing micro-interventions, initiating per-
sonal development through coaching, strengthen-
ing the leader-employee fit) may contribute to
organizational innovation and evolution
(Sedikides and Campbell 2017). Under these con-
ditions, with checks and balances securing the
ethical culture, mutual respect, and civility in the
workplace, narcissistic leaders could achieve an
optimal level of functioning and significantly con-
tribute to their organizations. Thus, in a well-
controlled environment and in the right context a
leader characterized by this apparently aversive
trait can become an asset rather than a liability to
the organization.
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Synonyms

Narcissism; Pathological narcissism
Definition

Narcissistic personality disorder (NPD) is charac-
terized by a pervasive pattern of grandiosity, need
for admiration, and a lack of empathy. Diagnostic
criteria include a preoccupation with fantasies of
unlimited power, success, brilliance, beauty, or
ideal love, a belief that he/she is “special” or
unique, a sense of entitlement, interpersonal
exploitativeness, and envy.
Introduction

Narcissistic personality disorder (NPD) is a men-
tal disorder characterized by a pervasive pattern of
grandiosity, a deep need for admiration, and a lack
of empathy for others that often leads to impair-
ment in functioning in many areas of life, such as
work, school, and relationships. Individuals diag-
nosed with NPD actively seek out self-
enhancement experiences from their social envi-
ronment, are highly sensitive to criticism, and
often respond with anger or retaliatory behaviors
when they do not receive the admiration or special
treatment they believe that they deserve. Esti-
mates suggest a prevalence rate ranging from 0%
to 5.3% in community studies (Torgersen et al.
2001) and around 2.3% in clinical populations
(Zimmerman et al. 2005). However, investiga-
tions across clinical settings suggest that the prev-
alence rate of NPD may actually be higher in
outpatient settings and among clinicians who
identify as psychodynamic/psychoanalytic (Levy
et al. 2007). Empirical evaluations of NPD have
suggested significant problems with the internal
consistency, temporal stability, and discriminant
validity of the diagnosis. These issues have led
theorists and researchers to argue that perhaps the
current Diagnostic and Statistical Manual of
Mental Disorders – Fifth Edition (DSM-5; Amer-
ican Psychiatric Association [APA] 2013) NPD
criteria do not fully capture the characteristics of
patients with pathological narcissism. In fact,
reviews of the clinical, psychiatric, and social/
personality psychology literature suggest a
broader picture of pathological narcissism that
encompasses two phenotypic presentations, nar-
cissistic grandiosity and narcissistic vulnerability
(Cain et al. 2008; Pincus and Lukowitsky 2010).
Narcissistic grandiosity is associated with entitle-
ment, exploitativeness, inflated self-image,
aggression, arrogance, and exhibitionism; while,
narcissistic vulnerability is associated with help-
lessness, emptiness, shame, low self-esteem, and
social avoidance. Recent research has indicated
that individuals with pathological narcissism are
most likely to seek psychological treatment when
they are high in narcissistic vulnerability as
opposed to narcissistic grandiosity (Pincus et al.
2014). However, the psychotherapy literature on
pathological narcissism and NPD is sparse. This
entry will provide an overview of the current
diagnostic criteria for NPD as well as focus on
the history of NPD in the DSM, review the
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characteristics of the disorder as well as highlight
empirical evaluations of NPD, and conclude by
highlighting the debates surrounding the NPD
diagnosis as well as important considerations for
treatment.
N

Current Diagnostic Criteria for
Narcissistic Personality Disorder

Narcissistic personality disorder (NPD) is defined
in the current edition of the Diagnostic and Sta-
tistical Manual of Mental Disorders – Fifth Edi-
tion (DSM-5; APA 2013) as a mental disorder
characterized by a pervasive pattern of grandiosity
(in fantasy or behavior), need for admiration, and
a lack of empathy, beginning by early adulthood
and present in a variety of contexts. The indication
of five or more of the following nine criteria may
warrant the diagnosis of NPD: (1) a grandiose
sense of self-importance; (2) a preoccupation
with fantasies of unlimited power, success, bril-
liance, beauty, or ideal love; (3) a belief that
he/she is “special” or unique and can only be
understood by, and should associate with, other
special or high status people or institutions;
(4) requires excessive admiration; (5) a sense of
entitlement; (6) interpersonal exploitativeness;
(7) a lack of empathy;(8) often envious of others
or believes that others are envious of him/her; and
(9) shows arrogant, haughty behaviors, or
attitudes.
A Historical Overview of NPD in the DSM

The term narcissism derives from the Greek myth
of Narcissus, who mistaking his own image for
another, falls in love with that image and dies
when it fails to love him back. The construct of
narcissism has a long history in psychology and
psychiatry, dating back to the writings of Sigmund
Freud. The ongoing theoretical debate between
Otto Kernberg and Heinz Kohut on the develop-
mental origins and treatment of narcissism, how-
ever, sparked its clinical popularity and ultimate
inclusion in theDSM. Kernberg and Kohut’s writ-
ings on narcissism were a reaction to increased
clinical interest in treating these patients. Their
papers, in turn, stimulated increased clinical inter-
est in the concept. However, these clinical trends
also paralleled trends in society as well as the
identification of narcissism as a personality factor
in a number of social psychological studies.

In Kernberg’s (1984) view, narcissism
develops as a consequence of parental rejection,
devaluation, and an emotionally invalidating
environment. The child copes with parents who
are inconsistent in their investment, or who only
relate to the child in order to satisfy their own
needs, by defensively withdrawing from their par-
ents and forming a pathologically grandiose
image of him/her. By combining aspects of the
real self with the fantasized aspects of what the
child wants to be, as well as fantasized aspects of
an ideal, loving parent, the grandiose self serves as
an internal refuge from the harsh and depriving
familial environment. The negative self-image of
the child is rejected and not integrated into his/her
grandiose (likely unrealistic) self-image. For
Kernberg, this split-off unacceptable, negative
self-image can be seen in the emptiness, chronic
hunger for admiration and excitement, and shame
that also characterize the narcissist’s experience.

In contrast, Kohut (1971) views pathological
narcissism as a normal developmental process
gone awry. For Kohut, childhood grandiosity is
normal and can be understood as a process by
which the child attempts to identify with and
become like his/her idealized parental figures by
taking on attributes of perceived competence and
power. In normal development, this early grandi-
ose self becomes modulated and eventually con-
tributes to an integrated sense of self, with realistic
ambitions and goals. However, if not properly
modulated, what follows is the failure of the gran-
diose self to be integrated into the individual’s
whole personality. Others are thus taken as exten-
sions of the self (e.g., self-objects) and are relied
upon to regulate one’s self-esteem and anxieties.
Because narcissists are unable to sufficiently man-
age the normal affect and self-esteem fluctuations
of daily life, other people are unwittingly rele-
gated to roles of providing internal regulation for
them (by way of unconditional support, admira-
tion, and total empathic attunement), the same
way a parent would provide internal regulation
for a young child.
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In contrast to Kernberg and Kohut, Millon
(1981) articulated a social learning theory of nar-
cissism. Millon viewed narcissism developing not
as a response to parental devaluation but rather as
a consequence of parental overvaluation.
According to Millon, as a child, the narcissistic
individual was treated as a special person, given
much attention, and led by parents to believe
he/she is perfect. Millon contends that such unre-
alistic overvaluation will lead to self-illusions that
cannot be sustained in reality. Millon also argues
that first-born and only-children are more vulner-
able to developing narcissism because they tend to
receive an abundance of attention and special
treatment. However, the evidence is mixed
regarding birth order, and there is no evidence
that only-child status or first-born status is related
to narcissism.

The introduction of NPD into the third edition
of the DSM (DSM-III) was based on a review of
the theoretical literature on narcissism. The core
components identified for inclusion in the NPD
diagnosis in DSM-III included a grandiose sense
of self-importance or uniqueness, preoccupation
with fantasies of unlimited success, power, bril-
liance, beauty or ideal love, exhibitionism, a reac-
tion to criticism characterized by rage, shame or
humiliation, or cool indifference, and at least two
characteristic interpersonal disturbances, such as
entitlement, exploitativeness, idealization alter-
nating with devaluation, or lack of empathy.
While not explicitly stated, the discussion and
examples of these initial criteria included
acknowledgment of more vulnerable aspects of
narcissism. For instance, the text of DSM-III
noted that the grandiose sense of self-importance
would alternate with feelings of special unworthi-
ness and that the individual with NPD would have
fragile self-esteem, meaning that the individual
may be preoccupied with how well he/she is
doing and how well he/she is regarded by others.
The early diagnostic criteria for NPD assumed an
underlying insecurity that was often, but not
always, compensated for by overt grandiose
behaviors.

Notable changes to the NPD diagnosis from
DSM-III to DSM-III-R to DSM-IV included an
increased number of criteria emphasizing
grandiose themes (Gunderson et al. 1994). For
example, DSM-III-R separated interpersonal rela-
tionship difficulties into three separate grandiose
criteria (i.e., exploitativeness, entitlement, and
lack of empathy), while eliminating the criterion
regarding alternating idealization and devaluation
of relationships due to its overlap with borderline
personality disorder (BPD) criteria. Grandiosity
and uniqueness were also divided into separate
criteria and a new criterion reflecting a preoccu-
pation with feelings of envy was added.

Based on a review of the existing research, the
authors of DSM-IV recommended eliminating the
criterion reflecting negative reactions to criticism.
While this criterion was initially included in DSM
based on a review of the psychoanalytic literature
examining narcissistic injury, it was determined
that the criterion as written did not adequately
differentiate NPD from paranoid personality dis-
order and BPD. Additionally, the lack of empathy
criterion was revised to increase discrimination of
NPD from the lack of remorse exhibited in anti-
social personality disorder (Gunderson et al.
1994; Morey 1988). The envy criterion was also
revised based on findings that NPD patients fre-
quently infer that others are envious of them
(Gunderson et al. 1994) – increasing its grandiose
emphasis. Finally, a review of studies examining
the core features of pathological narcissism
suggested several grandiose features that were
not included in the DSM-III-R diagnosis (Morey
1988). This led to a recommendation that a crite-
rion reflecting arrogant, haughty behaviors and/or
attitudes be included in the diagnosis of NPD.

The changes to NPD criteria from DSM-III to
DSM-IV demonstrated a better empirical and the-
oretical understanding of the grandiose aspects of
narcissism. However, many of the characteristics
underlying vulnerable themes (e.g., shameful
reactivity or humiliation in response to narcissistic
injury, alternating states of idealization and deval-
uation) were eliminated as criteria. Instead, these
criteria pertaining to vulnerable characteristics
were only described in the text of the DSM-IV
NPD diagnosis, with the caveat that narcissistic
individuals may not show these behaviors out-
wardly. The criteria for NPD were not revised
between DSM-IV and DSM-5.
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Empirical Evaluations of DSM NPD

The revisions to the NPD diagnosis from DSM-III
to DSM-III-R to DSM-IV/DSM-5 largely reflect
the efforts of the DSM taskforce to move away
from psychodynamic conceptualizations of nar-
cissism and toward more empirically based
criteria. The changes also reflect attempts to dif-
ferentiate NPD from other personality disorders
with which it showed high rates of comorbidity.
However, researchers and clinicians have noted
that despite these revisions, the NPD diagnosis
continues to have questionable clinical utility.

Prevalence TheDSM-IV taskforce found that the
use of NPD as a primary clinical diagnosis is
relatively unusual in both outpatient and inpatient
settings, and in a Gunderson et al. (1994) study,
ranked as the least commonly diagnosed person-
ality disorder. In a review of five community
studies examining the prevalence of DSM-III and
DSM-III-R NPD, Mattia and Zimmerman (2001)
found that the median prevalence rate of NPDwas
0%. In fact, in four of the five studies reviewed,
the prevalence of NPD was 0%. Only one study
reviewed by Mattia and Zimmerman (2001)
reported a prevalence rate of NPD above zero
(5.7%). This led the authors to conclude that
NPD is the least prevalent personality disorder.

Torgersen et al. (2001) reviewed ten large-
scale community epidemiological studies using
DSM-III and DSM-III-R NPD and found that the
median prevalence rate for NPDwas less than 1%.
The prevalence rates in their review ranged from
0% to 5.3%. In addition, a large-scale study exam-
ining the prevalence of DSM-IV personality dis-
orders in psychiatric outpatients found the
prevalence of NPD to be 2.3%, indicating that
even in clinical populations the prevalence of
NPD is low (Zimmerman et al. 2005). Epidemio-
logical studies of NPD found a higher lifetime
prevalence rate for men (7.7%) as compared to
women (4.8%; Torgersen et al. 2001).

Investigations of epidemiological and practi-
tioner diagnostic rates suggest that the prevalence
of NPD and pathological narcissism likely varies
according to clinical setting, type of practice,
and theoretical orientation, with those in
psychoanalytic/psychodynamic outpatient set-
tings reporting the highest rates of NPD (Levy
et al. 2007). For example, Westen (1997) found
that 76% of 1901 clinicians (838 identified as
psychodynamic, 300 identified as cognitive-
behavioral, and 639 identified as eclectic)
reported treating patients with NPD. Doidge
et al. (2002) surveyed 510 psychoanalytically ori-
ented clinicians, reporting on over 1700 patients
in the United States, Canada, and Australia and
found that psychoanalysts across the three coun-
tries reported that about 20% of their patients
suffered from NPD, making it the top-ranked dis-
order overall in the United States and Canada, and
the second-ranked disorder overall in Australia.
The differences in prevalence rates between large-
scale epidemiological studies and clinician sur-
veys might reflect greater sensitivity to the disor-
der by psychoanalytic/psychodynamic clinicians
or possibly an overdiagnosis of and/or selective
attention to, the disorder by these clinicians.

Internal Consistency The internal consistency
of DSM NPD criteria sets has been examined in
a number of studies, with the coefficient alphas
ranging from 0.38 to 0.69 for both DSM-III and
DSM-III-R (Morey 1988). These reported coeffi-
cient alphas are similar in magnitude to those for
other DSM personality disorders. However,
Morey (1988) indicated that there was a
confounding factor in examining the internal con-
sistency of NPD criteria; namely, Morey
suggested that the NPD criteria are the most
redundant of all the DSM-III-R personality disor-
der criteria sets, suggesting that NPD criteria cor-
relations may actually be artifacts. For example,
he argued that the same basic characteristic of
high self-esteem is likely reflected by multiple
NPD criteria, e.g., grandiosity and entitlement.
Thus, while Morey noted that DSM NPD has
adequate internal consistency, it may be due to a
relatively redundant set of criteria.

Examinations of the internal consistency of
DSM-IV NPD criteria based on self-reports, chart
reviews, and diagnostic interviews have also been
mixed. For example, while internal consistency
coefficients for DSM-IV NPD criteria have gener-
ally been acceptable, ranging from 0.63 to 0.88,
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Blais et al. (1997) noted that five of nine NPD
criteria had unacceptable values with regard to
internal consistency, leading these authors to con-
clude that many of the NPD criteria should be
replaced or reworded to improve the internal con-
sistency of the diagnosis.

Temporal Stability Examinations of the tempo-
ral stability of NPD have focused both on the
categorical diagnosis and the diagnostic and
descriptive features of NPD. One assumption of
the DSM personality disorder diagnoses is that
personality disorders reflect enduring patterns of
cognition, affective experience, and behavior.
Ronningstam et al. (1995) investigated changes
in narcissistic features in 20 patients diagnosed
with NPD over a 3-year period and found only
modest diagnostic stability. Specifically, they
investigated the stability of meeting diagnostic
threshold for NPD using the Diagnostic Interview
for Narcissism (DIN), DSM-III-R criteria, and
DSM-IV criteria. Only 33% of patients who met
DIN criteria for NPD at baseline were also above
threshold at follow-up. The stability ofDSM-III-R
diagnoses (50%) and DSM-IV diagnoses (46%)
were slightly higher. Importantly, the NPD feature
of having a grandiose sense of self-importance
exhibited the highest level of instability from
baseline to follow-up, which is concerning given
that this is considered to be a hallmark of the
disorder.

Discriminant Validity There have been several
studies examining the ability of DSM-III and
DSM-III-R criteria to discriminate NPD from
other personality disorders. Morey (1988)
reported that DSM-III-R NPD had the most diag-
nostic overlap of any of the personality disorders.
He reported that NPD overlapped 53.1% with
histrionic personality disorder, 46.9% with BPD,
35.9% with paranoid personality disorder, and
35.9% with avoidant personality disorder. In con-
trast, Ronningstam and Gunderson (1989) found
that 5 of 9DSM-III-RNPD criteria exhibited good
discriminant validity, meaning these NPD criteria
could distinguish between NPD and other person-
ality disorder diagnoses: grandiose sense of self,
uniqueness, grandiose fantasies, entitlement, and
need for admiration. Ronningstam and Gunderson
(1991) used the DIN to investigate whether DSM-
III-R NPD criteria could differentiate NPD from
BPD and found that only three DSM-III-R criteria
(grandiose sense of self, grandiose fantasies, and
uniqueness) could differentiate between the two
diagnoses. Finally, Levy et al. (2007) noted that
research shows that the rate of overlap for DSM-
III and DSM-III-R NPD with other personality
disorders was in excess of 50%, due to high diag-
nostic comorbidity.

Research has also focused on evaluating
whether the recommended changes in NPD
criteria from DSM-III-R to DSM-IV improved the
discriminant validity of the diagnosis. In their
study using patient ratings of all DSM-IV person-
ality disorder criteria, Blais and Norman (1997)
found that while discriminant validity was gener-
ally poor for all personality disorder diagnoses,
NPD was among the worst performers. Holdwick
et al. (1998) retrospectively examined the charts
of outpatients meeting DSM-IV criteria for NPD,
BPD, and antisocial personality disorder. The
NPD criteria that best distinguished it from anti-
social PD were fantasies of unlimited success,
belief that he/she is special or unique, and requires
excessive admiration. The NPD criteria reflecting
interpersonal exploitativeness and lack of empa-
thy did not discriminate NPD patients from anti-
social PD patients. Holdwick et al. (1998) also
found that NPD appeared more distinct from
BPD than from antisocial PD. For example, the
NPD criteria that distinguished it from BPD
included grandiose sense of self-importance, arro-
gant or haughty behaviors or attitudes, belief that
he/she is special or unique, and requires excessive
admiration. The NPD criteria reflecting fantasies
of unlimited success, interpersonal exploita-
tiveness, and is often envious of others or
believes others are envious of him/her did not
discriminate NPD patients from BPD patients.
Overall, the NPD criteria that best distinguished
it from BPD and antisocial PD were those
emphasizing grandiosity: a grandiose sense of
self-importance, a belief that he/she is special or
unique, entitlement, and arrogant or haughty atti-
tudes or behaviors.
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More recently, Fossati et al. (2005) reported
that DSM-IV NPD exhibited adequate discrimi-
nant validity in their sample of 641 outpatients
who were administered the Structured Clinical
Interview for DSM-IV Axis II Personality Disor-
ders (SCID-II) and the SCID-II Personality Ques-
tionnaire. The two criteria that best predicted the
NPD diagnosis were arrogant, haughty attitudes/
behaviors, and lack of empathy. The three criteria
that were the worst predictors of the NPD diagno-
sis included grandiose fantasies, need for exces-
sive admiration, and preoccupation with envy.

Taken together, empirical evaluations of DSM
NPD suggest potential problems with internal
consistency, temporal stability, and discriminant
validity. While these problems are not unique to
the NPD diagnosis, the additional inconsistencies
between NPD prevalence in epidemiological
studies and NPD prevalence in clinical practice
seem to suggest that the limitations of the NPD
diagnosis may go beyond those common to most
personality disorders. This has led theorists and
researchers to argue that perhaps the DSM NPD
criteria do not fully capture the characteristics of
patients who are considered pathologically narcis-
sistic by clinicians in practice.
Debates Surrounding the NPD Diagnosis

Moving beyond DSM NPD, extensive reviews of
the clinical, psychiatric, and social/personality
psychology literature clearly paint a broader por-
trait of pathological narcissism as encompassing
two phenotypic presentations, narcissistic grandi-
osity and narcissistic vulnerability (Cain et al.
2008; Pincus and Lukowitsky 2010). Narcissistic
grandiosity is associated with entitlement,
exploitativeness, inflated self-image, aggression,
arrogance, and exhibitionism, while narcissistic
vulnerability is associated with helplessness,
emptiness, shame, low self-esteem, and social
avoidance. Theorists and researchers note that
DSM NPD criteria have become increasingly nar-
row in scope with each successive edition of
the manual and currently only capture predomi-
nantly grandiose themes of the disorder, while
eliminating many of the clinically meaningful
characteristics associated with narcissistic vulner-
ability (Pincus and Lukowitsky 2010). In fact,
many features associated with vulnerable themes
(e.g., shameful reactivity or humiliation in
response to narcissistic injury, alternating states
of idealization and devaluation) were eliminated
as criteria entirely. The overly narrow construct
definition of narcissism found inDSMNPD limits
its clinical validity and utility, as it appears that
therapists and diagnosticians may be more likely
to see narcissistic patients when they are
experiencing more vulnerable features, such as
emptiness and shame (Levy et al. 2007; Pincus
et al. 2009). Thus, a clinician relying solely on
DSM NPD diagnostic criteria may fail to recog-
nize pathological narcissism in a patient who pre-
sents for treatment. This has led to theorists,
researchers, and clinicians calling for subsequent
editions of the DSM to include criteria to ade-
quately assess both narcissistic grandiosity and
narcissistic vulnerability.

Due to the numerous critiques of the DSM
NPD diagnosis, initial proposals for DSM-5 indi-
cated that NPD would be deleted as a personality
disorder diagnosis. Rather than including NPD
as a diagnosis in its own right, characteristics
of pathological narcissism and NPD were to be
captured through dimensional ratings of five per-
sonality disorder types (antisocial, avoidant, bor-
derline, obsessive-compulsive, and schizotypal)
and six higher order personality trait domains
(negative emotionality, introversion, antagonism,
disinhibition, compulsivity, and schizotypy). The
researchers leading the proposed changes for
DSM-5 made several arguments for this. They
argued that the proposed revisions would reduce
the excessive co-occurrence among personality
disorder diagnoses, provide official recognition
that many forms of personality pathology occur
on a continuum, and replace the unstable behav-
ioral personality disorder criteria with personality
traits that are more stable over time, thus provid-
ing a richer and more clinically useful portrayal of
personality pathology and narcissistic functioning
(Levy et al. 2013).

However, many found the proposed DSM-5
model to be cumbersome and potentially difficult
for clinicians to use with its combined prototype
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matching and personality trait dimensional rating
scales. With regard to NPD, Miller et al. (2010)
argued that essential traits for conceptualizing
narcissism, such as maladaptive extraversion,
maladaptive agreeableness, and maladaptively
low neuroticism, had been excluded. In addition,
Widiger (2011) argued that, while DSM-IV NPD
has a low prevalence rate and is poorly researched
compared to the other personality disorders slated
for retention, a large body of research on the
broader construct of narcissism and its importance
for diverse outcomes, such as depression, aggres-
sion, and suicidal behavior, was omitted from
DSM-5 as well as its higher prevalence in clinical
practice than the current DSM-IV criteria capture.
Ultimately, theDSM-5 taskforce retained theDSM-
IV diagnostic criteria for NPD and moved the pro-
posed revisions to Section III (e.g., disorders
requiring further study) of the manual. Further
research is needed on this proposedmodel to exam-
ine whether it will adequately address the limita-
tions associated with the DSM NPD diagnosis.
Treatment Considerations for NPD

While there is no single treatment model for NPD,
there are several important factors to consider in
treatment planning and assessment. First, narcis-
sism has historically been considered a treatment-
resistant disorder. Clinicians have argued that due
to the nature of the interpersonal difficulties asso-
ciated with NPD (e.g., entitlement, exploita-
tiveness), it is difficult for these patients to
remain in treatment. However, recent research
has indicated that individuals with pathological
narcissism are most likely to seek psychological
treatment when they are high in narcissistic vul-
nerability (Pincus et al. 2014). This is in contrast
to narcissistic grandiosity, which often inhibits
patients from seeking treatment. Second, because
the DSM NPD diagnosis focuses primarily on the
grandiose aspects of narcissism and less on
the vulnerable aspects, a clinician who is using
the DSM-5 criteria alone may fail to accurately
assess pathological narcissism in a new patient
(Pincus et al. 2014; Pincus and Lukowitsky
2010). Research has shown that narcissistic
patents often present to treatment with complaints
of envy, aggression, helplessness, low self-
esteem, shame, social avoidance, and suicidality,
while the hallmark symptoms associated with nar-
cissistic grandiosity (e.g., exploitativeness, exhi-
bitionism) tend to emerge later as the therapeutic
relationship evolves (Pincus et al. 2014).

Despite being regularly diagnosed by clini-
cians in practice, the psychotherapy literature on
narcissism is quite sparse; in particular, there is
little systematic follow-up information on narcis-
sistic patients. Levy et al. (2007) conducted an
extensive review of the treatment literature for
NPD and found that the research on long-term
course and outcome produced mixed results. For
instance, Plakun (1989) found that NPD patients
were more likely to have multiple psychiatric
hospitalizations and poorer overall functioning
and poorer sexual satisfaction as compared to
patients diagnosed with BPD. In contrast,
McGlashan and Heinssen (1989) found that over
time in treatment, individuals with NPD actually
show decreases in destructive interpersonal
behaviors.

Levy et al. (2007) also reported that there are
no randomized controlled treatment studies on
NPD. There are a number of psychotherapy stud-
ies of patients with a specific personality disorder,
a subset of personality disorders, personality dis-
orders in general, or major mental disorders (e.g.,
depression and anxiety) that have included
patients with NPD. However, these controlled
studies are difficult to interpret because they
focused on mixed types of personality disorders,
without specifically examining narcissistic
cohorts. One exception is a naturalistic study by
Teusch et al. (2001), which examined the effects
of client-centered psychotherapy (CCT) for per-
sonality disorders, alone and in combination with
psychopharmacological treatment. For NPD, they
found that CCT as compared with CCT + medica-
tion led to greater reductions in depression. The
authors hypothesized that given the difficulties
with medication compliance among patients with
personality pathology, it is possible that the med-
ication regiments actually had a negative effect on
patient outcome for NPD and other personality
disorders. In addition, Callaghan et al. (2003)
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presented single-subject data on a patient diag-
nosed with histrionic and NPD behaviors who
was treated with psychoanalytic psychotherapy.
They reported significant changes in NPD behav-
iors during the psychotherapy sessions; however,
the researchers did not assess any external out-
comes and thus in-session changes were not
linked to any external measures of improvement.
Thus, more research is needed on the psycholog-
ical treatment of NPD.
N

Conclusion

In sum, narcissistic personality disorder (NPD) is
a mental disorder characterized by a pervasive
pattern of grandiosity, a deep need for admiration,
and a lack of empathy for others that often leads to
impairment in functioning in many areas of life,
such as work, school, and relationships. Extensive
reviews of the clinical, psychiatric, and social/
personality psychology literature suggest a
broader picture of pathological narcissism that
encompasses two phenotypic presentations, nar-
cissistic grandiosity and narcissistic vulnerability
(Cain et al. 2008; Pincus and Lukowitsky 2010).
Recent research has indicated that individuals
with pathological narcissism are most likely to
seek psychological treatment when they are high
in narcissistic vulnerability (Pincus et al. 2014).
However, the psychotherapy literature on patho-
logical narcissism and NPD is sparse.
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Synonyms

NPI
Definition

A popular instrument within social/personality
psychology used to assess grandiose expressions
of narcissism in nonclinical populations.
Introduction

The Narcissistic Personality Inventory (NPI) is
the most widely used measure of narcissism
within social/personality psychology. Motivated
by the upcoming inclusion of narcissistic person-
ality disorder (NPD) as its own diagnostic entity
in the Diagnostic and Statistical Manual (DSM)-III,
Raskin and Hall (1979) created the NPI to assess
narcissism as a trait in nonclinical populations.
They used the diagnostic criteria for NPD as the
basis for generating 223 forced-choice items
wherein participants choose between a “narcis-
sistic” response (e.g., “I really like to be the
center of attention”) and a “non-narcissistic”
response (e.g., “It makes me uncomfortable to
be the center of attention”). Internal consistency
approaches helped to shorten the NPI into an
80-item version for research (Raskin and Hall
1979).

Subsequent work continued to use an internal
consistency approach to further shorten the mea-
sure, resulting in a 54-item version that was
widely used (e.g., Emmons 1984, 1987). Emmons
(1984, 1987) provided important initial validity
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evidence for this 54-item version of the NPI. He
also applied a combination of Principal Compo-
nents Analysis and Exploratory Factor Analysis
to this version of the NPI and found support
for a solution consisting of four dimensions:
leadership/authority, exploitativeness/entitlement,
superiority/arrogance, and self-absorption/self-
admiration. Raskin and Terry (1988) later
performed their own evaluation of the dimension-
ality of the NPI, which resulted in the creation of
the 40-item version. This 40-item version is the
most widely used iteration of the instrument
to date.
N

Main Text (Headings Chosen by Authors)

Dimensional Structure of NPI
Several dimensional structures have been pro-
posed for the NPI (Ackerman et al. 2011; Corry
et al. 2008; Emmons 1984, 1987; Kubarych et al.
2004; Raskin and Terry 1988). The most complex
dimensional solution, proposed by Raskin and
Terry (1988), contains seven dimensions: author-
ity, vanity, superiority, exploitativeness, exhibi-
tionism, self-sufficiency, and entitlement. The
simplest dimensional solutions, by contrast, con-
tain two dimensions: Corry et al. (2008; i.e., lead-
ership/authority and exhibitionism/entitlement)
and Kubarych et al. (2004; i.e., power and
exhibitionism).

Despite differences in their analytic
approaches (e.g., Principal Components Analysis
vs. Exploratory Factor Analysis), almost all solu-
tions yield a dimension containing content related
to leadership and authority. This suggests that a
robust dimension of social potency underlies
responses to the instrument. The other more
socially aversive content involving exhibitionism
and entitlement typically coheres separately from
the leadership and authority content (but see
Kubarych et al. 2004, for an exception). Some
work has found it helpful to further distinguish
the exhibitionism content from the entitlement
content in light of their divergent relations to
internalizing and externalizing outcomes
(Ackerman et al. 2011).
Reliability and Validity of NPI

NPI Total Score
The NPI total score generally yields high internal
consistency coefficients (a’s �0.80; see, e.g.,
Ackerman et al. 2011; del Rosario and White
2005; Emmons 1984, 1987; Raskin and Terry
1988; Rosenthal and Hooley 2010). In addition,
del Rosario and White (2005) demonstrated that
the NPI total score has high test-retest reliability
over the course of 13 weeks. The evidence there-
fore suggests that the NPI total score is a reliable
measure.

The NPI total score is positively associated
with alternative measures of narcissism and NPD
(Rosenthal and Hooley 2010; Rosenthal et al.
2011). It is worth noting, however, that the NPI
total score better corresponds to measures that
emphasize phenotypic expressions of narcissistic
grandiosity rather than narcissistic vulnerability
(Ackerman et al. 2011; Maxwell et al. 2011).

Various lines of research show that the NPI
total score is linked to an antagonistic interper-
sonal style. In addition to possessing lower levels
of agreeableness (Ackerman et al. 2011;
Rhodewalt and Morf 1995), persons with higher
NPI total scores also report greater levels of
aggression (Emmons 1984; Raskin and Terry
1988; Rosenthal and Hooley 2010; Rosenthal
et al. 2011) and hostility (Rhodewalt and Morf
1995), as well as higher levels of psychopathy
and Machiavellianism (Ackerman et al. 2011).

Research also shows that the NPI total score is
linked to agentic traits and seemingly adaptive
outcomes. The NPI total score is consistently
associated with greater levels of extraversion
(Ackerman et al. 2011; Emmons 1984; Raskin
and Terry 1988). Persons with higher scores on
the NPI total score also report greater levels of
self-esteem (Ackerman et al. 2011; Emmons
1984; Maxwell et al. 2011; Rhodewalt and Morf
1995; Rosenthal and Hooley 2010; Rosenthal
et al. 2011), lower levels of neuroticism
(Rhodewalt and Morf 1995; but see Ackerman
et al. 2011), and better psychological health
(Rosenthal and Hooley 2010; Rosenthal
et al. 2011).
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NPI Subscales
Space constraints prevent this entry from describ-
ing the psychometric properties of the compo-
nents/factors from every dimensional solution.
Fortunately, the solutions typically share certain
features in common (e.g., a division between the
leadership and authority content from the entitle-
ment content). This section will therefore focus on
three content areas that typically cohere together
in dimensional solutions: leadership/authority,
exhibitionism, and entitlement/exploitativeness.

Leadership/Authority. Subscales containing
leadership/authority content generally yield satis-
factory levels of internal consistency (alpha
>0.65; Ackerman et al. 2011; del Rosario and
White 2005; Maxwell et al. 2011; Raskin and
Terry 1988). In addition, these subscales display
strong levels of test-retest reliability (r> 0.75; del
Rosario and White 2005).

Subscales containing leadership/authority
content correspond strongly to experts’ ratings of
grandiose narcissism (Miller et al. 2014). They are
also positively related to self-report measures of
pathological narcissistic grandiosity (Ackerman
et al. 2011; Maxwell et al. 2011) and NPD
(Maxwell et al. 2011). Like the NPI total score,
however, subscales containing leadership/author-
ity content are virtually unrelated to pathological
narcissistic vulnerability (Ackerman et al. 2011;
Maxwell et al. 2009).

Persons scoring high on these subscales pos-
sess more agentic traits (Ackerman et al. 2011;
Corry et al. 2008; Emmons 1984; Miller et al.
2014; Raskin and Terry 1988) and are somewhat
less agreeable (Ackerman et al. 2011; Corry et al.
2008; but see Rhodewalt and Morf 1995). They
also report lower levels of neuroticism (Emmons
1984; Miller et al. 2014; Rhodewalt and Morf
1995; but see Ackerman et al. 2011) and distress
(Rhodewalt and Morf 1995) and higher levels of
self-esteem (Ackerman et al. 2011; Emmons
1984; Maxwell et al. 2011).

Exhibitionism. Subscales containing exhibi-
tionism content generally yield somewhat lower
levels of internal consistency than subscales
containing leadership/authority content (alpha �
0.60 or higher; Ackerman et al. 2011; del Rosario
and White 2005; Maxwell et al. 2011; Raskin and
Terry 1988). Nevertheless, they display strong
levels of test-retest reliability (r> 0.75; del Rosa-
rio and White 2005).

Like leadership/authority, subscales containing
exhibitionism content strongly correspond to
experts’ ratings of grandiose narcissism (Miller
et al. 2014). They are also positively related to
self-report measures of pathological narcissistic
grandiosity (Ackerman et al. 2011; Maxwell
et al. 2009) and NPD (Maxwell et al. 2011) and
are virtually unrelated to narcissistic vulnerability
(Ackerman et al. 2011; Maxwell et al. 2009).

Persons scoring high on these subscales pos-
sess more agentic traits (Ackerman et al. 2011;
Miller et al. 2014; Raskin and Terry 1988) and
slightly higher levels of self-esteem (Ackerman
et al. 2011; Maxwell et al. 2011). Nevertheless,
they are less agreeable (Ackerman et al. 2011),
have less self-control (Ackerman et al. 2011;
Raskin and Terry 1988), and report higher levels
of psychopathy andMachiavellianism (Ackerman
et al. 2011).

Entitlement/Exploitativeness. Subscales with
entitlement and/or exploitativeness content gener-
ally possess lower levels of internal consistency
than subscales with leadership/authority or exhi-
bitionism content (alphas <0.55; Ackerman et al.
2011; del Rosario and White 2005; Maxwell et al.
2011; Raskin and Terry 1988). del Rosario and
White (2005) further showed that subscales with
entitlement or exploitativeness content display
weaker levels of test-retest reliability than sub-
scales with leadership/authority or exhibitionism
content (r � 0.60).

Unlike other subscales, subscales containing
entitlement and/or exploitativeness content
strongly correspond to experts’ ratings of vulner-
able narcissism (Miller et al. 2014). They also
correlate positively with measures of NPD
(Emmons 1987; Maxwell et al. 2011), grandiose
narcissism (Ackerman et al. 2011; Maxwell et al.
2011; Rosenthal et al. 2011), and vulnerable nar-
cissism (Ackerman et al. 2011; Maxwell
et al. 2011).

Subscales containing entitlement or exploita-
tiveness are generally unrelated to extraversion
(Ackerman et al. 2011; Miller et al. 2014) and
either unrelated or negatively related to explicit
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self-esteem (Ackerman et al. 2011; Emmons
1984; Maxwell et al. 2011; Rosenthal et al.
2011). In fact, persons with higher levels of enti-
tlement or exploitativeness have higher levels of
neuroticism (Ackerman et al. 2011; Emmons
1984; but see Miller et al. 2014) and experience
more perceived hassles (Rhodewalt and Morf
1995) and heightened mood reactivity (Emmons
1987). Subscales containing such content are also
linked to an especially antagonistic interpersonal
style (Ackerman et al. 2011; Miller et al. 2014;
Rhodewalt and Morf 1995).
N

Conclusion

The NPI is a popular measure of narcissism in
social/personality psychology. Nevertheless, it
has several psychometric limitations (e.g., ambig-
uous factor structure, low reliability of subscales
including entitlement and exploitativeness).
Although the NPI total score shows important
connections to alternative measures of narcissism
and NPD, the NPI is clearly a multidimensional
measure with subscales that evince a relatively
distinct patterns of correlates.
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Definition

National character refers to shared beliefs or per-
ceptions of personality characteristics common to
members of a particular nation held by the mem-
bers of the nation or by any other group of people.
Introduction

The nations and ethnic groups, just like individ-
uals, are often perceived to have a distinct charac-
ter which can be described by a set of specific
personality traits. Such shared beliefs of person-
ality traits typical to people of a particular nation
are called national character or national character
stereotypes. National character is a narrower term
than national stereotypes which also include
beliefs about different physical features, mental
abilities, specific skills, or preferences. They are
called stereotypes because such beliefs, even if
widely shared, are often overgeneralized or inac-
curate and do not apply to every member of a
nation.
Content, Stability, Accuracy, and Origins

Most of the research on national character has
focused on the content, stability, accuracy, and
origins of national character stereotypes.

Content. In a seminal study of national charac-
ter by Katz and Braly (1933), Princeton Univer-
sity students were asked to describe personality
traits of 10 ethnic groups. The results indicated
that students had distinct beliefs about each of the
ethnic groups and that there was a remarkable
consensus in their beliefs. For instance, Germans
were described as scientifically minded and indus-
trious, while Italians were seen as artistic and
impulsive. A more systematic cross-national
study of national character was conducted by
Dean Peabody (1985) who focused on six target
nations – France, Germany, Great Britain, Italy,
Russia, and the USA – and showed that the psy-
chological characteristics of different nationalities
did indeed differ in fundamental ways. Italians,
for instance, were again judged generous, extrav-
agant, spontaneous, and impulsive. There are,
however, significant differences between
in-group (i.e., autostereotypes) and out-group
(i.e., heterostereotypes) national character judg-
ments of certain nations. For example, while
Russians describe themselves as averagely con-
scientiousness people, they are often judged as
lazy, impractical, impulsive, and lacking consci-
entiousness by their neighbors (Realo et al. 2009).

Stability. The national character stereotypes are
stable over time, and even significant political or
economical events do not radically change their
content, at least not in the short term (Hřebíčková
and Graf 2014; Realo et al. 2009). For example,
the national character stereotypes of Americans –
as described by 49 nations around the world –
changed very little before and after the Iraq
invasion, even in those countries that were very
close to the site of the invasion (Terracciano and
McCrae 2007). Several replications and exten-
sions of the initial Princeton study (Katz and
Braly 1933) have shown that it takes decades to
change the content of national character – over the
course of the past 60–70 years, many of the
national character stereotypes have become more
favorable but also more consensual (Madon
et al. 2001).

Accuracy. A renewed interest in the accuracy
of national character stereotypes was ignited by a
49-nation study of Terracciano et al. (2005) who
claimed that there was not even a kernel of truth in
the national character stereotypes when using
aggregate self-reported personality traits as
criteria for accuracy. According to Terracciano
et al. (2005), national character stereotypes are
social constructions that have little basis in reality.
Later studies, however, have contested this view
by showing that national character stereotypes are
moderately related to assessed personality traits, if
all assessments are made using the same measure-
ment instrument (Allik et al. 2010; Hřebíčková
and Graf 2014; Lönnqvist et al. 2014; Realo
et al. 2009). Congruent with the kernel of truth
hypothesis, a high level of agreement between
Polish autostereotypes of national character and
self-reports of personality have been found at least
in three studies (Hřebíčková and Graf 2014; Realo
et al. 2009; Terracciano et al. 2005) using different
measurement instruments. Thus, national charac-
ter stereotypes are not necessarily inaccurate, and
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their correspondence to national mean levels of
personality traits may have various degrees.

Origins. There are multiple sources for the
emergence of national character stereotypes, and
their origin may vary from nation to nation. For
instance, people from physically warmer climates
are presumed to be friendlier than those who live in
colder climates, whereas people from richer coun-
tries are judged as being more task oriented, asser-
tive, and interpersonally cold than people from
poorer countries (McCrae et al. 2007). In certain
nations, national character stereotypes about one’s
own nation appear to be formed, at least partly, in
reference to a dominant neighboring nation (e.g.,
USA, Russia). For instance, Canadians see them-
selves as the mirror image of Americans
(Terracciano et al. 2005), whereas Estonians and
Finns (Realo et al. 2009) describe themselves as the
mirror image of Russians. National character ste-
reotypes may also reflect dominant values of a
society (McCrae et al. 2007) or by attributing
socially desirable personality traits to typical mem-
bers of one’s nation (Allik et al. 2010).
N
Conclusion

The content of most of the national character
stereotypes is temporarily stable, at least in the
short term. National character stereotypes are
formed on the basis of different geographical,
historical, economic, and social factors, and their
origins often differ from nation to nation. National
character stereotypes may, but do not necessarily
need to, be inaccurate.
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Introduction

Among the earliest testimonials of human civili-
zation is a deep intuition that some aspects of
human behavior originate in our genetic makeup,
while others feel like the result of upbringing or
exercise. A central question posed by both ancient
philosophers such as Aristotle and modern
researchers in the twenty-first century deals with
the impact of nature and nurture on human char-
acteristics such as personality or intelligence.
While Aristotle questioned how resemblances
between parents and their offspring can be
explained (Henry 2006), Sir Francis Galton
(1869) as one of the first scientists already dealt
in his famous work Hereditary Genius with the
genetics of intelligence.

The nature versus nurture debate represents
one of the oldest issues in the research of human
behavior dealing with the question whether
inherited traits or life experiences (e.g., upbring-
ing) play a greater role in shaping, for example,
our personality. The debate centers on the relative
contributions of genetic inheritance and environ-
mental factors rather than the absolute impact of
these factors to human development. A central
paradigm to study the importance of genetics ver-
sus environment put forward by Galton was the
twin design. Although Galton oversaw many
methodological twin study issues in his landmark
paper History of Twins (Galton 1876), his work
clearly made way for using twin designs to get
insights into the role of genetics and environment
in individual differences in cognitive abilities and
personality. For this achievement, Sir Francis Gal-
ton is seen by many as the founder of Behavioral
Genetics (see Fig. 1).

The main idea behind twin studies refers to the
simple notion that if persons being related to each
other are more similar than non-related individ-
uals, genetics must play a certain role. Although
this idea is true to some extent, scientists know for
quite some time that shared environmental influ-
ences (such as parents showing same parenting
style toward their children) can also be a cause for
such higher similarities in related individuals (for
a detailed description, see Knopik et al. 2016;
Hahn and Spinath 2017). Nevertheless, to get an
overview on results from twin research in the
realm of the life sciences including psychology,
it has been underlined by a recent mega-analysis
taking a look at 50 years of twin research between
1958 and 2012 – covering more than 14 million
twin pairs – that about 50% of individual
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Fig. 1 Sir Francis Galton is
seen as the founder of
Behavioral Genetics by
many scientists. Moreover
he coined the term “nature-
nurture” (Gillham 2001).
The copyright of Figure 1
has been granted by
Subhadra Das by UCL
Galton Collection
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N
differences in human traits can be accounted for by
genetics (Polderman et al. 2015). This is also in line
with data observed in studies stemming from per-
sonality research (Jang et al. 1996; Montag et al.
2016; Riemann et al. 1997). Of note, heritability
estimates for individual differences in intelligence
are even a bit higher than those for individual
differences in personality (see review by Arslan
and Penke 2015).
The Misunderstanding of Genetic
Determinism

One of the major misunderstandings of heritabil-
ity and the reasons why many laypersons over-
estimate the importance of genetics for variation
in psychological traits could be the existence of
monogenetically inherited neurological disorders
such as Huntington’s disease. Here, carrying a
distinct genetic variant on the huntingtin gene
results inevitable in the outbreak of this severe
movement disorder (e.g., Langbehn et al. 2004).
This and similar kind of empirical results from
neurology can easily make people believe in a
genetic deterministic view (“genes are the only
cause for who I am”) potentially carrying over to
also explain individual differences in psycholog-
ical phenotypes such as intelligence and person-
ality. As seen in the introduction, this thought is
far from the truth, because (a) studies using twin
designs proved without doubt that individual dif-
ferences in these psychological traits are both
influenced by nature and nurture (Polderman
et al. 2015). Moreover, (b) intelligence and per-
sonality are usually normally distributed traits in
the population (e.g., see Montag et al. 2012),
which speaks for the influence of hundreds of
genetic variations interacting with the environ-
ment on the mentioned psychological traits. If a
genetic deterministic view would be correct, one
would expect persons of a population to be either
intelligent or not which is not in line with the
observed distribution.
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How Nature and Nurture Interact

Whereas twin studies clarified that both nature
and nurture rather than nature versus nurture are
of tremendous importance to understand individ-
ual differences in human behavior, earlier studies
in this field suggested to some extent that both the
influences of nature and nurture have to be under-
stood as somewhat of distinct entities influencing
complex human psychological traits. Recent
developments in twin studies as well as evidence
from molecular genetic research demonstrated the
need to take a closer look at the interaction
between nature and nurture on psychological vari-
ables including psychopathological states (e.g.,
Purcell 2002; Montag and Reuter 2014).

Maybe the most prominent finding from
molecular genetics demonstrated that carrying
the so-called s-allele of the 5-HTTLPR on the
gene coding for the serotonin transporter (called
SLC6A4 gene) results in higher probability to
suffer from depression but only when adverse
environmental effects could be observed in child-
hood (Caspi et al. 2003; see also meta-analysis by
Risch et al. 2009 and Karg et al. 2011). This kind
of gene by environment effect speaks for an
inherited sensitivity of a person. This means that
a genetic risk together with an adverse environ-
ment will be responsible for the outcome of a
certain psychological phenotype. Aside from this
Reiss et al. (2013) discussed three more possible
forms of gene by environment interactions, which
have been studied to a lesser extent so far. These
are the concepts of differential susceptibility,
goodness of fit, and social enhancement. Differ-
ential susceptibility describes the concept that
some persons are more sensitive reacting toward
all kinds of positive and negative social environ-
ments. Hence, a person with the aforementioned
s-allele of the 5-HTTLPR on the one side would
suffer more from an adverse environment; on the
other side, this person would also more profit from
a positive environment (e.g., Bakermans-
Kranenburg et al. 2008; Mitchell et al. 2011).
The concept of goodness of fit refers to the
match between one’s own genetic makeup
(= genetically arising needs) and the
environment. In this setting, a person will only
strive if a perfect match between genes and envi-
ronment can be found. Finally, social enhance-
ment summarizes those genes by environment
effects where inherited abilities can only prosper
when being in a cognitive demanding environ-
ment. An example could be the promotion of
intellectual gifted children with special learning
programs (VanTassel-Baska 2005). In sum, the
nature versus nurture debate moved in the past
century to an understanding of nature via nurture
to understand the development of human charac-
teristics over time.
The Impact of the Environment on Gene
Activity: The Field of Epigenetics

The latest developments in the study of gene by
environment effects stem from epigenetic
research. Epigenetics describes a rather new dis-
cipline investigating the effect of the environment
on gene activity (Meaney 2010; Youngson and
Whitelaw 2008; Zhang and Meaney 2010). In
contrast to classic molecular genetic approaches
in the study of individual differences (e.g.,
Montag et al. 2015; Plieger et al. 2018),
researchers in the field of epigenetics do not
focus on screening the genome for genetic vari-
ants being linked to personality or cognitive abil-
ities. Instead they currently shift their attention on
the investigation of methylation patterns to under-
stand how the environment impacts on the gene
activity. Although the complete genetic code of
a person can be found in the nucleus of each cell
of the human body (with the exception of the
red blood cells, because they have no nucleus),
genetic information is not available in all of these
cells. Many of the approximately 25.000 genes
located on the human genome are only activated
upon request (e.g., to provide information on
building insulin when you have eaten something).
Methylation patterns can be best studied in pro-
moter regions of genes, hence those regions where
a gene is activated. If a promoter gene is strongly
methylated (hypermethylated), it is closed and
cannot be read. In contrast, when the promoter
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of a gene is hypomethylated, the gene can be acti-
vated and read. In this context, it has been shown
that a growing number of psychological/psychiat-
ric phenotypes can be linked to individual differ-
ences in methylation patterns of the epigenome
(Haas et al. 2016; see a review by Toyokawa et al.
2012). Taking these recent developments together,
the study of the epigenome could be one of the
molecular missing links to understand how the
environment modulates gene activity.
N

Conclusions

In sum, the present short chapter showed that the
nature-nurture debate has come a longway from the
ancient Greek philosophers such as Aristotle to the
study of the epigenome in the twenty-first century.
With every next step taken in disentangling the
effect of nature and nurture on psychological phe-
notypes, it becomes more and more visible how
deeply both genes and environment are entwined
over time. Setting nature and nurture aside from
each other will not help to understand why we are
the kind of creatures we become. This has also been
pointed out by Donald Hebb: “Following a public
lecture, a journalist approached the renowned psy-
chologist DonaldHebb and asked for his opinion on
which factor contributed more to the development
of personality, nature or nurture. Hebb responded
that to pose this question was akin to asking what
contributed more to the area of a rectangle, the
length or the width.” (Meaney 2001, p. 50).
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minutes of clinical death – no heartbeat or
respiration – ending in successful resuscitation.
Altered perceptions – NDE features – can be
categorized as nonmaterial, a peaceful floating
sensation devoid of other phenomena; material,
perception of the physical world from a location
apart from the physical body; and trans-material,
perception of and interaction with environments
and/or entities not of the material world, examples
of the latter being deceased loved ones and other
spiritual beings. Although these feature categories
typically occur in the aforementioned order, an
NDE can consist of any one or more of the cate-
gories in any order and can even be combined, as
in the case of an experiencer undergoing surgery
and in cardiac arrest who, from a position outside
her physical body, saw spiritual entities (trans-
material) in the operating room (material) infusing
healing light (trans-material) into the surgeons’
bodies and, through their fingertips, into her own
physical body (material). Whereas most NDEs are
dominated by pleasurable emotions such as peace,
joy, and love, a minority – perhaps 10% – is
dominated by distressing emotions such as terror,
horror, or guilt. In addition to experiencers typi-
cally being adamant that their experiences were
real, several cases have been compiled in which
experiencers’ perceptions that should have
been impossible considering the condition and
position of their physical bodies were subse-
quently verified as completely accurate by one or
more credible third parties, most often physicians
in attendance during the close brush with death
(Rivas et al. 2016).

Researchers investigating personality as it
relates to NDEs have focused on two categories.
First, they have searched for personality traits that
may have preceded an NDE and possibly contrib-
uted to its occurrence or the occurrence of certain
of its features. Second, they have studied person-
ality changes following an NDE. This research
has predominantly taken the form of comparison
of experiencers to non-experiencers, especially
the approximately 80% of people who survived
a closed brush with death but did not report
an NDE.

The search for personality traits that may help
predict which survivors of a close brush with
death will have an NDE, or will have certain
NDE features, has been largely fruitless
(Holden et al. 2009). A major caveat is that all
such research has been retrospective – occurring
after the NDE – such that the NDE may have
altered recall or expression of the trait. Because
experiencers have been found to be demograph-
ically indistinguishable from non-experience
survivors of close brushes with death, virtually
any potentially demographically related person-
ality feature – such as age, sex, or culturally
related – may be ruled out. One exception to
this generalization is that reported NDE features
tend to correspond to experiencers’ cultural
worldviews; again, however, it is unclear
whether this correspondence reflects an actual
difference in the experience itself or in the limi-
tations of using one’s culturally bound language
and mental constructs to describe an experience
that is widely acknowledged to be essentially
ineffable. Experiencers and non-experiencers
have been found indistinguishable regarding
mental health. In Locke and Shontz’s (1983)
comparison of experiencers and non-
experiencers following a close brush with
death, they found no significant differences in
intelligence, extraversion, neuroticism, state
anxiety, trait anxiety, and Rorschach indicators
of openness to unusual experience. Although
some researchers have found experiencers to
remember their dreams more often, to be good
hypnotic subjects, to be adept at mental imagery,
to show more psychological absorption and fan-
tasy proneness, and to report significantly more
childhood trauma and associated dissociative
tendency than non-experiencers’ report, these
findings either have not been replicated or have
been rendered equivocal by subsequent research
(Council and Greyson 1985; Greyson 2014;
Irwin 1985; Ring 1992). At most, some of these
characteristics may be facilitative, but certainly
are not requisite, to the existence or content of
an NDE.

Personality changes following NDEs have
been extensively researched and are well
established (Noyes et al. 2009). Although this
research also has been retrospective, validity of
results is strengthened by consistency of findings
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between studies and by some studies that included
corroboration of changes in experiencers by
experiencers’ intimates. The deeper an NDE –
the more features it included and the more intense
those features – the more extensive the aftereffects
are likely to be. One way to categorize NDE
aftereffects is by their predominantly psycho-
logical, spiritual, physical, or social character
(Holden 2017). Among pleasurable near-death
experiencers, perhaps the most pervasive psycho-
logical aftereffect is loss of fear of death;
experiencers typically look forward to, but do
not seek, death. Despite this tendency, some
experiencers report a persistent longing for the
profound peace and love they experienced in
their NDEs. Other psychological changes include
greater sense of meaning and purpose in life,
greater self-esteem, reduced valuing of material
possessions, greater compassion for other beings,
increased valuing of service to living beings, an
altered cosmological belief system, and greater
appreciation for life. Spiritual changes include
increased interest in spiritual matters, a tendency
to become more spiritual but less religious, a
conviction that consciousness survives physical
death, and an increase in psychic and related
abilities such as precognition and clairvoyance.
Physical changes reportedly include altered
metabolism, food preferences, need for sleep,
allergic sensitivities, and responsiveness to medi-
cation; they also include electromagnetic phe-
nomena, both receptive, such as reportedly
greater sensitivity to electrical fields, and active,
such as electronic devices malfunctioning in the
experiencer’s physical vicinity (Blalock et al.
2015). Social changes include loss of fear of pub-
lic speaking, gravitation to different social groups
and to more service-oriented careers, and, among
experiencers married at the time of their NDEs,
greater incidence of divorce – and remarriage to
individuals whose beliefs and values more closely
align with experiencers’ changed cosmological
belief systems.

Research on distressing near-death experiencers
is limited but indicates that short-term aftereffects
may be different – such as an increased rather than
decreased fear of death – but eventually are similar
to aftereffects of pleasurable NDEs (Bush 2009).
Likewise, more limited research on children’s NDE
aftereffects indicates similarity to adults’ NDE
aftereffects. Although some aftereffects mani-
fest immediately, others may take years to man-
ifest fully, and the process can be challenging
if, for example, the NDE was deep, the
experiencer was a child, and/or the experiencer
encountered a harmful response to disclosure
of the experience in the form of discounting,
diagnosing, or demonizing the experience
or experiencer (Holden et al. 2014; Stout
et al. 2006).

In summary, although researchers have found
some personality traits that may facilitate or con-
tribute to the occurrence of NDEs during close
brushes with death, they have found none that
characterize even a majority of experiencers. Con-
versely, they have found among experiencers a
number of fairly consistent personality changes
that appear to be attributable to the NDE and not
merely to having survived a close brush with
death. Although the specific mechanisms of this
change process have not been determined conclu-
sively, experiencers tend to attribute the changes
to their immersion, however briefly, into a usually
subjectively real or hyperreal alternate state of
existence.
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Research Interests

Edward Nęcka’s research interests evolved from
creativity studies to intelligence research and
investigations of self-control. He belies that crea-
tivity, intelligence, and self-control are basic
determinants of human achievements and perfor-
mance, both in academic settings and in the work-
place. Being relatively independent one of
another, these three dimensions of individual dif-
ferences allow better prediction of one’s life
career than any of them separately. In his research,
Nęcka consistently attempts to describe cognitive
underpinnings of these individual traits. He
believes that one’s creativity, intelligence, or
self-control are determined by basic cognitive
processes and skills. Particularly, he is interested
in working memory and cognitive control as pos-
sible factors apt to account for individual differ-
ences in creativity, intelligence, and self-control.
He is also interested in cognitive training as a
means to boost and develop these traits.
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Synonyms

Achievement motivation
Definition

Need for achievement is the desire to obtain excel-
lent results by setting high standards and striving
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to accomplish them. It is a consistent concern with
doing things better.
Introduction

Scientists’ interest in the issues of motivation to
achieve successes was developed in the first half
of the twentieth century, when Henry Murray
(1938, p. 164) defined the need for achievement
as a desire to “accomplish something difficult;. . .
to overcome obstacles and attain a high standard;
to excel oneself; to rival and surpass others.”

A significant contribution to the development
of studies on the need for achievement was made
by David McClelland, who, together with his
co-workers, adapted the Thematic Apperception
Test to examine motivation to achieve successes
(McClelland et al. 1953). He defined the need for
achievement as a general and relatively stable
personality disposition that is learned on the
basis of affective experiences. He claimed that
all people define their goals and pursue them
because they feel the need for achievement.
Theoretical Background

Need for achievement was identified by Murray
(1938) as one of the basic human needs. In his
conception, need for achievement, like other
needs, was treated as a part of a person’s person-
ality, which can trigger behavior across different
situations.

Murray’s concept of need for achievement was
systematically developed by McClelland and his
colleagues. McClelland identified three types of
motivational need, which he described in his 1961
book, The Achieving Society: a need for achieve-
ment, a need for affiliation, and a need for power/
authority. McClelland said that most people,
regardless of culture, gender, or age, possess and
exhibit a combination of these motivational char-
acteristics, and one of these is the person’s dom-
inant motivating driver. He also argued that these
needs are socially acquired or learned, which is
why this theory is sometimes called the Acquired
Needs Theory or the Learned Needs Theory.
McClelland argued that the basis for the need
for achievement lies in the affective gratification
which is associated with mastering difficult tasks
or improving one’s performance. According to
McClelland (1988), children have an inborn abil-
ity to feel satisfaction as a result of the growth of
their own skills. Due to the skills, they achieve a
greater and greater influence upon the surround-
ing reality. Therefore, it is possible to strengthen
the inborn motivation to improvement by means
of systematic creation of situations in which a
child experiences this type of satisfaction. While
facing a child with a challenge, in organizing a
situation in which improvement is possible, one
may evoke anticipation of this state (that is pleas-
ant and attractive), which leads to activity aimed
at achieving a positive result. McClelland also
believed that needs could be developed in
grown-up individuals. Therefore, he developed
several training programs for managers to
increase their need for achievement.

The assumptions formed by McClelland were
developed by his co-worker John Atkinson
(Atkinson and Feather 1966). He proposed that
the tendency to engage in an achievement task is
the sum of two opposed tendencies: a tendency to
achieve success (hope for success) and a tendency
to avoid failure (fear of failure). Although both the
tendencies are present in everybody, one of them
is usually predominant. People with strong
achievement motive are approach-motivated indi-
viduals, and those in whom the motive to avoid
failure is stronger are avoidance-motivated
individuals.

These tendencies develop on the basis of emo-
tional experiences of an individual. The approach-
oriented tendencies develop when behaviors that
have been undertaken in order to achieve a goal
become associated with some pleasant conse-
quences and positive affect. Whereas avoidance-
oriented tendencies develop when avoiding
behaviors lead to reduction of displeasure or a
negative affect (Atkinson and Feather 1966;
McClelland et al. 1953). The pattern of need for
achievement one possesses influences the per-
son’s emotional reactions to standards of excel-
lence. Hope for success is related to positive
emotions like hope, pride, and anticipatory
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gratification. Fear of failure is associated with
negative emotions such as anxiety, defense, and
fear that a particular achievement situation is too
difficult. Dominance of one of the two motives
influences also one’s preferences to specific tasks.
Approach-motivated individuals prefer intermedi-
ate risk while avoidance-motivated individuals
avoid intermediate risk, preferring instead either
very easy or very difficult undertakings (Atkinson
and Feather 1966).

In contemporary theories of achievement moti-
vation, behaviors related to achievements are
explained in categories of achievement goals
rather than needs. This alternative approach was
offered by Carol Dweck (1986), who proposed
dichotomous achievement goal framework that
comprises performance goals and mastery goals.
Performance goals are focused on demonstrations
of competence relative to others, while mastery
goals are focused on the development of compe-
tence and task mastery. Accordingly, performance
goals have largely negative and mastery goals
primarily positive influence on achievement-
related behaviors. This conceptualization of
achievement goals is systematically extended by
Andrew Elliot and his colleagues (e.g., Elliot
et al. 2011).
Correlates of the Need for Achievement

Numerous studies have linked achievement moti-
vation with other characteristics and domain-
relevant outcomes, such as academic performance
(e.g., Hustinx et al. 2009), entrepreneurial success
(e.g., Collins et al. 2004), and economic growth
(Beugelsdijk and Smeets 2008).

Research has also demonstrated that individ-
uals with a high level of the need for achievement
have certain characteristics which enable them
to work best in certain situations. They like
situations in which they take personal responsibi-
lity for finding solutions to the problems.
They have a tendency to work hard, seek chal-
lenges, and outperform others across situations
(Atkinson and Feather 1966; McClelland et al.
1953; Murray 1938). They constantly seek
improvements and ways of doing things better.
Achievement-motivated individuals perceive
challenging tasks as an opportunity to experience
the positive affect associated with proficiency and
mastery (Schultheiss and Brunstein 2005). They
prefer moderate achievement goals, realistic but
challenging tasks and perform better at these tasks
(Ramsay and Pang 2013). Moreover, individuals
high in the need for achievement are interested in
regular, concrete feedback on their progress and
achievement (McClelland et al. 1953; Ramsay
and Pang 2013). They seek feedback that is reli-
able, quantifiable, and factual because it allows
them to improve on their performances (Brunstein
and Maier 2005). The achievement drive is also
differentiated from a generalized drive for suc-
cess. Accordingly, achievement-motivated indi-
viduals are interested in efficiency, in getting the
same result for less effort, in finding shortcuts.
Those who like to work long and hard are instead
high in two other motivational characteristics –
the desire for controlling action and the need for
power.
Measuring the Need for Achievement

Measurement of the need for achievement is
based upon the assumption that there exist two
separate though interrelated motivational sys-
tems: implicit motives and explicit motives
(McClelland et al. 1989). Implicit motives are
relatively constant and unconscious needs that
are linked to preferring definite types of stimuli
as pleasant or unpleasant ones. They develop as
early as in early childhood by means of affective
experiences. Although implicit needs exert an
influence upon one’s behavior, an individual is
not aware of the impact and cannot describe
them freely. That is why they are measured indi-
rectly with the use of projective methods. Mea-
surement of the implicit need for achievement
(often denoted as n Ach or n Achievement) is
most often made with the Picture Story Exercise
(PSE; McClelland et al. 1953), which was
constructed on the basis of Murray’s Thematic
Apperception Test (TAT). The tool comprises a
set of ambiguous pictures that present – among
others – some social situations, and participants
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are asked to interpret them. Every statement of the
examinees is assessed according to the elaborated
system of the need for achievement indicators.

In contrast, the explicit system contains con-
scious and verbalized beliefs about one’s own
goals and preferences, cognitive representations
of what a person wants to achieve at present. As
explicit goals are accessible to consciousness,
they are measured with self-report methods such
as questionnaires, for example: Personality
Research Form (Jackson 1974) orWork and Fam-
ily Orientation Scale (Spence and Helmreich
1983). Contrary to n Ach, the self-attributed
need for achievement is often denoted as san
Achievement (McClelland et al. 1989).

Correlations between implicit and explicit
measures of the need for achievement are nonsig-
nificant or weaker than expected (Köllner and
Schultheiss 2014; McClelland et al. 1989). Also
their determinants and behavioral consequences
are different. Implicit motives are better predictors
of spontaneous long-lasting behavioral tenden-
cies, whereas explicit motives render it possible
to predict short-term immediate choices and
behaviors to a greater extent (e.g., McClelland
et al. 1989). Moreover, implicit motives are
related to a general orientation toward varied
types of tasks, while explicit motives are often
determined by social norms that allow for defining
areas in which the goals may be realized. Due to
that n Ach is linked to a general tendency to
improve oneself and to do tasks well, and explicit
desires for achievement are related to an attempt at
achieving positive results in a given area, for
example, at school or at work. A number of stud-
ies have also demonstrated that the degree of
congruence between implicit motives and explicit
goals is moderated by certain personality traits
and is associated with self-determination and
well-being (e.g. Schultheiss et al. 2008).
Conclusion

Since the early part of the twentieth century, the
need for achievement has been the focus of the
vast majority of personality research on social
motives. It investigated both antecedents and
consequences of the need for achievement.
Achievement motivation can be approach-
oriented (hope for success) or avoidance-oriented
(fear of failure). Moreover, there exist two sepa-
rate motivational systems: the implicit need for
achievement measured indirectly via projective
methods is unrelated or inconsistently related
to explicit motives measured with self-report
methods.
Cross-References

▶Achievement Goals
▶Achievement Motives
▶Approach-Avoidance Conflict
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Synonyms

Affiliation motive; Need for belonging
Definition

The need for affiliation is a term which
concerns establishing, maintaining, and restoring
positive relationships with other people (Atkinson
et al. 1954). People with a high need for affiliation
are sociable, friendly, interested in social interac-
tions, and they prefer being in other people’s
company rather than on their own.
Introduction

The term was first introduced by Henry Murray, in
1938 in his book Explorations in Personality, and
popularized by David McClelland who considered
the need for affiliation to be an individual’s main
motivational disposition, together with the need for
achievement and the need for power. It was also
included among the basic needs in Maslow’s theory
and defined as a need for belonging and love, trig-
gered after satisfying physiological and safety needs.

The need for affiliation motivates an individual
to seek contact with others. Satisfying this need
entails gaining some benefits – receiving a reward
or avoiding a punishment. Apart from individual
differences in the level of the need for affiliation,
situational variability may be observed. The need
for affiliation has adaptive significance and influ-
ences subjective well-being.
Components

The need for affiliation is not a uniform construct
and it can be motivated by two main tendencies:
hope of intimacy and fear of rejection (Schultheiss
2008). People with a high need for affiliation
derive pleasure and satisfaction from contact
with others. Therefore, tending towards this con-
tact is associated with hope for positive emotions
and gaining thus positive reinforcement. The
search for affiliation may also be accompanied by
fear that an individual will not be considered attrac-
tive enough andwill be rejected. In this case, the need
for affiliation is motivated by the desire to diminish
the discomfort related to the potential isolation and
solitude, so the search for relationships occurs on the
basis of negative reinforcement. These two compo-
nents are independent from one another. Thus, an
individual, while satisfying the need for affiliation,
may experience high levels of both hope of intimacy
and fear of rejection.
The Formation of the Need for Affiliation

A significant factor in the formation process of the
need for affiliation is the behavioral patterns of
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parents toward children in early childhood.
A longitudinal study of McClelland and Pilon
(1983) showed that a higher need for affiliation
in adulthood is related to a more frequent use of
praise in the upbringing process and lower avail-
ability of the mother to a crying baby. Therefore, if
an individual’s instrumental behavior related to
the search for contact with others is rewarded,
for example, through gaining appreciation or
interest of one’s family, the likelihood of the
search for affiliation in the future is increased.
A higher need for affiliation may also be associ-
ated with punishment received in the past for the
lack of initiative in contact with others. Further-
more, studies indicate that previous experience of
the negative consequences of intimacy with others
may result in low need for affiliation, which man-
ifests itself in fear of intimacy and avoidance of
involvement in relationships (Schultheiss 2008).

Differences in the desire to contact others may
also have their source in cultural factors. The need
for affiliation has been found to be higher in
collectivistic than in individualistic cultures
(Triandis 2001). Additionally, people from indi-
vidualistic cultures have a tendency to establish
numerous yet superficial relationships, whereas in
collectivistic cultures the number of established
relationships is smaller but their quality – in terms
of their depth and stability – is higher.
Situational Variability

The need for affiliation is a dynamic feature,
inasmuch as apart from interindividual differ-
ences in its levels, there are also intraindividual
ones. It means that an individual’s level of the
need for affiliation may be subject to certain
fluctuation as a result of situational factors.
Privacy regulation theory (Altman 1977) assumes
that individual’s need for privacy (vs. affiliation)
may vary from openness to withdrawal within a
few hours. It is due to the fact that people
operate according to optimization principle
which assumes that they try to adjust their current
level of social interactions to the desired level. If
they do not have enough contact, they feel lonely,
while too much of it may make them feel over-
whelmed. Individual’s feeling of isolation or
overwhelming is thus of a subjective and relative
nature. It is not stable but it changes according to
the desired level of contact at a given moment.
An alternative model explaining the situational
variability in the need for affiliation is the
model of social affiliation (O’Connor and
Rosenblood 1996). The authors assume that peo-
ple operate according to the principle of homeo-
stasis, maintaining a stable level of relationships,
as close to the desired level as possible. Variations
from this optimum, occurring as a result of
experiencing various situations, motivate an indi-
vidual to seek different levels of social contact, so
that this optimal level may be restored. If an
individual experiences an overload of social stim-
ulation, the restoration of the optimum will
involve seeking solitude. Analogically, experienc-
ing too much solitude and isolation will motivate
an individual to establish contact with others.
Behavioral Correlates

Individuals with a high need for affiliation
come into interaction with people perceived as
friendly or similar to them and those who express
similar opinions. The experiment of Schultheiss
and Hale (2007) showed that such people focus
their attention on those social stimuli which may
indicate affiliation or rejection – happy or smiling
faces, as well as angry and hostile ones. High-
affiliation individuals smile, laugh, and use the
pronoun “we” in contact with others more fre-
quently (McAdams et al. 1984).
Adaptive Significance

The need for affiliation is described as one of the
key predictors of subjective well-being of an indi-
vidual. Gable (2006) proved that hope of affilia-
tion is associated with a lesser feeling of solitude
and a more positive attitude towards social rela-
tions, whereas fear of rejection coexists with a
higher feeling of solitude, lesser satisfaction, and
higher anxiety over social relations, as well as a
lower level of emotional well-being. The need for
affiliation is significant also in the process of
dealing with stress. It is connected with social
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support perceived by an individual, which is an
important factor helping an individual in the pro-
cess of adaptation to stressful events. A high
level of fear of rejection, associated with the
tendency to doubt whether one is liked, attrac-
tive, and “taken care of” by others, diminishes the
availability of this factor and thus the effective-
ness of dealing with stressful stimuli. In case of
lack of stressors, high-affiliation people are less
likely to become ill than others (McClelland
1989).
N

Measurement

It is assumed that the need for affiliation, as one of
motivational features, is not available to an indi-
vidual’s consciousness and thus should not be
measured with methods based on self-description
(Schultheiss 2008). It shapes behavior indirectly,
giving emotional meaning to external stimulation,
but it does not initiate a declarative process avail-
able to conscious processing. People usually
remain unconscious of the fact that their behavior
is motivated by the need for affiliation and so they
are unable to accurately determine its level. For
this reason, the measure of the need for affiliation
is partly conducted through projective tests, the
most common of which is the Thematic Apper-
ception Test (TAT) by Murray. In this method, the
task of the person tested is to tell a story on the
basis of a series of pictures. Each of them contains
ambiguous clues, thanks to which the person
tested interprets the observed situations on his/her
own and, as the author assumed, expresses sub-
conscious needs, such as the need for affiliation.
The TAT had many modifications, for example,
the Picture Story Exercise (PSE) by McClelland,
Koestner, and Weinberger or the Multi-Motive
Grid (MMG) by Sokolowski, Schmalt, Langens,
and Puca.
Conclusion

The need for affiliation may be motivated by a
desire to experience intimacy and a desire to avoid
solitude. Special attention should be paid to peo-
ple in whom the second tendency is particularly
high when the fear of rejection and solitude deter-
mines social behavior. Despite the behavioral
similarities between people with high hope of
intimacy and people with high fear of rejection,
the level of physical and emotional well-being
substantially distinguishes them. Being aware of
the developmental precursors of these two tenden-
cies provides the chance for the most beneficial
way of forming the need of affiliation.
Cross-References

▶Collectivism
▶ Individualism
▶ Instrumental Conditioning
▶ Projective Tests
▶ Social Support
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Need for Anonymity
▶Need for Privacy
Need for Autonomy, The
Lisa Legault
Clarkson University, Potsdam, NY, USA
Synonyms

Agency; Freedom; Perceived choice; Personal
causation; Volition
Definition

Autonomy is a critical psychological need. It
denotes the experience of volition and self-
direction in thought, feeling, and action. It refers
to the perception of being self-governed rather
than controlled by external forces.
Introduction

Human beings want to make their own decisions,
pursue their own goals, and come up with their
own ideas. In other words, they want to feel
autonomous. According to self-determination the-
ory (SDT; Ryan and Deci 2000), which is a broad
theory of human motivation and personality,
autonomy is one of the three basic psychological
needs (along with competence and relatedness)
which are necessary for optimal growth and
well-being. When people feel autonomous, they
perceive their needs, motivations, preferences,
and behaviors to be aligned and congruent with
one another. In other words, they feel like the
directors of their own lives and live according to
their own interests and values.When autonomous,
people endorse their own feelings and actions
at the highest order of reflection (Ryan and
Deci 2004). This desire to feel self-directed and
self-endorsed is innate. All individuals will natu-
rally strive to have this need fulfilled, as long as
their environment facilitates and supports this
striving. This implies that the individual is contin-
ually involved in an interaction with his or her
environment, and while the need for autonomy is
present in all individuals regardless of back-
ground or culture (Chen et al. 2015; Chirkov
et al. 2010), it requires nutrients from the environ-
ment in order to flourish.
Autonomy Is Both a Personal Trait
and a Motivational State

People may strive toward feeling self-directed and
self-determined in their lives, that is, they may
embody an overall disposition toward feeling
autonomous that is relatively enduring – such
that they generally experience a sense of personal
endorsement of their goals and actions. This
reflects autonomy as a personal trait or disposi-
tion. However, autonomy is also motivational in
nature; it pertains to the specific domain or task at
hand. Thus, while an individual may feel an over-
all sense of volition and self-concordance in his or
her life (trait), feelings of autonomy in specific
domains (e.g., work, school, sports, relationships)
or in the context of specific activities (cooking
dinner, drawing a picture) might vary from high
to low. So, the same person might feel highly
autonomous with family when, say, making deci-
sions and plans regarding what to eat for dinner or
where to go on vacation, but feel low in autonomy
at work when being required to complete
unenjoyable or menial tasks that are mandated
by one’s employer. This means that, although
autonomy can be somewhat stable at the person-
ality level, it can also vary from situation to situ-
ation and moment to moment. In other words, the
extent to which an individual feels autonomous on
any given day, or at any given moment, depends
largely on the characteristics of the situation, the
features of the task at hand, and the quality of the
interpersonal interaction.

The experience of autonomy is subjective. It
depends upon the moment-to-moment perception
of three interrelated components – an internal
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perceived locus of causality, a sense of volition,
and perceived choice (Reeve 2014). When an indi-
vidual’s perceived locus of causality (PLOC) is
internal, she feels like the primary cause or source
of her motivated action. That is, her behavior stems
from her own personal beliefs or desires. For
instance, she might choose to go to see a movie
with her friend because she very much wants to see
that particular movie and looks forward to spend-
ing quality time with that particular friend. Thus,
the source of the motivation is internal and per-
sonal. In contrast, when the perceived locus of
causality is external, the individual is likely to
perceive his behavior as governed by environmen-
tal sources that are outside himself (e.g., another
person or a controlling situation). For instance, he
might join a friend for a movie because his friend
pressured him into it, or because he feels obligated
due to the commitment he originally made.

Volition refers to feelings of freedom and will-
ingness to engage in activity or experience. The
idea of volition is concerned with “wanting to” do
something, as opposed to “having to” do
it. Volition is marked by an absence of coercion.

Finally, perceived choice reflects the experience
of flexibility and opportunity in making decisions.
True choice occurs when the individual is able to
reflectively decide to pursue one task or path over
other courses of action, as opposed to feeling pre-
ssured into a certain way of thinking or acting, or
having to “choose” between undesired alternatives.
Satisfying the Need for Autonomy

Evidence from research labs around the world
suggest that when the need for autonomy is satis-
fied, people feel more interested, engaged, and
happy (Niemiec and Ryan 2013). In contrast,
when the need for autonomy is neglected or
actively frustrated, people feel more alienated,
helpless, and sometimes even hostile or destruc-
tive (Moller and Deci 2010). Because people can-
not be separated from the environment in which
they inhabit, the well-being of any individual
depends largely on the extent to which the envi-
ronment can provide opportunities to satisfy the
need for autonomy. But how, exactly, is the basic
need for autonomy satisfied? Autonomy-support-
ive contexts facilitate the development and satia-
tion of the need for autonomy by offering choice
and opportunity for self-direction. They nurture
inner motivational resources, offer explanations
and rationales, and use informational language
rather than directives or commands. Autonomy-
supportive people work to align activities with the
other person’s interests and preferences.
Autonomy-supportive teachers, for instance,
may help boost a learner’s autonomy by offering
him or her academic choices and options, or by
conveying the personal relevance and utility of a
task or assignment so that the learner can internal-
ize the meaningfulness of the activity.
Conclusion

Autonomy is the basic need to be self-directed and
to feel self-determined. Similarly, autonomous
motivation refers to the perception of volition,
choice, and personal causation in an activity – as
opposed to feeling pressured, constrained,
restrained, or coerced. People feel autonomous
when they do the things they enjoy or find impor-
tant and valuable. For these reasons, motivational
autonomy is critically related to interest and
engagement with the task at hand. Similarly, dis-
positional autonomy is related to psychological
well-being – presumably because those high in
dispositional autonomy tend to be self-congruent
in their feelings, thoughts, and actions; that is, they
select goals, activities, and courses of action that
are consistent with their fundamental needs and
preferences. This process facilitates growth and
self-integration (i.e., self-concordance or self-
coherence), and instead of perceiving their self-
worth as contingent upon social approval and
meeting expectations, autonomously functioning
individuals feel free to express who they really are.
Cross-References

▶ Intrinsic and Extrinsic Motivation
▶Need for Competence, The
▶ Self-Determination Theory
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▶Entry for Need for Closure
Need for Closure Scale
Arne Roets and Alain Van Hiel
Department of Developmental, Personality, and
Social Psychology, Ghent University, Ghent,
Belgium
Synonyms

NFC; NFCC
Definition

The Need for Closure (NFC) – defined as an
individual’s desire for “an answer on a given
topic, any answer . . . compared to confusion and
ambiguity” (Kruglanski 1990, p. 337; see also
Kruglanski and Webster 1996) – varies along a
continuum with a strong need to attain closure at
one end and a high need to avoid closure at the
other end. Although NFC may be temporarily
increased by situations (e.g., noise or time pres-
sure), people also substantially differ in their
chronic level of “dispositional closure.”
The Original Need for Closure Scale

To measure stable individual differences in NFC,
Kruglanski developed the 42-item NFC scale
(Kruglanski et al. 1993; Webster and Kruglanski
1994). The scale includes five facet scales
representing various ways in which NFC expresses
itself. Individuals high in dispositional NFC prefer
order and structure while abhorring chaos and dis-
order in their lives. They also prefer predictability,
desiring knowledge that is stable and reliable
across circumstances. High NFC individuals fur-
ther also feel compelled to reach quick decisions,
reflected in their need for decisiveness. Moreover,
they feel discomfort with ambiguity, experiencing
unclear situations or stimuli as aversive. Finally,
they are closed-minded, often showing clear resis-
tance to have their knowledge challenged by incon-
sistent evidence or alternative opinions.

The NFC items are rated on 6-point Likert scales
ranging from 1 (strongly disagree) to 6 (strongly
agree). Representative items include: “I like to have
a place for everything and everything in its place,”
“I don’t like to go into a situation without knowing
what I can expect,” and “I dislike it when a person’s
statement could mean many different things.” After
item score reversals for about one third of the items,
higher ratings reflect higher NFC scores.
The Revised Version of the Need for
Closure Scale

Although intended and developed as a one-
dimensional scale with five facets, psychometric
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analyses by Neuberg, Judice, and West (1997) of
the NFC item set revealed a deviating pattern of
inter-item and item-scale correlations for the
Decisiveness facet, as such indicating a two-
dimensional structure. After years of debate
about the dimensionality and meaning of the
NFC scale, a series of studies by Roets and Van
Hiel (2007) demonstrated that the original Deci-
siveness items tap into the ability to achieve cog-
nitive closure rather than into the motivation or
need to achieve closure. To resolve this problem,
Roets and Van Hiel provided six alternative Deci-
siveness items measuring the intended “need for
decisiveness” to replace the seven original items
which were found to probe into ability rather than
into the envisaged need. Subsequent analyses
showed that this revised, 41-item NFC scale con-
stitutes a one-dimensional scale that exclusively
measures need – as intended by its original
developers – and shows good psychometric prop-
erties (see, Roets and Van Hiel 2007).
N

The Brief Version of the Revised NFC
Scale

In response to the frequent use in literature of
abridged, “idiosyncratic” versions of the NFC
scale that included only a selection of the items
for space-saving reasons but without proper vali-
dation, Roets and Van Hiel (2011a) developed and
validated a 15-item version of the revised NFC
scale. The explicit aim of this more standardized
and validated item set was to provide researchers
with a reduced version of the one-dimensional
NFC scale that had high internal consistency as
well as a minimal loss of the content richness and
the predictive power of the full scale. To this end,
Roets and Van Hiel analyzed the single-dimension
factor loadings of the 41 items of the revised NFC
scale in a large, heterogeneous sample and
selected the three items with the highest loadings
for each facet scale. Hence, the 15-item version
includes the items that best tap into the general
NFC construct but also ensures a fair representa-
tion of all NFC facets.

Further analyses showed that the psychometric
properties of the abridged NFC scale were similar
to those of the revised full NFC scale and virtually
identical relationships were found between both
versions of the scale and relevant variables that
had already been associated with NFC in the liter-
ature. An additional validation study by Crowson
(2013) provided further, independent evidence for
the 15-item scale as a reliable, one-dimensional,
stand-alone measure of the need for closure.
Scale use

The scale has mainly been used in psychological
research but also in applied fields such as political
psychology, consumer behavior, and medical
decision-making. If the study design permits,
including the lengthier, full NFC scale is
recommended, especially if NFC is the core var-
iable of interest, since the full scale also allows for
separate analyses with each of the individual facet
scores in addition to the overall score. If space or
time is limited, the brief 15-item version is a valid
alternative measure of overall individual differ-
ences in NFC on a one-dimensional scale. The
abridged scale is, however, not suitable for the
assessment of the individual NFC facets (see
Roets and Van Hiel 2011a).
Related Constructs

Given their similar theoretical background and the
presence of some shared items, the NFC scale is
positively related to the Personal Need for Structure
scale (Neuberg and Newsom 1993) and the Intol-
erance of Ambiguity scale (Eysenck 1954) and
negatively related to the Personal Fear of Invalidity
scale (Thompson et al. 2001). These relationships,
and the negative relation with the Need for Cogni-
tion scale (Cacioppo and Petty 1982) are, however,
rather modest (i.e., |r| < 0.30), confirming that the
scales are clearly different in terms of concept and
measurement (see Kruglanski and Webster 1996;
Webster and Kruglanski 1994).

The NFC scale has shown to be a strong
(unique) predictor of a wide variety of interper-
sonal but also intra- and intergroup phenomena,
including conservatism, authoritarianism, essen-
tialism, and prejudice (see Jost et al. 2003; Roets
and Van Hiel 2011b; Roets et al. 2015).
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Conclusions

The Need for Closure scale measures individual
differences in people’s need for epistemic secu-
rity, referring to their desire for swift and stable
answers and knowledge as opposed to ambigu-
ity and uncertainty. Both the full, 41- or
42-item scale and a short, 15-item version are
frequently used in psychological research, pri-
marily in the domains of social and personality
psychology.
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Need for Cognition
Ben Bauer and Emily Stiner
Trent University Durham, Oshawa, ON, Canada
Synonyms

Typical intellectual engagement
Definition

An individual difference variable which describes
a person’s desire to engage in cognitively chal-
lenging tasks and effortful thinking.
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Introduction

The Need for Cognition (NfC) is a psychological
construct that concerns an individual’s tendency
and enjoyment in seeking, evaluating, and inte-
grating multiple relevant sources of information
toward making sense of their surroundings. It
captures the extent to which individuals chroni-
cally engage in effortful reflection in arriving at an
opinion (cognizers; high NfC) or tend to form an
opinion based on cursory or superficial aspects
(cogmisers; low NfC). This individual differences
variable is typically measured with self-report
scales. The most commonly used are the long-
and short-form Need for Cognition scales
(Cacioppo and Petty 1982; Cacioppo et al.
1984), although the Typical Intellectual Engage-
ment scale has been shown to measure a similar
construct (Woo et al. 2007; in von Stumm and
Ackerman 2013).
N

Psychometric Properties of NfC Scale

The original 34-item and the short-form 18-item
versions of the Need for Cognition scale have
both shown high internal consistency reliability,
with Cronbach’s alpha often reported above 0.8 in
large samples (Cacioppo et al. 1996). Good test-
retest reliability and split-half reliability have also
been established for the Need for Cognition scale.
The scale has been shown over many studies to
be a valid measure of the Need for Cognition
construct and to have acceptable convergent and
discriminant validity (Cacioppo et al. 1996).
Small-to-no correlation has been found between
the Need for Cognition scale and the Marlowe-
Crowne Social Desirability scale, suggesting that
respondents tend to answer truthfully, rather than
in a manner that makes them seemmore interested
in thinking in order to impress (Cacioppo
et al. 1996). It has been translated into several
different languages, including Dutch, French,
German, Swedish, Romanian, and Chinese, and
has maintained high reliability and validity (e.g.,
Bors et al. 2006).

Need for Cognition was theorized as a unidi-
mensional construct, and most factor analyses
conducted on the Need for Cognition scale have
supported a single underlying factor. However,
some researchers have found evidence of two or
more factors that relate to the directionality of the
wording of items (positive vs. negative) and other
methodological artifacts. Furnham and Thorne
(2013) identified three highly intercorrelated fac-
tors (need for cognitive challenge, need for under-
standing, and enjoyment of extensive thought) in
a 34-item scale reworded to all be positive, and
Tanaka and colleagues (1988) also found three
factors (cognitive persistence, cognitive complex-
ity, and cognitive confidence) using the 34-item
scale and a dichotomous yes/no response scale
(in Cacioppo et al. 1996).

Soubelet and Salthouse (2016) investigated the
applicability of the 18-item scale across the
lifespan with over 5,000 respondents between
ages 18 and 99. They report that this scale taps a
“broad construct that could reflect motivation to
seek out intellectual challenge” (p. 1) and that it is
valid over the range of ages studied. Finally,
numerous studies have shown that both the
18-item and original 34-item instruments are gen-
der indiscriminate (Cacioppo et al. 1996).
Outcome Versus Process

Because the level of NfC is proportional to the
typical amount of cogitation and self-awareness
used in assessing a wide variety of topics rather
than the outcome of these processes, it is not
always possible to predict the eventual stance or
opinion of an individual based onNfC. Individuals
anywhere on the scale can manifest faulty judg-
ment or biased decisions though those high
(vs. low) in NfC are more likely to correct for
biases should they become aware of them. In
addition, framing the issue at hand in too simplis-
tic of a manner or removing the motivation to
think can result in disincentivizing high NfC indi-
viduals to think deeply or enjoy effortful thinking.
Similarly, low NfC people can show high NfC
characteristics when the issue is of high personal
significance, is consistent with their own self-
image, or when it is presented in an engaging
manner (Petty et al. 2009). That said, high NfC
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is associated with many positive outcomes such as
more effective study habits, increased critical
thinking, better academic outcomes, and resis-
tance to misconceptions about psychology (e.g.,
Hughes et al. 2015; Petty et al. 2009). Note that
the intercorrelations among these variables sug-
gest multiple determinants of the outcomes, but in
many cases, NfC accounts for significant variance
when other effects are removed statistically. In
addition, NfC has been shown to mediate and to
be mediated by several of these factors (e.g.,
Furnham and Thorne 2013). In general, high
NfC is associated with a greater consistency
between belief and action and with greater confi-
dence in decisions.
Personality Correlates

NfC has been shown to be moderately positively
correlated with general intelligence as well as both
fluid and crystallized intelligence and general
knowledge (von Stumm and Ackerman 2013). It
does not appear, however, to be related to working
memory (Hill et al. 2013). Despite the robustness
of the relationship between NfC and intelligence,
some researchers have argued that the observed
correlations with verbal intelligence are in fact
merely artifacts of the mental energy required to
understand and respond to the negatively worded
items on the scale (e.g., Bors et al. 2006). How-
ever, the finding that NfC is positively associated
with varying measures of academic performance
has remained robust. Due to the nature of the
available analyses, it is not possible to know
whether individuals who are high in NfC are
therefore more motivated to do well in school or
if academic performance instead rewards and
leads to increased enjoyment of cognition.

Numerous studies have also shown that NfC is
positively correlated with the personality trait
openness to experience (e.g., Soubelet and
Salthouse 2016). Results of studies attempting to
determine the relationship of NfC to other person-
ality traits as set out in the five factor model have
been mixed; however NfC does appear to be
related to lower levels of neuroticism (Cacioppo
et al. 1996).
Conclusion

NfC is a stable individual differences variable that
assesses a person’s desire to engage in effortful
thinking and cognitive challenges. Although NfC
only assesses desire and not aptitude, it has been
associated with academic performance and both
fluid and crystallized intelligence. Cognizers seek
out experiences that allow them to think and pro-
cess information deeply and tend tomake decisions
based on facts rather than on mental shortcuts,
although cogmisers can also be motivated to think
more effortfully given certain conditions.
Cross-References

▶Big Five Inventory
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Need for Cognition Scale
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Definition

The need for cognition (NFC) is a primary indi-
vidual difference in individual’s motivation to
engage in effortful cognitive activity.
The Need for Cognition

The ability to engage in effortful cognitive activity
is adaptive. Psychologists have long studied
numerous situational variables that influence the
extent to which individuals are motivated to
engage in effortful cognitive activity (e.g., Chen
et al. 1999). Psychologists are also interested in
understanding individual differences in people’s
tendencies to engage in such activity. A primary
individual difference that motivates cognitive pro-
cessing is the need for cognition (NFC).

The term need for cognition was first used by
Cohen et al. (1955) to refer to an individual’s need
to make the world understandable in coherent,
meaningful, ways. In 1982 Cacioppo and Petty
reinterpreted NFC as the “tendency to engage in
and enjoy thinking” (p. 116). NFC is now typi-
cally defined as a “stable individual difference in
the tendency to engage in and enjoy cognitively
effortful activities across a wide range of
domains” (Petty et al. 2009). People who are
high in NFC tend to think about many things,
including their own thoughts, whereas those low
in NFC, because they enjoy thinking less, tend to
rely more on other people and various mental
shortcuts in their cognitive operations (Cacioppo
et al. 1996; Petty et al. 2009). For example,
Haugtvedt et al. (1992) found that after being
exposed to product advertisements, the product
attitudes of people with high NFC were more
influenced by product quality information,
whereas the attitudes of those with low NFC
were more influenced by the attractiveness of the
product endorsers.

There are hundreds of studies demonstrating
relationships between NFC and various social-
personality variables (for a summary see Cacioppo
et al. 1996). The following is a selective overview.
NFC has been shown to be positively associated
with a number of cognitive characteristics such as
attributional complexity, basing judgments on
rational considerations, and seeking relevant infor-
mation when decision making (Cacioppo et al.
1996). NFC is also positively associated with moti-
vational and personality variables such as intrinsic
motivation (Cacioppo et al. 1996), goal orientation
(Fleischhauer et al. 2010), self-regulated learning
(Cazan and Indreica 2014), openness to experi-
ence, and conscientiousness (Furnham and Thorne
2013; Sadowski and Cogburn 1997). NFC demon-
strates inconsistent relationships with extroversion
(Furnham and Thorne 2013).
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NFC is negatively associated with the cogni-
tive characteristics of dogmatism, cognitive sim-
plification, and need for closure (Cacioppo et al.
1996). It is also negatively associated with moti-
vational and personality variables such as harm
avoidance (Fleischhauer et al. 2010), extrinsic
motivation, (Cacioppo et al. 1996), and neuroti-
cism (Furnham and Thorne 2013; Sadowski and
Cogburn 1997). Most of these relationships are in
the modest to moderate range.

Although NFC reflects cognitive motivation
and not cognitive ability (Cacioppo et al. 1996),
expecting some degree of association between
these two constructs is reasonable. However,
results of the studies on the relationship between
NFC and intelligence have been mixed. Bors et al.
(2006) found that NFC was modestly correlated
with the Mill Hill vocabulary test. However,
Stuart-Hamilton and McDonald (2001) failed to
find such a relationship, and Fleischhauer et al.
(2010) failed to find a relationship between NFC
and crystalized intelligence. Using the WAIS, Hill
et al. (2013) found significant positive correla-
tions between NFC and both fluid and crystallized
intelligence, but no association with working
memory. Also, Fleischhauer et al. (2010) and
Day et al. (2007) found positive relationships
between NFC and fluid intelligence. However,
Bors et al. (2006) found no association between
NFC and fluid intelligence as measured by
Raven’s Advanced Progressive Matrices. In sum,
the relationship between NFC and intelligence is
inconclusive.
Measurement

With respect to measurement, there are two main
scales to measure NFC. Cacioppo and Petty
(1982) developed the original 34-item scale
which was found to have adequate psychometric
properties. A short-form with 18 items was sub-
sequently developed (Cacioppo et al. 1984). Lim-
ited evidence suggests adequate test-retest
reliability of NFC scales (Cacioppo et al. 1996).
Factor analytic studies of the dimensionality of
these scales have differed somewhat in their con-
clusions (Furnhman and Thorne 2013). For
example, studies of the 34-item scale have tended
to identify three factors (e.g., Tanaka et al. 1988).
Using the 18-item scale, Davis et al. (1993) iden-
tified only two factors. Using the short form, Bors
et al. (2006) found that a trait-method solution,
with a single trait factor common to all items and
two method factors based on item polarity, fit the
data best. Furnham and Thorne (2013) modified
the NFC scale by rewording the items so that no
reflection was required and found support for one
underlying NFC factor and three highly correlated
additional factors.

It would be a mistake to believe that individ-
uals high in NFC are invariably more objective in
their reasoning and therefore less susceptible to
cognitive biases. Petty et al. (2009) explain and
summarize evidence demonstrating that although
individuals high in NFC are more likely to correct
their judgments in response to perceived biases,
they are still subject to biases in judgment. How-
ever, the mechanisms underlying the bias of those
high in NFC are different from those low in NFC.
Individuals low in NFC show greater amounts of
judgmental bias when the bias involves cognitive
heuristics, whereas individuals high in NFC show
greater amounts of bias when the bias involves
effortful thought. This occurs as a result of the
greater elaboration and attention paid to thought
among those high in NFC. For example, individ-
uals higher in NFC are more likely to invoke false
memories in response to semantically related
words (Graham 2007), and generate more mood-
congruent thoughts in response to a mood manip-
ulation, rendering such individuals more suscep-
tible to the biasing effect of mood on cognition
(Cacioppo et al. 1996; Petty et al. 1993).

Although the majority of research on NFC
focuses on intrapersonal cognitive phenomena
(Petty et al. 2009), there is research demonstrating
that NFC also has effects on interpersonal, behav-
ioral, and perceptual phenomena. For example,
relative to individuals who are low in NFC, those
high in NFC have been shown to seek more advice
from others (Curşeu 2011), engage in less physical
activity (McElroy et al. 2016), and use afterimages
to assist with image discrimination (Fleischhauer
et al. 2014). NFC has also been studied as a group-
level phenomenon (Kearney et al. 2009).
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Research has established that people demon-
strate consistent individual differences in the ten-
dency to engage in and enjoy effortful cognitive
activities. This need for cognition is reliably
related to a number of attitudes, traits, and behav-
iors. Future research is needed to better elucidate
how NFC fits within the larger network of person-
ality characteristics, and the adaptive value NFC
offers those scoring high and low on the construct.
N

Conclusions

The need for cognition (NFC) is a primary indi-
vidual difference in individual’s motivation to
engage in effortful cognitive activity. NFC is pos-
itively associated with numerous individual char-
acteristics such as attributional complexity, basing
judgments on rational considerations, seeking rel-
evant information when decision making, intrin-
sic motivation, goal orientation, openness to
experience, and conscientiousness. NFC is mea-
sured by the Need for Cognition Scale of which
two versions exist a 34-item version and an
18-item version. While these scales have been
used widely in research their factor structure and
reliability are topics of ongoing research and have
been called into question.
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Need for Cognitive Closure
▶Entry for Need for Closure
Need for Competence, The
Lisa Legault
Clarkson University, Potsdam, NY, USA
Synonyms

Capability; Effectiveness; Mastery; Optimal
challenge
Definition

Competence is the psychological need to exert a
meaningful effect on one’s environment. It refers
to the innate propensity to develop skill and abil-
ity, and to experience effectance in action. Com-
petence promotes the pursuit of challenging and
deeply satisfying experiences and is a criterion for
psychological growth and well-being.
Introduction

When people do not feel capable and effective,
their motivation plummets and they suffer ill-
being. Conversely, the experience of mastery
leads to feelings of personal satisfaction, vitality,
interest, and well-being (Deci and Ryan 2008).
This fundamental connection between compe-
tence and human thriving suggests that it is a
psychological prerequisite for growth and psy-
chological health. Indeed, human beings have an
inherent tendency to develop themselves. This
means that they actively strive to become effec-
tive, to master their environments, and to hone
their capacities in order to reach their innate
potential (Deci and Ryan 2002; Harter 1983).
This inborn need for competence appears to be
universal – it is essential for individuals across
cultures (e.g., Vlachopoulos et al. 2013). How-
ever, while the trajectory toward competence is
innate, it cannot be assumed; rather, the attain-
ment of competence requires feedback and sup-
port from the environment. When an event in the
environment increases perceived competence
(e.g., positive and informative feedback), interest
and engagement will be enhanced; but when an
event in the environment diminishes perceived
competence (e.g., demeaning criticism), interest
and engagement will be hindered.
Competence and Optimal Challenge

The need for competence fuels persistence,
sustained effort and attention, and the determina-
tion to improve. It is the reason people generally
prefer tasks that are challenging rather than boring
or easy. In other words, the need for competence
drives the desire to seek out optimal challenges.
When people engage in optimally difficult and
complex activities, their talents and skills are stim-
ulated at a developmentally suitable level. This
produces a deeply satisfying perception of compe-
tence in the moment, which generates interest and
energy for continued activity.When challenges and
skills are perfectly matched, people experience a
state of flow – a subjective experience of intense
focus and concentration where action and aware-
ness are fused, time is distorted, and a feeling of
deep effectiveness and control over one’s actions
emerges (Csikszentmihalyi 2000). Such experi-
ences often occur during “just-manageable”
tasks – where challenges are neither too low nor
too high, but rather just equal to skill-level.
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N

Satisfying the Need for Competence

Given that optimally challenging experiences pro-
vide the conditions needed to experience per-
ceived competence and flow, how can such
experiences be cultivated? Because individuals
are continuously and fundamentally involved in
an ongoing exchange with their environment,
their sense of perceived competence depends
largely on the degree to which the social environ-
ment can provide competence-satisfying condi-
tions. There are three important ways in which
the social environment can help to facilitate per-
ceived competence and flow: (1) providing struc-
ture and guidance, (2) relaying information and
feedback, and (3) tolerating errors and failures
(Reeve 2014).

Clear structure and detailed guidance provide
people with skill-building assistance. Good struc-
ture involves goals that are clear, explicit, and
understandable. Moreover, when instructions pro-
vide useful tips to improve and succeed (rather
than directives that are confusing, ambiguous, or
absent), people are more likely to feel competent.

Similarly, feedback is critical to competence and
progress; without accurate and timely feedback, the
effectiveness of action is impossible to discern.
Feedback can be derived from the task itself –
such as when fixing a computer (or not), or com-
pleting a crossword puzzle (or not). Alternately,
feedback can come from personal comparisons to
one’s own past performances (e.g., either gaining or
losing time on one’s previous jogging pace); or
from interpersonal comparisons with others (e.g.,
performing better or worse than others on a test).
Regardless of the format, positive feedback gener-
ally indicates competence, whereas negative feed-
back signals incompetence. However, what is of
utmost importance to satisfying the need for com-
petence is useful and constructive information that
will enable the development and elaboration of
skills and capacities.

Finally, competence satisfaction is facilitated
by situations and environments that offer the
opportunity to make (and thus learn from) mis-
takes and failures. Optimally challenging tasks
and situations necessitate the frequent occurrence
of failure – it is only through these failures that
talents and abilities can be improved. If individ-
uals fear reprimand for errors and failures, they
may avoid challenging and skill-building oppor-
tunities (Clifford 1990).
Conclusion

Competence is the perception of effectiveness in
one’s dynamic exchange with the social world. It
also refers to the search for opportunities to exer-
cise and develop one’s capabilities (e.g., abilities,
skills, effort capacity), that is, to experience opti-
mal challenges. Rather than reflecting a static state
of being competent or skillful at something, the
need for competence is ongoing and promotes
persistence and continued action.
Cross-References

▶ Intrinsic and Extrinsic Motivation
▶Need for Autonomy, The
▶ Self-Determination Theory
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Need for Interpersonal
Intimacy
▶ Intimacy Motive
Need for Intimacy
▶Need for Privacy
Need for Love and Belonging
▶ Intimacy Motive
Need for Power
Klara Królewiak
SWPS University of Social Sciences and
Humanities, Warsaw, Poland
Synonyms

nPower; Power motivation; Power motive
Definition

The need for power is a motivational disposition
to take pleasure out of having impact on others or
the environment in general and to feel aversion to
others’ influence on oneself.
Introduction

According to McClelland (1961) the need for
power (nPower) is one of three basic types of
human motivation (along with the need for
achievement and the need for affiliation). Power
motivation can be conceptualized as two distin-
guishable motives: personalized (pPower) and
socialized (sPower; e.g., McClelland 1970,
1975, Winter 1973). Personalized power and
socialized power are convergent in the desire to
have influence on others but divergent in their
final consequences.
Personalized and Socialized Power

The need for power can be expressed in many
different ways. Primarily it has been associated
with aggressive and antisocial behaviors. There-
fore, this type of nPower has a negative connota-
tion in society and is not socially desirable
motivation. However, one can also express
power motives through more benevolent and pro-
social actions like providing help or advice. The
former is labeled as “personalized power” and the
latter as “socialized power” (McClelland 1970,
1975; Winter 1973).

Personalized power is a desire for direct con-
trol or dominance for self-serving and even anti-
social ends. Individuals particularly motivated by
pPower both see life as a “zero-sum game” and
also have a “me-against-the-world” attitude
(McClelland 1975). They often pay little attention
to the needs and thoughts of others. Personalized
pPower has been associated with the acquisition
of prestigious possessions (Winter 1973) and ver-
tical individualism (Torelli and Shavitt 2010).

Socialized power, on the other hand, is
manifested indirectly by helping others through
guiding or supporting them (McAdams 1985)
which is a more acceptable form of power. Indi-
viduals high in sPower have a one-with-the-world
outlook (McClelland 1987). Socialized nPower is
positively related to prosocial decision-making
(Magee and Langner 2008) and horizontal collec-
tivism (Torelli and Shavitt 2010).
Gender Differences in the Expression of
nPower

Aggressive power expression, associated with
pPower, is often described as higher in men than
women. Moreover, men more frequently than
women choose careers that involve leadership.
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Women, on the other hand, manifest their power
motive through offering unsolicited help to others.
As a consequence, women high in nPower prefer
occupations related to helping rather than centered
on personal dominance (e.g., teachers). It can be
explained by the fact that during socialization men
become more oriented to personal dominance
than women and women are more focused on
others (e.g., McClelland 1975; Winter 1988).
N

Explicit and Implicit Measures of the
Need for Power

As other basic motivational constructs, the power
motive can operate implicitly or explicitly. The
implicit and explicit needs for power are measured
differently and are highly independent of each
other (Köllner and Schultheiss 2014).

The implicit power motivation is not con-
sciously accessible and must be measured indi-
rectly, usually with an adapted form of the
Thematic Apperception Test or other written
responses to amotive-eliciting stimulus or situation
(for instance, Picture Story Exercise – PSE). The
implicit nPower usually predicts task performance.

In contrast, explicit power motivation is
assessed by self-reports and is more likely to
predict judgements and conscious decision-
making than performance.
Individual and Biological Correlates of
the Need for Power

There is evidence that the need for power is pos-
itively correlated with baseline testosterone –
power-motivated individuals have higher testos-
terone (cf. Stanton and Schultheiss 2009). Never-
theless, the correlation is rather low, which
implies that there are also other factors shaping
individuals’ nPower like heritability, parenting
styles, and life experience (McClelland 1987).
Yet, the relationship between nPower and testos-
terone seems to be more complex. For instance,
research has shown that, when individuals engage
in dominance situations, the changes in their tes-
tosterone levels depend not only on their nPower
but also on whether they win or lose. Testosterone
increases after a victory and decreases after a
defeat and these changes are more significant in
power-motivated individuals (cf. Stanton and
Schultheiss 2009).

Much as the link between testosterone and the
power motive in men is clear, the relationship
between testosterone in women and nPower in
women is inconsistent (see Stanton and Edelstein
2009 for a review). Potential explanation of this
incoherence can be provided by studies on relation-
ship between estradiol and power motive in
women. Yet, there are just a few studies concerning
the topic; their findings suggest that estradiol may
play a similar role in women’s nPower to that of
testosterone in men (Stanton and Edelstein 2009;
Stanton and Schultheiss 2009).
Conclusion

The need for power is a complex disposition
which is related to a number of diverse behaviors,
from physical or psychological aggression
through gaining a reputation of an important per-
son to, finally, providing advice or help.
Cross-References
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Need for Privacy
Sabine Trepte and Philipp K. Masur
Department of Media Psychology, University of
Hohenheim, Stuttgart, Germany
Synonyms

Desire to be left alone; Need for anonymity; Need
for intimacy; Need for reserve; Need for solitude;
Need for withdrawal
Definition

An individual’s need to selectively control the
access of others to the individual self with the
aim of achieving a desired level of physical or
psychological privacy – in other words, a form
of solitude, intimacy, anonymity, or reserve.
Introduction

People want privacy under many circumstances.
In fact, when people say “I want my privacy” or
claim “Privacy please!” the message behind these
demands can have several meanings. In one situ-
ation, it could simply mean that the person wants
to be left alone. Under other circumstances, how-
ever, an individual may want to emphasize that
another person is not allowed to know about a
certain type of information, or the individual
may want to prevent unwanted enquiries. From
time to time, people seek physical or mental con-
ditions under which they feel free from surveil-
lance or interference by others, or they seek
conditions where they can simply remain
undisturbed by stimulation. They may temporar-
ily wish to escape from contact and interaction
with other people. The need for privacy becomes
particularly urgent when more fundamental needs
(e.g., autonomy) are threatened and sociocultural
privacy norms are violated. To understand the
need for privacy, it is important to define both
privacy and what contemporary psychologists
mean when they refer to needs.
Theoretical Background

Concepts and theories of privacy originate from
different disciplines. In the social sciences and in
psychology in particular, most scholars have
developed concepts that can be subsumed under
the limited access approach. For example, Westin
(1967) argued that “privacy is the voluntary and
temporary withdrawal of a person from general
society through physical or psychological means,
either in a state of solitude or small-group inti-
macy or, when among larger groups, in a condi-
tion of anonymity or reserve” (p. 5). Altman
(1975) further defined privacy as “selective con-
trol of access to the self or to one’s group” (p. 18)
and an interpersonal boundary-control process.
People constantly evaluate whether their desired
level of privacy is equal to their achieved level of
privacy. Either too little or too much privacy can
be unsatisfactory and may hence motivate people
to achieve their desired level of privacy. Altman’s
(1975) theory was further advanced by Petronio
(2002) who theorized that individuals follow
established rules and collaboratively develop
new rules to control the flow of private
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information. According to Westin (1967), differ-
ent states of privacy can be differentiated, namely,
solitude, intimacy, anonymity, and reserve.
Westin (1967) further posited that privacy is “the
claim of individuals, groups, or institutions to
determine for themselves when, how, and to
what extent information about them is communi-
cated to others” (p. 5). Claims of privacy thus
involve claims about control over information.

Burgoon (1982) differentiated four dimensions
of privacy. The need for privacy thus refers to the
need to control (a) the amount and content of
information released about the self (informational
privacy), (b) one’s social relationships, interac-
tions, and encounters (social privacy), (c) psycho-
logical inputs and outputs (e.g., stimulation and
disclosure of feelings or thoughts, psychological
privacy), and (d) the physical accessibility of
one’s body (physical privacy).

A need can be understood as an internal motiva-
tion that was originally thought to be inborn and
universally present in all humans (Doyal andGough
1991). Although different motivational theories
exist, a need may generally be defined as the moti-
vational force that is activated in a state of depriva-
tion. The motivating aspect of a need is the pleasant
condition that a person anticipates will be achieved
through the elimination of the specific deficiency.
The most influential need theories have posited a
number of fundamental needs that guide human
behavior (Doyal and Gough 1991).

The need for privacy must be understood as a
secondary need because it describes the tempo-
rary desire for a condition or state in which the
fulfillment of more fundamental needs becomes
possible. Westin (1967) proposed that privacy can
serve to satisfy needs for autonomy, emotional
release, self-evaluation, and limited and protected
communication. Privacy is hence an instrument
for achieving goals as part of an individual’s self-
realization. For example, protected and limited
communication is necessary to make and sustain
meaningful relationships, which, in turn, are a
precondition for satisfying social needs. Pedersen
(1999; see also the “Measuring the Need for Pri-
vacy” section) later tested and refined these func-
tions and proposed that different states of privacy
allow for autonomy, confiding, rejuvenation,
contemplation, and creativity. The need for pri-
vacy must hence be regarded as a need to seek a
certain condition or state that, in turn, allows for
the satisfaction of more fundamental needs.
Perspectives on the Need for Privacy

The Need for Privacy in the Sociocultural
Context
In virtually all societies, people seek privacy from
time to time. This can be demonstrated with two
examples from classic anthropological studies
(for more examples, see Altman 1975; Westin
1967): Even in primitive societies such as tribes
from Java where physical boundaries such as
doors, walls, or single households do not exist,
people achieve privacy by speaking softly or by
hiding their feelings even in their homes. Like-
wise, the Tuareg tribes of North Africa achieve a
comparable psychological barrier by hiding parts
of their faces with veils. Depending on their social
interactions, they adjust the veils in order to reveal
or conceal their faces. Each society thus creates
distinct mechanisms to safeguard people’s pri-
vacy. In summary, it is important to acknowledge
that different cultural circumstances and norms
foster different types of privacy needs.

The Need for Privacy Across the Life Span
When, what type, and how much privacy is
needed changes across the life span. This process
is especially influenced by the development of a
sense of self and its implications for the need for
autonomy, the extent and types of interactions
with others (specifically within the family in
early childhood), and the individual’s general
abilities and emotional maturity (Peter and
Valkenburg 2011; Wolfe and Laufer 1974). Expe-
riences of separation throughout the different life
stages (e.g., the growing separation of a young
child from his/her mother, a young adolescent’s
disconnectedness from his/her parents) and pro-
cesses of individuation (experiences of autonomy,
creativity, emotionality in conditions of solitude
or reserve) affect the perception of privacy and
consequently cause different circumstances to
evoke the need for privacy (Buss 2001). Marshall
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(1974), for example, demonstrated that the need
for privacy was expressed differently by young
adolescents and their parents: Whereas the stu-
dents who participated in her survey expressed
intimacy by disclosing private matters to friends,
adults emphasized their intimacy by claiming its
confidentiality.

The Need for Privacy in Online Media
Online media have imposed a number of changes
in how people deal with private information
(Trepte and Reinecke 2011). Users of online data
share personal information with each other, but
the rules of interpersonal communication are not
yet as set as they are in face-to-face communica-
tion. Research on the need for privacy in online
contexts has demonstrated that, in particular, indi-
viduals with a high need for privacy are less likely
to use social network sites such as Facebook
(Błachnio et al. 2016). Further, research has dem-
onstrated that users who have a stronger need for
privacy also more strongly believe in their right to
privacy (Yao et al. 2007): Individuals claiming the
need for privacy also claim that they have the
rights to be left alone, to control their personal
information, and to use the internet anonymously;
and in turn, these users are more concerned about
their online privacy (Yao et al. 2007). In other
words, the psychological need for privacy may
be a buffering factor against unhealthy and
unsecure uses of online communication.
Measuring the Need for Privacy

The Privacy Preference Scale (PPS) was the first
scale that was designed to measure the need for
privacy (Marshall 1974). It differentiates six fac-
tors: intimacy (desire to disclose to friends or
family), solitude (wish to be alone, secluded or
far from others), not neighboring (orientation
toward faraway friendships that can more easily
be controlled than neighbors who incidentally
“break” into personal space), seclusion (desire
for visual and auditory seclusion of the home),
anonymity (wish to be unknown in a larger city),
and reserve (wish to disclose as little as possible
about oneself). The final scale consists of 56 items
and was developed on the basis of item and scale
analyses in different samples. It was further sub-
ject to validations with privacy-oriented behaviors
and personality factors.

Pedersen (1979) published the Privacy Ques-
tionnaire (Pedersen-PQ), which has six dimensions
very similar to those of Marshall’s (1974) PPS:
reserve, isolation, solitary, intimacy with family,
intimacy with friends, and anonymity. Although
Pedersen’s (1979) privacy functions have attracted
quite a bit of attention, the Pedersen-PQ was not as
widely used as the other scales presented here (for
an exemption, cf. Blachnio et al.’s (2016) work
referred to in the above section “The need for pri-
vacy in online media”).

Later, Buss (2001) created the Privacy Ques-
tionnaire (Buss-PQ) to measure the need for pri-
vacy. The Buss-PQ consists of three factors: self-
disclosure (the desire to draw a boundary between
oneself and others), concealment (fear of being
surveilled in private situations), and personal
space (preference for seclusion over being physi-
cally in touch with others). All of these factors are
positively correlated with shyness and emotional
loneliness. The Buss-PQ has been used in a num-
ber of studies, including the one by Yao et al.
(2007; see the above section “The Need for Pri-
vacy in Online Media”).

On the basis of the tenets of the Buss-PQ and
Burgoon’s (1982), four dimensions of privacy
(cf. section “Theoretical background”), Trepte
and Masur (2017) suggested the Need for Privacy
Questionnaire (NFP-Q). It consists of three fac-
tors: informational privacy (e.g., I do not want my
data to be publicly accessible; I prefer to remain
unknown), physical privacy (e.g., I do not like
unknown people to come physically close; I do
not like to sit next to an unknown person on the
bus or tube), and interactional privacy (e.g., I have
a hard time talking about myself; I feel awkward
when others share private information about their
lives). The scale was subject to item and scale
analyses and was validated according to privacy
knowledge and concerns (Trepte andMasur 2017).
Conclusion

The need for privacy has always been a psycho-
logical measure of utmost importance because it
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manifests itself in each and every interpersonal
relationship and interaction that a person has.
Buss (2001) even went so far as to say that only
by experiencing privacy, people can experience
their true self: “If I can control what is me and not
me, if I can define what is me and not me, and if
I can observe the limits and scope of my control,
then I have taken major steps toward understand-
ing and defining what I am” (p. 211).

In recent years, individuals have felt that their
need for privacy has been particularly challenged
by online media. Here, information can easily be
passed on to other individuals, and it may be
archived and altered to serve the needs of others.
Hence, the individual’s control over the bound-
aries and limits of the self seems to be blurred.
However, individuals still experience the need
to feel private. Current research on privacy
needs revolves around this dialectic and addresses
the questions of how the basic and important
human need for privacy will be achieved in
times where interpersonal boundaries are not as
clear as before.
N
Cross-References

▶Maslow’s Hierarchy of Needs
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Need to Belong
▶ Social Monitoring System
Need to Belong (Baumeister
and Leary)
Lukas K. Sotola and Kristine M. Kelly
Western Illinois University, Macomb, IL, USA
Synonyms

Affiliation; Social acceptance; Social inclusion
Definition

The human requirement for a number of long-
term, positive relationships with other people
that involve mutual affection.
Introduction

The need to belong (NTB) is the biological human
need for relationships with other people
(Baumeister and Leary 1995). Social connections
can include friends, romantic partners, and family
members. There are two components to this need:
First, interactions with relational partners must be
frequent and at least somewhat positive. Second,
the individual must perceive that there is mutual
affection in a given relationship and that it will
continue for the foreseeable future. People’s NTB
can be satiated, meaning that the quantity and qual-
ity of their interpersonal connections are satisfying,
reducing their motivation to seek out new relational
partners.

NTB is an individual difference variable
whereby some individuals have a stronger NTB
than others. Those with a high NTB will need
more relationships to reach satiety compared to
their low-NTB counterparts. For example, one
person may need only one or two close
relationships to satisfy their NTB, but another
person may need many more.

According to NTB theory, some relationships
are subject to substitution, wherein one relational
partner is replaced with a different person. For
example, if one loses contact with a friend or
breaks up with a romantic partner, the individual
is likely to replace these relationships with other
people.
Empirical Support

Much research since Baumeister and Leary’s
(1995) original formulation has supported their
predictions, demonstrating the importance of
acceptance to human psychology. Individuals
high in NTB tend to be good at interpreting social
cues as well as focusing on and remembering
relevant social information (Gardner et al. 2005).
Compared to their low NTB counterparts, people
with a strong NTB motivation also spend more
time thinking of loved ones, looking at their pho-
tographs, rereading emails from them, and engage
in more parasocial relationships, such as feeling a
close connection with their favorite television
characters (Gardner and Knowles 2008).

Most of the studies done in this area have
focused on the negative effects of a thwarted
NTB, usually experienced as social rejection or
ostracism. Even in simulated and often unrealistic
rejection situations, individuals report intense
threats to their belonging needs. For example,
Zadro et al. (2004) investigated the extent to
which people are distressed by being excluded
or ignored by others. Results of this study showed
that when participants were ostracized during a
computerized ball-tossing game, they felt rejected
even when they knew ahead of time that their
partners in the game were not real people but
digital representations programmed by the
researcher. The mere exposure to exclusion cues
(e.g., the word “ignored” flashed on a computer
screen) was associated with less positive self-
appraisals than exposure to acceptance (e.g.,
“welcomed”) and aversive control (e.g., “pain”)
cues (Sommer and Baumeister 2002). These
results are particularly interesting, given that the
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participants were not actually excluded but rather
exposed to words that implied exclusion. Further-
more, these words appeared so fast that the par-
ticipants did not have enough time to consciously
process them. Thus, various types of exclusionary
experiences have been shown to play a consider-
able role in threatening belonging needs.

Baumeister and Leary (1995) argued that as an
important, biological human need, the NTB
should affect three broad areas: cognition, behav-
ior, and emotion. Indeed, studies have shown that
an unsatisfied NTB has effects on cognition, such
as enhanced recall of past social events and more
accurate perceptions of emotional faces (Gardner
et al. 2005). Thus, when the NTB is not met, it
affects the way people think about the social
world in ways that will facilitate the acquisition
of social connections. Other experiments suggest
that people show both negative behavioral reac-
tions toward people who reject them and more
positive behavioral reactions to new potential
relationship partners following rejection by some-
one else (Leary and Kelly 2009).

Research on emotional reactions to rejection
has been mixed. Some data suggest that there is no
difference between the emotional states of those
who were rejected versus those who were not,
while other studies suggest a negative emotional
reaction following rejection, including sadness,
embarrassment, and hurt feelings (see Leary and
Kelly 2009, for a review). Despite these varied
findings, it is clear that threats to individuals’NTB
affects the way they think, act, and feel, moving
them toward other people and making them more
aware of what is going on with their social situa-
tion and interpersonal connections.

Because the NTB is so important, it may not
be surprising that threats to its fulfillment are
associated with a physical alarm system. Rejec-
tion is experienced as painful and is an important
risk factor for physical and mental illnesses.
Indeed, the feeling of being rejected has even
been linked to the same brain areas as feeling
physical pain. Neuroscience research suggests
that the dorsal anterior cingulate cortex and the
anterior insula are brain regions responsible for
both the emotional response to physical pain –
such as that experienced from injuries – and social
pain – such as that experienced following rejec-
tion (Eisenberger 2012). It seems that broken
hearts can feel as painful as broken bones. Social
pain can also be alleviated with medication the
same way as physical pain is treated. DeWall et al.
(2010) showed that ingesting acetaminophen
reduced both emotional distress and neural brain
activity in the dorsal anterior cingulate cortex and
the anterior insula after social rejection. Recent
research indicates that social rejection causes the
brain to release opioids, natural painkillers which
reduce the emotional and physical pain (Hsu et al.
2013). Thus, it seems that there are natural brain
chemicals working to ease the pain of rejection.
Taken as a whole, the results of these studies
demonstrate that threats to the NTB are both psy-
chologically and physically painful, suggesting
that the NTB is so pervasive that the value of
being included must be far-reaching.
Measuring Individual Differences in the
Need to Belong

A Need to Belong Scale (Leary et al. 2013) has
been developed to assess individual differences in
people’s NTB. This measure has shown good
reliability and construct validity and has been
widely used in research investigating various
aspects of belongingness. Individuals scoring
high in NTB are especially anxious about accep-
tance and belonging. As a result, these concerns
lead them to pursue a large number of relation-
ships, strive to maintain their existing relation-
ships, and worry about how they are perceived
to others. Thus, the NTB includes characteristics
that are both positive (e.g., desire for affiliation)
and negative (e.g., worry and anxiety), and Leary
et al. reported on large number of studies to pro-
vide evidence that the Need to Belong Scale taps
into both the positive and negative aspects of the
NTB. The positive, approach-oriented facets can
be seen in the pattern of correlations between
Need to Belong Scale scores and affiliation moti-
vation, sociability, agreeableness, and valuing
interpersonal relationships. On the other hand,
Need to Belong Scale scores are also correlated
with traits like fear of criticism, neuroticism, and
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anxious attachment, suggesting that social con-
nections may be desired to avoid negative affect.
Conclusion

The need to belong, the fundamental human need
for a number of social relationships that last for a
long time and involve mutual concern, has gar-
nered a wealth of empirical support over the past
two decades. Overall, the research shows that
people are propelled to cultivate social bonds
with others and react strongly when their sense
of belonging is not satisfied. Reactions to an
unsatisfied need to belong include emotional, cog-
nitive, behavioral, physical, and psychological,
and all of these responses motivate people to
behave in ways that will facilitate their interper-
sonal acceptance and maintain their existing
social relationships.
Cross-References
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Needs
Fabrizio Bracco
University of Genoa, Genoa, Italy
Synonyms

Drives; Motives
Definition

Needs are innate psychological nutriments that are
essential for ongoing psychological growth, integ-
rity, and well-being (Deci and Ryan 2000, p. 229).
Introduction

As with many other concepts in the history of
psychology, the definition of needs has been con-
troversial, multifaceted, and even ambiguous.
Definitions, theoretical models, and methodolog-
ical approaches to psychological needs can vary
according to some characteristics such as: (i) the
goal (survive or thrive); (ii) the source (genetic or
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learned); (iii) the level of analysis (biological,
individual, or social); (iv) the conceptual structure
(hierarchical or independent); and (v) the number
of needs.

Concerning the goal of human needs, some
theories focus on the essential requirements for
survival (physiological needs and protection),
which often have priority over other forms of
behavior, are more relevant in our early life, and
have many aspects in commonwith other animals.
In this perspective, the physiological needs arise
whenever the homeostasis is unbalanced and the
goal of the organism is to regain the equilibrium.
Modern theories of psychological needs propose
models where the goals stretch beyond the mere
physical survival and extend to exploring and
controlling the environment, social relationships,
and self-esteem. Most of all, these needs do not
lead to reactive and protective behavior, but to
proactive, explorative, and growth-oriented
behavior (Deci and Ryan 2000). According to
this perspective, humans are not passively
reacting to homeostasis perturbation; instead
they are actively engaged in activities that stimu-
late their interest.

Partly related to the survival versus well-being
goal orientation, another characteristic of theories
concerns the source of the drive: whether it is
genetically coded and innate (Deci and Ryan
2000), or learned (Murray 1938). The focus on
innate drives interprets needs as a necessary force
that shapes human behavior toward effective func-
tioning and flourishing. If the person does not meet
the proper environmental inputs to satisfy these
innate needs, her survival will be threatened or
(for well-being oriented models) she will not
reach a proper level of psychological health. On
the other hand, the focus on learned needs stresses
the social and cultural influence on the quality,
degree, and order in which needs are satisfied.

Needs theories can vary according to the level
of analysis, since we can frame needs ranging
from the biological, to the individual, to the social
group level. Some theories mainly focus on one of
these levels, while others take into account the
whole range. The biological level accounts for
basic physiological needs (food, water, tempera-
ture regulation, oxygen) and psychological needs
(fight-or-flight response, conditioning, and basic
learning). The individual level is the focus of
theories that interpret needs as a fundamental
aspect of individual functioning, and that can be
understood also in the absence of social interac-
tions (e.g., self-esteem). At the social level, on the
other hand, needs are interpreted as individual
processes that depend and are oriented toward
the social environment; at this level, the social
group is essential for such needs to operate (e.g.,
belonging, attachment, etc.).

Taking into account the conceptual structure of
models about psychological needs, the relationship
among needs can vary to a wide extent. The most
famous hierarchical model is Maslow’s (1943) pyr-
amid of needs. In it, needs are organized along five
levels, ranging from physiological needs to self-
actualization. A different form of hierarchy can be
seen in models with a root need structure. An
example of such a model is the Terror Management
Theory (Pyszczynski, Greenberg and Solomon
1997), where self-preservation is the root need
fromwhich other needs stem, such as the biological
motives, the expansion desire, and the symbolic-
defensive need to distract or comfort from the
mortality salience. Finally, we have structures
where the needs are listed as a set of independent
factors. One of the most relevant theories is the
Self-Determination Theory (SDT) proposed by
Deci and Ryan (2000), where autonomy, compe-
tence, and relatedness are seen as the three main
needs necessary for thriving and each of them is
important for the accomplishment of mental health
and well-being.

Another aspect that strongly differentiates the-
ories is the number of needs they take into
account. They range from one (e.g., attachment)
to at least twenty (Murray 1938). The number
depends on the structural model of the theory,
and on the level of detail it aims to reach.

Baumeister and Leary (1995) propose an inter-
esting contribution to conclude if a construct is a
fundamental human need. A fundamental motiva-
tion should:

1. Readily produce effects under all but adverse
conditions: a fundamental motivation should
function in a wide variety of circumstances.



3140 Needs
2. Have affective consequences: basic motivation
is built on the elicitation of hedonic conse-
quences concerning a situation or a course of
actions.

3. Direct cognitive processing: motivation affects
the evaluation of subjective importance of a
situation.

4. Lead to ill effects when thwarted: when a need
is neglected, its effects will be beyond the
temporary distress and should lead to pathol-
ogy (medical, psychological, or behavioral).

5. Elicit goal-oriented behavior designed to sat-
isfy it: when a need is satisfied, the behavior
that led to this state will cease (satiation), and
when a situation does not satisfy a need any-
more, the behavior will be oriented toward
something else (substitution).

6. Be universal in the sense of applying to all
people: basic needs transcend cultural and his-
torical boundaries.

7. Not be derivative of other motives: basic needs
show a clear evolutionary pattern, imply phys-
iological mechanisms that are broadly univer-
sal and innate.

8. Affect a broad variety of behaviors: the funda-
mental needs can influence a broad and diverse
set of behaviors.

9. Have implications that go beyond immediate
psychological functioning: fundamental needs
show influence on a wide range of human
activity, their effects go beyond the personal
well-being and can be traced in historical, eco-
nomic, or social phenomena.
Development of the Concept

The concept of need has been widely adopted in
the history of psychology to describe the content
of motivation and the source, energy, and direc-
tion of behavior. Two traditions can be traced in
the investigation of the concept. One was more
focused on explaining behavior as the result of
basic drives that push toward the satisfaction of
physiological needs. When the drive states are
reduced, learning occurs, linking the satisfactory
behavior to the drive decrease (Hull 1943). The
same dynamics is at the core of the behaviorist
approach to needs, represented as a set of innate
drives which are the ground for secondary drives
that are learned via simple conditioning princi-
ples. An alternative approach to human needs
focused on kinds of behavior that cannot be
explained in terms of homeostatic processes, like
play, exploration, and intrinsic motivation. The
most relevant representative of this approach
was Murray (1938). He listed more than
20 needs that could be categorized in clusters
such as: dominance, achievement, sensual enjoy-
ment, affiliation, nurture, self-regulation, safety,
order, and understanding (Pittman and Zeigler
2007).

This distinction between needs as homeostasis
and needs as protection and growth slowly faded
after the advent of the cognitivist paradigm, when
the concept of need was partly replaced by the
notion of goal and the focus shifted from the
content of the goal to the process itself.
Current Trends

Several theories and models have been proposed
(for a review, see Pittman and Zeigler 2007). Here
we present three theories as an example of the
wide range of approaches framed according to
the criteria listed in the first paragraph.

Maslow Revisited
The hierarchical model proposed by Maslow
(1943) had an enormous impact on psychology
and its derivate applications in social contexts,
organizations, research on personality, psychopa-
thology, etc. Notwithstanding its fame, the model
has often been considered for its generic commu-
nicative value, rather than for its theoretical
soundness and empirical evidence. Kenrick et al.
(2010) have proposed an attempt to renovate the
Maslow’s concept within the frame of evolution-
ary theory. The authors tried to explicitly address
one of the main issues ofMaslow’s model: i.e., the
incoherence between the idea of a hierarchy and
the observation of violations in this order in many
human behaviors (e.g., where self-actualization
ideals can be strong enough to thwart survival
needs). Kenrick et al. (2010) propose a model
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with three hierarchical organizations that can be
independent: the developmental order (the
sequence with which needs occur during the onto-
genesis); the cognitive priority (the preference for
some needs over others, independently from their
hierarchy); and the evolutionary function (from
survival to parenting). The model presents a set
of superimposed concentric triangles, from the
largest to the smallest, in this order: immediate
physiological needs, self-protection, affection,
self-esteem, mate acquisition, mate retention,
and parenting. Rather than being a pyramid, the
model presents the later developing goal systems
as overlapping with the earlier systems, meaning
that they can always be activated, once developed,
if relevant environmental cues are present.

Terror Management Theory
According to the Terror Management Theory
(Pyszczynski et al. 1997), the human root need is
self-preservation or survival. This need is threat-
ened by the evidence of mortality and this can
create an existential crisis, probably an exclusive
characteristic of human beings, since we are
aware of our decay. Upon the self-preservation
need, three sets of motives develop: direct motives
(need for food, water, etc.); defensive motives to
protect ourselves from the fear of death (e.g.,
pursuit of self-esteem); and self-expansive
motives (growth, exploration, etc.). Human moti-
vation and behavior can be framed within this
tension between expansion and protection.

Self-Determination Theory
More than 30 years of research has provided con-
sistent evidence to the Self-Determination Theory
(SDT) by Deci and Ryan (2000). The authors
claim that our motives are driven by three basic
innate needs: autonomy, competence, and related-
ness. All three needs are independent and have to
be satisfied to provide optimal functioning, no
matter the order of satisfaction. The need for
autonomy is the expression of self-regulation,
since human beings need to engage in activities
where they explore and manifest their agency. The
need for competence is satisfied when we have an
effective interaction with the environment and we
perceive the pleasure of achieving a good result.
The need for relatedness is satisfied when we feel
the connection, protection, and appreciation of
others, from caregivers to the community. The
basic postulate of this theory is that “humans are
active, growth-oriented organisms who are natu-
rally inclined toward integration of their psychic
elements into a unified sense of self and integra-
tion of themselves into larger social structures”
(Deci and Ryan 2000, p. 229). Just as a plant
needs nutrients from its soil, we need ambient
support in order for relatedness, autonomy, and
competence to flourish. When thwarted by nega-
tive conditions, we could develop alternative,
defensive reactions such as self-focusing, social
withdrawal, or even antisocial activities.
Psychological Needs and Well-Being

Bringing further evidence to the SDT, Tay and
Diener (2011), with a study involving 123 coun-
tries, support the hypothesis of the universality of
needs and their substantial independence from
each other in the effects on subjective well-
being. They also observe that needs tend to be
achieved in a certain order, even though the order
variation does not affect the overall well-being.
Humans can find happiness working on the needs
over which they have more control. The socioeco-
nomic environment plays a great role in fulfilling
basic safety needs, while individual factors are
determinant for the achievement of psychosocial
needs.

In a similar study, Sheldon et al. (2001) com-
pared ten candidate needs for their relative contri-
bution to life satisfaction in both western and
eastern countries. As predicted by SDT, auton-
omy, relatedness, and competence, together with
self-esteem, were highly associated with event-
related affect. Self-actualization, physical thriv-
ing, popularity, and money were rated as less
important.
Conclusions

This recent evidence should provide useful and
fertile stimuli for authorities and social planners to
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nurture the roots of our well-being and promote
our growth. As already stated by Maslow (1943),
needs are like vitamins: they are all important for
our health and we need them in a proper balance.
We cannot indulge in one to counterbalance the
lack of another. But, most importantly, we need
them all.
Cross-References
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Synonyms

Unpleasant affect
Definition

Negative affect generally describes different
momentary affective phenomena of unpleasant
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valence varying in object-relatedness and tempo-
ral resolution: from briefly fluctuating emotions
after specific events to long-lasting moods with-
out a clear cause. At the same time, people differ
reliably and rather stably in their inclination to
experience momentary negative affect. This
entry examines negative affect from the personal-
ity perspective, i.e., as relatively enduring differ-
ences between individuals to experience various
types of negative affect. Another topic entry in
this Encyclopedia of Personality and Individual
Differences focuses on positive affect.
Introduction: Trait-State Distinction

The latent state-trait theory (LST theory, Steyer
et al. 1999) formalizes the distinction between
momentary affective experiences that last seconds
to a few minutes or hours (i.e., states) and rela-
tively stable differences between people, usually
regarding the average intensity and/or frequency
to experience negative affect (i.e., traits). LST
theory assumes that individuals’ traits syste-
matically affect their momentary psychological
states together with situational influences and
personality-situation interactions. Repeated state as-
sessments allow distinguishing trait and state (and
interactional) variance components in state expe-
riences through LST analysis (Edmondson
et al. 2013). Several empirical articles confirm
the usefulness of LST theory and analyses for
negative affect and affect in general (Edmondson
et al. 2013; Eid and Diener 1999).

Over time and between individuals, negative
affect states vary in their intensity and frequency
(Eid and Diener 1999). As outlined in the LST
theory, negative affect is theoretically (Carver
2001) and empirically (see next sections) closely
linked to unpleasant situations that elicit negative
affect. Trait negative affect, and neuroticism in
general, predicts whether and how strong the
affective reaction to the situation occurs (Suls
and Martin 2005).

In addition to intensity and frequency, negative
affect states differ in the level of arousal; for
example, depressed possesses a relatively low
arousal level and angry possesses a relatively
high arousal level (Carver 2001). High arousal
negative affect can be distinguished further into
fight-or-flight responses (e.g., angry or anxious).
These three different negative affective states
have corresponding phenomena on the trait
level, explained next.
Depressivity

Depressivity refers to individual differences in
subclinical levels of symptoms typically associ-
ated with depression: dysphoria, listlessness, loss
of interest, and reduced activity. More pro-
nounced depressivity predicts higher average neg-
ative affect and more pronounced affective
reactivity in daily life (i.e., increases in negative
affect after unpleasant events and decreases in
negative affect after pleasant events, Nezlek and
Plesko 2003).

Greater affective reactivity to events suggests
that depressivity is also related to greater affect
variability or instability. Many studies assess
intraindividual variability using the within-person
standard deviation of negative affect across mul-
tiple measurement occasions (Eid and Diener
1999). Other indicators take the temporal dynam-
ics of variation in negative affect into account and
tested them in clinical samples (e.g., mean
squared successive differences MSSD; Jahng
et al. 2008). Finally, depressivity as a trait not
only predicts negative affect in daily life, but
negative affect and affective reactivity in daily
life also predict future depressivity and depressive
disorder (Charles et al. 2013).
Anxiety

Anxiety as a personality characteristic describes
the lasting tendency to feel nervous, fearful, and
worried (Edmondson et al. 2013). Although anx-
iety and depressivity are often co-occurring, anx-
iety differs from depressivity because the
underlying negative affective states possess a
higher level of arousal, potentially facilitating
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avoidance tendencies (i.e., flight responses; Car-
ver 2001). The state-trait anxiety inventory, STAI,
measures state and trait components of anxiety
and finds wide usage in the clinical context
because it reliably measures heightened levels of
anxiety relevant for different clinical disorders
(e.g., Oei et al. 1990).

Since self-reports possess limitations con-
cerning answering biases and observability of
reported feelings and behavior, recent research
focuses on measuring anxiety indirectly, for
example, with implicit tests (Egloff and Schmukle
2002). The studies showed that explicit and
implicit measures hardly overlap and that implic-
itly measured anxiety can predict behavioral indi-
cators of anxiety and performance decrements
during a threatening situation more strongly than
explicit anxiety, for example, measured with
the STAI.
N

Anger

Anger describes feelings of negative valence and
heightened arousal, which can fulfill the function
of eliciting approach behavior to overcome an
obstacle, for example, engage in fight behavior
during a conflict (Carver 2001). As such, anger
differs from anxiety as further negative, high
arousal state regarding the behavioral conse-
quences (i.e., fight or flight). Trait anger, or hos-
tility, describes the individual differences in the
frequency and intensity to feel anger (Edmondson
et al. 2013). Aggressiveness partly overlaps with
hostility or anger, but focuses more strongly on
different kinds of aggressive behavior (e.g., phys-
ical vs. verbal, proactive vs. reactive), its anteced-
ents and consequences (Krahé 2013).

Recent studies showed that individual differ-
ences in trait anger moderate the response to pro-
voking situations or stimuli during both the
perception and the reaction to the event. For exam-
ple, people higher in trait anger perceived neutral
faces more strongly as angry (Penton-Voak
et al. 2013) and were faster in approaching angry
faces on computer screens (Veenstra et al. 2016)
compared to people lower in trait anger.
Associations with Big Five Traits

The previous sections addressed how specific per-
sonality characteristics relate to distinct negative
affective experiences. The Big Five trait neuroti-
cism relates to negative affect in general, whereas
small to negligible associations with the other Big
Five traits exist. With greater neuroticism, indi-
viduals report in daily life and in controlled labo-
ratory situations more intense negative affect,
more frequent negative affect, greater increases
in negative affect after unpleasant situations
(Suls and Martin 2005), and, presumably partly
as a result of the previous phenomena, greater
negative affect variability (Eid and Diener 1999).

Associations between generalized self-
representations of neuroticism, as measured with
questionnaires, and repeated momentary affective
states are far from trivial because they validate the
basic assumption of LST outlined in the begin-
ning: Affective traits, such as neuroticism, sys-
tematically affect individuals’ momentary
affective experiences together with situational
influences and personality-situation interactions.
In addition, self-reports of generalized affect
experiences do not represent simple aggregates
of experienced affect because generalized reports
may be influenced through under- and over-
estimation of the frequency and/or intensity of
negative affect (Robinson and Clore 2002).
Thus, neuroticism can be seen as an overarching
personality trait linked to various kinds of nega-
tive affect. If facets of traits are distinguished,
depression, anxiety, and angry hostility represent
subscales of neuroticism.
Conclusion

Negative affect comprises of various aspects,
including depressivity, anxiety, and anger, which
share the unpleasant valence but differ in arousal
levels and approach vs. avoidance tendencies (i.e.,
fight-or-flight responses). Moreover, consistent
links between negative affect and the Big
Five trait neuroticism exist. In conclusion, this
entry shows that from a personality perspective
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negative affect represents rather stable individual
differences in the intensity, frequency, and vari-
ability of experiencing various negative affective
states.
Cross-References
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▶Neuroticism
▶ Positive Affect
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Synonyms

Negative affect; Negative mood; Neuroticism;
Stress; Temperament
Definition

The disposition to experience aversive emotional
states (Watson and Clark 1984).
Introduction

Negative affectivity is a stable and inherited dis-
position to experience nonspecific distress or
unpleasant emotions (Clark et al. 1994). It is
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considered by some to be synonymous with the
personality factor of neuroticism, which corre-
sponds to individuals’ tendency to experience
negative affect states (Costa and McCrae 1980;
Watson et al. 1988a). Watson and Clark (1984)
proposed that negative affectivity encompasses a
range of constructs including trait anxiety, neurot-
icism, ego strength, and maladjustment, among
others. Negative affectivity is considered a gen-
eral risk factor for a range of health and mental
health problems, which frequently co-occur. For
example, someone experiencing one negative
mood state (e.g., sadness) is likely to report
greater levels of other negative mood states such
as fear or anger (Watson and Naragon-Gainey
2010). This entry will briefly introduce research
centered on negative affectivity as it relates to
mental health problems. We conclude with a dis-
cussion of future directions for the study of nega-
tive affectivity.
N

Structure and Measurement of Negative
Affectivity

One of the most widely used measures of negative
affectivity is the positive and negative affect
schedule (PANAS; Watson et al. 1988a). The
PANAS is a 20-item self-report measure including
two subscales – positive and negative affectivity,
respectively. Each item on the PANAS includes an
emotion (e.g., upset, ashamed) and is rated as to
how the individual feels in general on a Likert
scale and the ten negative affectivity items are
summed together. Importantly, positive and nega-
tive affectivity were designed to be independent
of one another (i.e., such that low negative affec-
tivity does not necessarily indicate high positive
affectivity) rather than opposite ends of an affec-
tive continuum (Watson et al. 1988a). In fact
convergent lines of work support the indepen-
dence of the positive and negative affectivity sub-
scales (Rush and Hofer 2014). The PANAS has
demonstrated good psychometric properties over
a range of populations and developmental age
ranges. For example, it has been shown to yield
consistency across various demographic factors
(Crawford and Henry 2004). Moreover, the
PANAS been found to demonstrate psychometri-
cally sound properties among specific racial/eth-
nic groups (e.g., African Americans; Merz et al.
2013) and has been translated and used success-
fully in numerous languages and populations
(e.g., Latinos in primary care; Zvolensky et al.
2016).

Although primarily used among adults and
general samples, the PANAS has been tested
among older adult populations as well (Kercher
1992). Further, the PANAS has also been modi-
fied and validated for use among children
(PANAS-C; Laurent et al. 1999; Wilson et al.
1998) demonstrating good reliability of items,
strong correlations with measures of related con-
structs (i.e., neuroticism), and weak/nonsignifi-
cant correlations with measures of theoretically
opposing constructs (i.e., positive affectivity).
Among children and adolescents, the measure
may tap into more specific negative moods (i.e.,
fear/distress or anxiety/depression), whereas for
older ages it assesses more general negative affec-
tivity. It is possible that this is a measurement
issue of the PANAS-C or that the construct of
negative affectivity develops over childhood/ado-
lescence and becomes more stable over time.
Accompanying the PANAS-C is also the parent-
report PANAS-C (PANAS-C-P; Ebesutani et al.
2011), which has been empirically validated and
provides converging evidence for the child self-
report.
Stability

Negative affectivity is relatively stable over time
(Watson et al. 1988a), with research showing sta-
bility in self-reported negative affectivity for
periods of 2 months to 7 years (Watson et al.
1988a; Watson and Walker 1996). As such,
those with high negative affectivity are likely to
report more negative mood states over time. As
alluded to earlier with regard to measurement,
negative affectivity has been documented in sam-
ples across the life span. In one longitudinal study
of children from 4th to 11th grade, modeling of
self-report measures found a moderately stable
temperamental factor of negative affectivity
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(Lonigan et al. 2003), supporting negative affec-
tivity as a temperamental factor among youth.

Despite this overall stability, there is some
degree variability in negative affectivity, deemed
to be “modest” overall (Watson 2000). For exam-
ple, an ecological momentary assessment study of
negative affectivity found that there was variabil-
ity in negative affectivity (Merz and Roesch
2011). In this study, factors such as stress were
found to impact variability negative affectivity
over time. Thus, while negative affectivity is gen-
erally consistent over time, there are within-
person fluctuations, which can be impacted by
environmental and state-level factors.

Research on aging has found a nonlinear rela-
tionship with negative affectivity and age, such
that negative affectivity increases over time into
adulthood (e.g., 30s) followed by a slow decline
into older adulthood (e.g., 70s) and a subsequent
increase thereafter (Teachman 2006). Further,
within-person ratings of negative affectivity have
been shown to be more variable among younger
adults relative to older adults, potentially indicat-
ing increased stability over time (Röcke et al.
2009). This approach has been supported by
other works among children/adolescents finding
that negative affectivity may be more differenti-
ated at younger ages (Allan et al. 2015). Taken
together, negative affectivity is relatively stable
with individuals reporting overall greater levels
of negative mood across situations, but there is
important variation both within the individual and
over time that can offer meaningful information.
More work is needed to identify factors impacting
change of negative affectivity over time.
Negative Affectivity and Psychological
Disorders

Negative affectivity is conceptualized as a “gen-
eral” risk factor for psychopathology. As a trait,
negative affectivity is considered a broad predis-
position to experience negative emotions such as
anxiety, fear, and sadness (Watson et al. 1988b).
Indeed, negative affectivity is associated with a
range of psychopathology, including eating disor-
ders (Cook et al. 2014; Stice 2002), substance use
disorders (Cook et al. 2014), schizophrenia-
spectrum disorders (Blanchard et al. 1998), per-
sonality disorders (Zeigler-Hill and Abraham
2006), and a variety of health concerns (Watson
and Naragon-Gainey 2014). Additionally, nega-
tive affectivity is theorized to play an etiological
role accounting for the overlap in negative emo-
tional disorders of anxiety and depression (Clark
and Watson 1991). Further, negative affect was
identified as one of five “core elements” of per-
sonality along with detachment, antagonism, dis-
inhibition, and psychoticism (Krueger et al.
2012), emphasizing the role of negative affectiv-
ity not only in personality disorders but also per-
sonality at a broader level. Notably, negative
affectivity is theorized to be a preexisting temper-
amental disposition, occurring prior to the onset of
specific pathology. Prospective studies have
found negative affectivity to predict later onset
of a range of problems including mental health,
hypertension, and substance abuse (Craske et al.
2001; Jonas and Lando 2000; Measelle et al.
2006; Pine et al. 1998). Overall, available works
suggest negative affectivity is a consistent marker
of distress across a range of presenting problems
and appears to play an etiological role in their
onset.

Despite the body of work demonstrating strong
relations between negative affectivity and various
forms of distress, research has consistently found
that not all negative affectivity associations are
equal (Kotov et al. 2010; Mineka et al. 1998;
Paulus et al. 2015; Watson 2009). That is,
although negative affectivity is a general distress
marker common to various disorders, the degree
to which negative affectivity impacts specific
problems is not of the same magnitude. Of all
the problems linked to negative affectivity, some
of the strongest evidence is for links of negative
affectivity to anxiety and depressive disorders
(dubbed “negative affect syndrome”; Barlow
et al. 2004; for review, see Norton and Paulus
2015). Yet, negative affectivity has been found
to relate more strongly to depression directly rel-
ative to other problems, such as panic disorder
(Paulus et al. 2015). These findings are consistent
with integrative models of affective vulnerability
suggesting that negative affectivity by itself is not
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likely to lead to clinical disorders. Rather, nega-
tive affectivity may interact with and/or operate
through a number of more specific psychological
factors or environmental experiences to then con-
fer risk for specific types of conditions (Barlow
2004; Chorpita and Barlow 1998). Indeed, nega-
tive affectivity is considered by many to be a
higher-order trait variable associated with various
forms of negative emotions and distress (Keogh
and Reidy 2000), explaining only a portion of the
expression of specific problems, such as anxiety
and depression (Simms et al. 2008). Barlow’s
(2004) triple vulnerability model of anxiety and
depression outlined the importance of genetic
contributions, general psychological risk factors
(such as negative affectivity) and disorder-
specific, or even semi-specific (Taylor 1998) or
transdiagnostic (i.e., relating to more than one
diagnostic category; Norton and Paulus 2015),
factors in the development of psychopathology.
This work highlights the importance of identify-
ing mechanisms by which negative affectivity
transmits risk to certain problems. In addition to
mechanisms, there may be certain factors that
exacerbate risk. As such, some have proposed
that lower levels of positive affectivity in conjunc-
tion with high levels of negative affectivity may
confer specific risk for certain disorders (e.g.,
depression, social anxiety, and schizophrenia-
spectrum disorders; Watson and Naragon-Gainey
2010).

In line with this work, several hierarchical
models of negative affectivity have been devel-
oped, with emphasis on anxiety, depression, and
their disorders. One research group (Norton and
Mehta 2007; Norton et al. 2005; Paulus et al.
2015; Sexton et al. 2003) has investigated “semi-
specific” or “mid-level” transdiagnostic factors of
anxiety sensitivity (i.e., fear of arousal-related
sensations) and intolerance of uncertainty (i.e.,
fear of the unknown), which may explain how
the “higher-order” or general risk factor of nega-
tive affectivity manifests into specific disorders
(e.g., depression, panic disorder, obsessive com-
pulsive disorder). Interestingly, findings of these
hierarchical models are consistent with a
two-factor model of anxiety/depressive disorders
consisting of anxious-misery and fear (e.g.,
Krueger 1999; Krueger and Markon 2006; Pre-
noveau et al. 2010; Slade and Watson 2006; Wat-
son 2005; Watson et al. 2008; Wright et al. 2013)
with anxiety sensitivity linking more strongly to
fear disorders (e.g., panic disorder) and intoler-
ance of uncertainty linking more strongly to
anxious-misery disorders (e.g., generalized anxi-
ety disorder). Models such as these are encourag-
ing but will need to be expanded to explore a
wider range of psychological problems. Future
work will need to further develop these hierarchi-
cal models to identify specific pathways by which
negative affectivity may manifest into anxiety/
depression as well as other forms of psychopa-
thology. As such, it will be important to expand
current models to include multiple transdiagnostic
“mid-level” factors such as emotion regulation
and distress tolerance, as well as diagnosis-
specific factors that may explain how negative
affectivity operates in unique problem domains.
Clinical Impact of Negative Affectivity

Building off of the extensive work identifying
negative affectivity, treatment developers have
been working toward translating the psychopath-
ological model of negative affectivity into psy-
chological interventions. One prominent
example includes the Unified Protocol for Emo-
tional Disorders (Barlow et al. 2011), which is a
treatment developed for anxiety and depressive
diagnoses (including post-traumatic stress disor-
der and obsessive compulsive disorder). This
treatment was built off of Barlow et al. (2004)
notion of anxiety and depression as negative
affect syndromes and suggestions that negative
affectivity, while relatively stable, may be mallea-
ble (Brown 2007). As such, reduction of negative
affectivity is one of the primary aims of the treat-
ment, accomplished via focus on affective pro-
cessing. Initial clinical outcome data found that
the treatment was effective in reducing negative
affectivity after 8–15 one-hour sessions (Ellard
et al. 2010), findings evident in a subsequent
larger randomized trial with 67% of individuals
ending up in the “normative range” of negative
affectivity following treatment (Farchione et al.
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2012). Building from these findings, others have
evaluated negative affectivity as a mediator of
treatment outcome in transdiagnostic treatment
(Talkovsky and Norton 2014). Talkovsky and
Norton (2014) found that reductions in negative
affectivity over the course of treatment accounted
for the reduction in anxiety outcomes, demon-
strating that change in negative affectivity may
be a primary mechanism of action in treatment.
Importantly, other competing mechanisms
(anxiety sensitivity and intolerance of uncer-
tainty) were also tested as mechanisms of change
and did not account for outcomes. Future work
will need to evaluate whether such focus on neg-
ative affectivity in treatment is effective for other
outcomes and problems.
Conclusion

Overall, negative affectivity is a broad risk factor
for a range of mental health problems. Research
suggests that it is malleable and responsive to
psychosocial intervention and that reductions in
negative affectivity are associated with reductions
in specific presenting symptoms. Future work will
need to examine interventions in a wider range of
problems as well as to examine the longevity of
reduction via long-term outcomes. Such
approaches will require large, diverse samples,
and longitudinal designs.
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Negative appraisals refer to the process through
which people evaluate or appreciate a particular
negative encounter in the environment that is rel-
evant to his or her well-being.

https://doi.org/10.1037/a0035666
https://doi.org/10.1037/a0035666
https://doi.org/10.1080/16506070302321
https://doi.org/10.1080/16506070302321
https://doi.org/10.1002/da.20432
https://doi.org/10.1002/da.20432
https://doi.org/10.1017/S0033291706008452
https://doi.org/10.1017/S0033291706008452
https://doi.org/10.1037/0033-2909.128.5.825
https://doi.org/10.1037/0033-2909.128.5.825
https://doi.org/10.1016/j.janxdis.2014.09.017
https://doi.org/10.1016/j.janxdis.2014.09.017
https://doi.org/10.1037/0882-7974.21.1.201
https://doi.org/10.1037/0882-7974.21.1.201
https://doi.org/10.1037/0021-843X.114.4.522
https://doi.org/10.1037/0033-2909.96.3.465
https://doi.org/10.1037/0033-2909.96.3.465
https://doi.org/10.1037/0022-3514.70.3.567
https://doi.org/10.1016/j.cpr.2009.11.002
https://doi.org/10.1016/j.cpr.2009.11.002
https://doi.org/10.1177/2167702614536162
https://doi.org/10.1177/2167702614536162
https://doi.org/10.1037/0022-3514.54.6.1063
https://doi.org/10.1037/0022-3514.54.6.1063
https://doi.org/10.1037/0021-843X.97.3.346
https://doi.org/10.1037/0021-843X.97.3.346
https://doi.org/10.1002/da.20496
https://doi.org/10.1017/S0813483900003077
https://doi.org/10.1037/a0030133
https://doi.org/10.1037/a0030133
https://doi.org/10.1521/jscp.2006.25.6.668
https://doi.org/10.1016/j.psychres.2016.06.006
https://doi.org/10.1016/j.psychres.2016.06.006


Negative Appraisals 3153

N

Appraisal Theories and the Origin of
Negative Appraisals

Although the term of appraisal has been com-
monly used in the literature for several decades
(e.g., Arnold 1960), the controversy regarding the
structure and the function of appraisal remains a
concern. The present entry will first describe the
emergence of the term “negative appraisal” in the
literature and propose a clear definition of “nega-
tive appraisals.”

Lazarus and Folkman (1984) defined the con-
cept of appraisal as “a process through which the
person evaluates whether a particular encounter
with the environment is relevant to his or her well-
being.” They distinguished between two types of
appraisal: a primary appraisal and a secondary
appraisal. In a primary appraisal, people evaluate
whether they have anything at stake in the
encounter or the potential benefits for well-being
according to factors such as their own personality,
values, and commitment. In secondary appraisal,
people evaluate the opportunities to prevent harm
or to improve the prospects for experiencing a
benefit. Thus, various coping strategies (e.g.,
changing the situation, accepting it, seeking
more information, or holding back from acting
impulsively) can be used. After the individual
finishes appraising the valence of the event, the
second phase begins which consists of appraising
their ability to cope with the event. In this general
sense, appraisal can be considered to be a cogni-
tive evaluation of different variables or events
composing a situation.

Among the numerous theories concerning
appraisal, most of them assume that emotions
come from evaluations of events (Lazarus 1991;
Scherer 2001; Smith and Ellsworth 1985) rather
than the other way around (see Clore and Ortony
2001). As people are continually evaluating
events from the environment, emotions should
result from patterns of evaluation known as
appraisal structures (Silvia 2005). According to
numerous authors, cognitive appraisal does not
require consciousness and control (Roseman and
Smith 2001). These appraisal theories define
appraisal as the process of detecting and assessing
the significance of the environment in order to
improve well-being (Moors et al. 2013) and do
not make distinction between negative and posi-
tive appraisal.

However, based on Lazarus’ stress model,
Lawton et al. (1989) defined the term “caregiving
appraisal” as a large category including cognitive
appraisal, affective appraisal, and reappraisal of a
potential stressor encountered in the environment
and the efficacy of one’s coping efforts. In this
context, caring was defined as “the affective com-
ponent of one’s commitment to the welfare of
another” and caregiving being defined as “the
behavioural expression of this commitment”
(Pearlin et al. 1990). Therefore, Lawton and col-
laborators (1989) conceptualized caregiving sat-
isfaction as representing the constructs of positive
and negative appraisal.
Negative Appraisals

“Negative appraisals” is a less common term used
in the literature. Based on Lawton and colleagues’
research, Pruchno et al. (1995) presented a theo-
retical model for the understanding of family
members’ well-being living in multigenerational
households. This model includes “negative
appraisals” as a variable influencing well-being
of caregivers and care-receivers among their
own family. Harwood et al. (2000) reported a
study investigating the influence of the predictors
of satisfaction and burden, conceptualized as pos-
itive and negative caregiving appraisals among
caregivers (Lawton et al. 1989). The authors con-
sidered negative appraisals as the evaluation of
the negative influence of caregivers on patient’s
health. In the same line of research, Toohey et al.
(2016) use the term negative appraisals as the
perceptions of stigma, of losses connected to
caregiving.

Moreover, Brown and Jones (2010) used the
term negative appraisal in the context of evalua-
tion of the level of pain. In their study, the authors
referred to negative appraisal as the negative eval-
uation of the unpleasantness of the painful stimuli.
According to this recent research, “negative
appraisal” seems to be characterized as an evalu-
ation or estimation of a negative event or
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stimulation. Finally, the term “negative
appraisals” is also found in research on post-
traumatic stress disorder (PTSD; Ehlers and
Clark 2000; Zuj et al. 2017). In this context, the
authors refer to “negative appraisals” as the neg-
ative evaluation relating to the trauma and its
sequelae. Here also, the use of “negative
appraisals” is based on the idea that individuals
negatively appreciate an event or a situation.

To conclude, negative appraisals is a recent
term which appeared in the psychological litera-
ture during the past few decades (Lawton et al.
1989). Taking into account the different uses
of the term appraisal in the scientific literature
and more recent research, the term “negative
appraisals” could be defined as the process
through which people evaluate or appreciate a
particular negative encounter in the environment
that is relevant to his or her well-being.
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Negative Emotional Accounts
▶Negative Emotional Narratives
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Negative Emotional
Narratives
Antonietta Curci
University of Bari Aldo Moro, Bari, Italy
Synonyms

Negative emotional accounts; Negative emotional
retelling; Negative emotional stories
Definition

Negative emotional narratives are a type of retell-
ing that individuals produce after having experi-
enced a negative emotional episode. They might
have either a written or oral form and always
presuppose an addressee, real or symbolic (i.e., a
diary), to whom the content is exposed.
Following a negative event, individuals narrate
what they have experienced along with expressing
their emotional feelings and referring personal
evaluations and associated meanings. If follows
that negative emotional narratives do not simply
correspond to objective reproductions of unpleas-
ant facts; instead they are personal reconstructions
of memory contents intertwined into the individ-
ual’s life story.
Contents and Structure of Negative
Emotional Narratives

Negative narratives are influenced by the per-
ceived impact of the original emotional experi-
ence. The contents and structure of these
accounts reflect the memory processes activated
in encoding and retelling of a negative event.
Narratives concerning highly intense and trau-
matic experiences are poorly organized and
fragmented, accompanied by recollections of
sensorial/perceptual/emotional details (Crespo
and Fernández-Lansac 2016). When individuals
are faced with traumatic episodes, a sensory/
visuospatial encoding of their experience pre-
vails, and this leads to a preferential, although
poorly organized, storage of sensorial/perceptual/
emotional material (Brewin et al. 2010). As a con-
sequence, narrative reports concerning these epi-
sodes abound with sensorial/perceptual/emotional
details. A different line of research, focusing on
autobiographical memory, has shown that richness
of sensory details and temporal coherence charac-
terize narrative accounts of very integrated repre-
sentations in the autobiographical knowledge base,
which go under the suggestive label of Flashbulb
memories (Curci and Conway 2013).

With respect to their structure, negative emo-
tional narratives represent a form of cognitive
elaboration of the experience. The higher the
impact of a negative episode upon the individual’s
life and symbolic systems, the more cognitive
work is required to reduce the subjective imbal-
ance created by the original experience and its
consequences. Negative events introduce a sort
of discrepancy in the course of ordinary life, so
that individuals strive to reduce this discrepancy
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and make predictable outcomes from unwanted
exceptions. Narratives represent a tool for reduc-
ing this discrepancy and making sense of upset-
ting experiences (Bruner 1990). Through
storytelling, private conversations, and mental
ruminations, individuals build narrative accounts
of their experiences, which then become increas-
ingly integrated into an acceptable symbolic sys-
tem. Achieving narrative coherence mirrors the
individual’s effort to make sense of what hap-
pened. A coherent narrative thus encompasses
orienting and contextual elements, referential
information concerning personal involvement in
the event, and evaluative components (Reese et al.
2011). Clinical studies have indeed shown that a
successful treatment of traumatic experiences
involves a decrease in fragmentation and an
increase in the organization of related narratives
(Foa and Rothbaum 1998).
Functions and Benefits of Negative
Emotional Narratives

Literature on social sharing of emotions has pro-
vided evidence on the different functions accom-
plished by negative narratives (Rimé 2009).
Through private conversations with significant
others, individuals elaborate on their emotional
memories in order to reduce the distress associ-
ated with them. Social sharing of emotions
develops along a continuum from mundane emo-
tional experiences to traumatic accidents, in
social interactions with real people or fictional
interlocutors, such as in the cases of an artistic
production, a literary piece, or a private diary.
The process of sharing ensues from any negative
emotion, including shame and guilt, which are
the least acceptable forms of emotional reactivity
from a social point of view, and it is not
influenced by individual differences (i.e., sex,
age, race, education, etc.). A very basic function
of social sharing is to rehearse significant expe-
riences, thus contributing to memory consolida-
tion. Rimé also distinguished between socio-
affective and cognitive functions of sharing emo-
tions. As to the affective functions, studies have
shown that, in narrating personal negative
experiences, individuals seek and obtain social
support, mitigate the sense of loneliness, stimu-
late attachment behavior, and enhance threatened
self-esteem. Sharing negative emotions elicits
empathy in others, stimulates bonding in a social
environment, and strengthens social ties, thus
prompting benefits at both an individual and
collective level. With regard to cognitive func-
tions, in narrating their experiences individuals
achieve cognitive articulation of related mental
representations, accommodate models and
schemes of the world, diminish the persistence
of distressing memory elements (i.e., unpleasant
bodily signals related with the emotional state,
ambiguous exteroceptive and interoceptive stim-
ulations), and rearrange the hierarchy of goals
overturned by the upsetting event. Finally, emo-
tional retelling tends to propagate, in that recip-
ients of emotional disclosures engage in turn in a
secondary or even tertiary social sharing. Emo-
tional narratives become then the way through
which emotional knowledge spreads out across
social environments.
The Writing Paradigm

The investigation of the functions and benefits of
narrating emotional experiences has received a
great impact from the studies of James
W. Pennebaker, from the University of Texas at
Austin. In hundreds of articles and several books,
Pennebaker and his followers have shown that the
disclosure of personal emotional events is associ-
ated with later health benefits as assessed by phy-
sician visits, reported symptoms, immunological
functions, as well as with many other indices of
subjective well-being. The method adopted con-
sists in fostering disclosure by asking participants
to write down about past emotional events. The
first studies were ran on college students and
adopted experimental or quasi-experimental
approaches. Over the years, the so-called writing
paradigm has been extended to more naturalistic
contexts such as computer-mediated communica-
tion, social media, school, and workplaces and
applied to special samples of prison inmates, alco-
hol consumers, war veterans, etc.
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Pennebaker has also set up computerized tools,
known as Linguistic Inquiry and Word Count
(LIWC), useful to screen texts concerning nega-
tive and traumatic experiences to find the linguistic
correlates of psychological processes concerning
attentional focus, emotional states, social relation-
ships, thinking styles, and individual differences
(Tausczik and Pennebaker 2010). The output of
the analysis is an index of word use within a large
set of linguistic (e.g., first-person singular pronouns,
conjunctions), psychological (e.g., anger, insight),
and topical (e.g., work, money) categories. The idea
underlying this approach is that putting an emo-
tional episode into words leads to recovery from
the related emotional distress. Studies by
Pennebaker constitute the foundation of the writing
therapy, which has been proven to help victims and
survivals of traumas to achieve psychophysical
health benefits and improve the quality of their life
following distressing experiences. Consistent with
this line of work, researchers have shown that nar-
rative methodology can help individuals to achieve
a posttraumatic growth, by restructuring their iden-
tity in a positive self-representation that goes beyond
the threats of past life adversities (Pals and
McAdams 2004).
The Collective Dimension

Negative emotional narratives can be investigated
from both an individual and a social perspective.
Given its relational nature, the act of narrating
contributes to consolidating the link between the
personal life course and the familiar, social, and
cultural contexts in which the individual is imbed-
ded. Studies on social processes in elaboration of
historical traumas have demonstrated that narra-
tives strengthen the sense of belonging to social
groups, thus contributing to the formation of the
individual’s personal and social identity and shap-
ing the collective identity of social groups
(Pennebaker et al. 2013). In this sense, negative
emotional retelling does not simply represent an
individual process, but it also reflects the needs,
motives, and objectives of social groups and con-
stitutes the first step toward the construction of
shared representations of the historical past.
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Negative Events
Erica B. Slotter
Department of Psychological and Brain Sciences,
Villanova University, Villanova, PA, USA
Synonyms

Acute stressors; Negative life events; Social role
losses
Definition

Negative events refer to any occurrence in a per-
son’s life that had changed their life for the
worse – either objectively or in their subjective
perception. Negative events frequently encom-
pass experiences that would be considered major
life events, including financial hardship, job loss,
divorce, and bereavement, and are often consid-
ered to be prototypical examples of acute
stressors. Many negative events also encompass
a person losing a valued social role from their
sense of identity, such as when someone going
through a divorce loses the social role of
“spouse.”
Introduction

Throughout their lives, people experience a wide
variety of impactful life events. From graduating
high school, to changing jobs, to getting married,
to having children, or getting divorced, we all go
through transitions that fundamentally alter who
we are. Although some transitions, such as getting
married or starting a career, are positive in nature,
these transitions also include negative events such
as the loss of a job or a valued relationship. Unfor-
tunately, these negative experiences often
adversely affect individuals. Such life events can
predict heightened feelings of anxiety, depression,
and general distress (e.g., Jetten et al. 2002). The
central goal of the present entry is to discuss how
negative events in people’s lives influence their
well-being, in particular through the mechanism
of identity change and confusion.
Negative Events

Negative events will occur in the lives of almost
all people. From losing a job, to serious illness, to
getting a divorce, and to bereavement over the
loss of a loved one, almost every adult human
being will encounter hardship and failure in their
lifetime. Understanding the impact that these
events have on us is a crucial task for psycholo-
gists due to the potent risks that these negative
events present for both psychological and physi-
cal well-being. However, beyond understanding
what negative outcomes are associated with neg-
ative life events, we must also understand why
these events are so impactful. The present entry
explores how negative life events are related to
well-being and proposes that one mechanism that
drives this association are the changes to people’s
identity that are often brought about by negative
life events.

Negative Events and Well-Being. It is per-
haps unsurprising that negative events can pro-
found influence people’s psychological and
physical well-being. Major life events, including
both positive and negative ones, can predict
increases in people’s levels of stress, general

https://doi.org/10.1007/978-3-319-24612-3_827
https://doi.org/10.1007/978-3-319-24612-3_827
https://doi.org/10.1007/978-3-319-24612-3_1256
https://doi.org/10.1007/978-3-319-24612-3_300041
https://doi.org/10.1007/978-3-319-24612-3_301695
https://doi.org/10.1007/978-3-319-24612-3_302546
https://doi.org/10.1007/978-3-319-24612-3_302546


Negative Events 3159

N

emotional distress, and subclinical levels of anx-
iety and depression (e.g., Jetten et al. 2002). These
effects can be exacerbated to the extent that the
life event in question is perceived by the person
experiencing it to be a negative event (Slotter and
Walsh in press). For example, the loss of a roman-
tic relationship predicts elevated levels of emo-
tional distress and depressive symptomology
(e.g., Slotter et al. 2010) and even negative phys-
ical health outcomes such as increased mortality
risk and suppressed immune function (e.g.,
Kiecolt-Glaser and Newton 2001).

Of course there are many moderators of the
impact that negative events have on well-being
that are beyond the scope of the present entry.
There are also several different mechanisms that
researchers have argued for as the pathways by
which negative events generate distress. How-
ever, one mechanism linking negative events to
well-being outcomes, specifically psychological
well-being outcomes, that has only recently
begun to be explored and is the focus of the
current entry is the impact that negative events
often have on people’s identity.

Negative Events and Identity. People’s iden-
tity, often called their self-concept, is a cognitive
structure, much like a schema, that is developed
through people’s self-reflections as well as their
experiences out in the world. The content of a
person’s identity consists of the myriad attributes,
aspirations, views, values, beliefs, attitudes, social
roles, and even possessions that they identify
as being “me,” or “mine,” (e.g., McConnell
2011). Identity can be both consistent over time
and contextually malleable, with some aspects
fairly stable and others more prone to change
across time and situation (e.g., McConnell
2011). Crucially, identity is largely socially cre-
ated and defined; people’s self-views largely are
dynamic reflections of their social worlds and
relationships.

People reflect on both the content of their iden-
tity and its consistency across time, and this
assessment determines their self-concept clarity.
A construct called self-concept clarity encom-
passes people’s subjective sense that their overall
identities are clear, cohesive, and consistent over
time (e.g., Campbell et al. 2003). Although
related, the individual characteristics and other
content contained in the self-concept are both
conceptually and empirically distinct from peo-
ple’s holistic, metacognitive judgments of self-
concept clarity. Higher self-concept clarity is
associated with personality traits, such as less
neuroticism and greater agreeableness, as well as
a host of positive well-being outcomes (e.g.,
Campbell et al. 2003). Although often viewed as
a fairly stable, trait-like characteristic, research
has demonstrated that a variety of situational fac-
tors can alter self-concept clarity, including nega-
tive events (e.g., Slotter et al. 2010).

Negative events can be central catalysts of
changes in self-concept content and clarity, often
because these events represent major life transi-
tions that change the social roles that we fulfill,
such as losing a job or getting a divorce. With
regard to the content of people’s identity, negative
events that encompass losing social roles can
result in self-concept constriction, wherein people
lose attributes or characteristics from their identity
that they previously possessed (e.g., Mattingly
et al. 2014). For example, if a person’s romantic
relationship ends, they lose not only the compan-
ionship associated with that relationship but also
the myriad ways that that relationship helped to
shape who they are. They lose the social role of
being a romantic partner (Light and Visser 2013),
and can even jettison other characteristics that
they embodied specifically within the relationship
(Slotter et al. 2014), resulting in a self-concept that
is quite literally smaller, or encompasses fewer
attributes (e.g., McIntyre et al. 2014; Slotter
et al. 2010).

The changes that people experience in the con-
tent of their identity after a negative event con-
tribute to reductions in their self-concept clarity
(e.g., Slotter and Walsh in press; Slotter et al.
2010, 2014), with greater identity change pre-
dicting less identity clarity. Indeed, recent work
has established that losing important social roles,
which as previously stated often coincides with
negative life events such as divorce, predicts ele-
vated feelings of identity confusion, or reduced
self-concept clarity, to a greater extent than
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gaining new social roles, which often coincide
with positive events such as marriage (Light and
Visser 2013; Slotter and Walsh in press). This
reduction in self-concept clarity is especially pro-
nounced when people associate low levels of pos-
itive emotions with the event (Slotter and Walsh
in press).

Negative events can have important implica-
tions for people’s identity clarity over time as
well. For example, the loss of a romantic relation-
ship predicts reduced self-concept clarity among
college students at the time of the breakup itself
but also over the course of the following 3months.
(e.g., Slotter et al. 2010). Similar effects have been
established in divorcing adults (Sbarra and
Borrelli 2013).

Negative Events and Well-Being Through
an Identity Change Mechanism. The impor-
tance of understanding negative events that influ-
ence people’s identity comes from the association
between identity change and clarity and well-
being outcomes. We already know that negative
events predict negative well-being outcomes for
many individuals, but one potential mechanism
for this effect that has only recently begun to be
explored is the impact that negative events have
on people’s selves – especially their self-concept
clarity. As discussed in the previous section, the
content of people’s identity is altered and often
constricted in the wake of negative life events, and
this is related to them feeling uncertain about who
they are or experiencing low self-concept clarity
(e.g., Slotter et al. 2010; Slotter and Walsh in
press). Additionally, self-concept clarity at the
trait level is generally associated with positive
personal and relational outcomes (e.g., Campbell
et al. 2003).

Beyond this individual difference association
with positive outcomes, self-concept clarity also
is related to people’s adjustment in the wake of
negative life events. After a negative life event, in
particular one that involved the loss of a valued
social role, the decrements in self-concept clarity
that people tend to experience are related to poorer
psychological functioning. Specifically, among
college student who had just experienced the
breakup of a romantic relationship, the reductions
in self-concept clarity that followed contributed
uniquely to the amount of depressive
symptomology that they reported (Slotter et al.
2010). Greater reductions in self-concept clarity
in the months following the dissolution of the
dating relationship predicted higher levels of sub-
clinical depressive symptomology, even when
accounting for other factors that might contribute
to participants’ distress, including feelings of
rejection, feelings of surprise, and who initiated
the breakup. Among divorcing adults, a less clear
sense of identity also predicted high levels of
subclinical depressive symptomology 3 month
later (Sbarra and Borelli 2013). Thus, the reduc-
tions in identity clarity that people tend to experi-
ence in the wake of negative events, relationship
dissolution in the present example, are intimately
tied with their psychological experiences and
adjustment.
Conclusion

Taken together, negative events can profoundly
impact people. Experiencing a negative life event,
such as the loss of a valued social role, is associ-
ated with decrements in both psychological and
physiological functioning. Although many differ-
ent pathways have been proposed to account for
this connection, one mechanism that research has
only recently started to explore deals with the
influence of negative events on people’s percep-
tions of their identities. Overall, negative events,
specifically those that involve the loss of social
roles, predict changes in people’s self-concepts.
People report that their identity is in a state of flux
and oftentimes feels constricted, or reduced, after
these negative experiences. Furthermore, people
often report that they feel confused about who
they are after a negative event; a reduction in
their self-concept clarity. This reduction in iden-
tity clarity has been shown to uniquely account for
a portion of the psychological distress and the
disruptions in psychological functioning that peo-
ple experience in the wake of negative events.
Thus, the changes to people’s identity that occur
when they experience unpleasant life circum-
stances, especially with regard to the clarity with
which they define themselves, are important to
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understand as they serve as one pathway through
which people are impacted by the negative events
that occur in their lives.
Cross-References
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Neglect/Overburdening
Childhood Situations
Sarah Moses
Adler University, Chicago, IL, USA
Synonyms

Abandonment; Abuse
Definition

Neglect is the failure to provide necessities to a
child, including affection, and can occur via aban-
donment of a child, as well as when a parent is
physically present yet fails to provide. An over-
burdening childhood situation is a concept that
Alfred Adler, founder of Adlerian psychology or
Individual psychology, used to describe situations
in which children are exposed to severe stressors
and difficult situations in their childhood. Adler
included neglect under the broader umbrella of
overburdening childhood situations.
Introduction

Alfred Adler, the founder of Adlerian psychology
or Individual psychology, included “children who
suffer from neglect, abuse, or being hated and
unwanted,” pampered children, and children
with severe organ inferiorities, under the category
of overburdening childhood situations (Griffith
and Powers 2007, p. 77). Prior to his discussion
of overburdening childhood situations, as early as
1908, Adler talked about the need for affection,
which preceded the broader concept of social
interest, a central tenet of Adlerian theory
(Ansbacher and Ansbacher 1956). This entry
will begin with a discussion of the need for affec-
tion as the precedent to social interest, followed
by Adler’s examples of overburdening childhood
situations, and will conclude with an explanation
of Adler’s view on the relationship between
overburdening childhood situations and social
interest.
The Need for Affection
In 1908, Alfred Adler wrote about the need for
affection (original German zärtlichkeitsbedürfnis)
stating that “the strength of the affectional tenden-
cies, the psychological apparatus which the child
can bring into play to achieve satisfaction, and the
way in which he bears lack of satisfaction repre-
sent an essential part of the child’s character”
(Ansbacher and Ansbacher 1956, p. 39–40).
Adler pointed out the tendency children have “to
cuddle up, always remain close to loved persons,
and want to be taken into bed with them” (p. 40)
and explained that this initial need for affection
broadens to include friendships and “social feel-
ings” (p. 40). As Adler developed his theory fur-
ther, the need for affection evolved to form one of
the most central tenets of Adler’s theory, social
interest (original German gemeinschaftsgefühl).
Although the concept of gemeinschaftsgefühl
does not have a perfect translation from German
into English, some have translated the word as
community feeling, social interest, or perhaps
more accurately as a combination of the two.
Community feeling is an affect (Watts 2012) in
which an individual feels a connection and sense
of belonging to others, or empathy (Carlson and
Englar-Carlson 2017). When an individual feels
disconnected, he or she may become focused
inward and stuck without movement, in a discour-
aged state of isolation. This state of being stuck
and focused inward is in contrast to social interest,
which is action oriented (Watts 2012) and has
been defined by some as “participation in the
common good” (Carlson and Englar-Carlson
2017). Social interest is viewed as a potential
one is born with that must be developed
(Manaster and Corsini 1982) and is viewed by
many as indicative of mental health.
Overburdening Childhood Situations
and Social Interest

Alfred Adler, as he described overburdening situ-
ations in his writings, provided the examples of
neglect, pampered children, and organ inferior-
ities. According to Adler, a neglected child, or a
child that is hated and unwanted, is a child who
has “found society cold to him and will expect it
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always to be cold” and “never quite found a trust-
worthy other person” (Ansbacher and Ansbacher
1956, p. 371). Pampered children are children
who get whatever they want, when they want it,
without needing to give anything in return and
therefore never learn the value in cooperating
with others. Adler stated, regarding a pampered
child, “he has lost his independence and does not
know that he can do things for himself” (p. 369).
Adler described children who were born with
“imperfect organs” or who suffered from a child-
hood disease as children that may have attention
focused on their illness or on “their own sensa-
tions,” at the expense of interest in others, and
may feel inadequate or inferior due to ridicule by
others (p. 368).

Children are innately driven toward others.
Those who experience overburdening childhood
situations such as these, however, may not have
developed their social interest and may feel a
heightened sense of inferiority. Adler commented
that “to be human means to feel inferior” (p. 115)
and these feelings of inferiority serve as motivators
to overcome obstacles and move toward growth.
Many Adlerians refer to this as movement from a
felt minus to a felt plus, and this is present in both
adults and children. Children however, who natu-
rally have feelings of inferiority because they are
smaller and dependent, are likely to find over-
burdening childhood situations as evidence of
their inferior status, solidifying their belief
(Manaster and Corsini 1982). According to Adler,
“the growing infant takes into account all the
impressions he receives, those from his own body
and those from the external environment, and
under their influence creatively forms his opinion
of himself and the world, together with his idea of
his individual goal of success” (Ansbacher and
Ansbacher 1956, p. 366). This deeply engrained
sense of inferiority is likely to lead to a lack of
“social interest, courage, and self confidence”
(p. 118) and may set the conditions for what
Adler called the “neurotic disposition” (p. 366).
Conclusion

Overburdening childhood situations may lead to a
heightened sense of inferiority and later life
challenges as illustrated in Adler’s example of a
“boy who felt neglected when he noticed that his
mother showed affection only to his younger
brother, and therefore wandered through life
searching for warmth and affection he had missed
in earliest childhood” (Adler 2011, p. 43). It is
important to note that Adler did not believe that
this outcome was inevitable. Adler recognized
that children who were neglected in childhood
must have received some form of care or they
would not have survived as infants; therefore,
Adler cautioned against thinking of these children
as “pure types,” destined to a life of isolation
(Ansbacher and Ansbacher 1956, p. 371).
Although Adler placed great emphasis on the
social context, Adler stated that our environments
only provide a probability, but do not determine
our situation. Individuals “are self-determined by
the meaning” they give to their situations (Adler
1980, p. 14). Rather than an overburdening situa-
tion being a guarantee of difficulties, Adler
believed that overburdened children were faced
with a higher probability of developing styles of
life, “the instructions for how to belong” (Carlson
and Englar-Carlson 2017, p. 142) or convictions
about self, others, and the world, with an under-
developed social interest.
Cross-References
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John E. Kurtz
Department of Psychology, Villanova University,
Villanova, PA, USA
Definition/Introduction/Main Text

The NEO Inventories refer to a set of structured
psychological tests designed to assess the five-
factor model of basic personality traits (FFM;
Digman 1990; Goldberg 1990). Full-length and
abbreviated versions are available for obtaining
self-reports and informant ratings of the FFM
traits. These instruments are published by Psycho-
logical Assessment Resources, Inc. in Lutz,
Florida (www.parinc.com). The main dimensions
of the FFM are measured by domain scores,
and these domains break down into more specific
subscales called facets. The original NEO Inven-
tory (Costa and McCrae 1985) included six facet
scales for three of the five domains (Neuroticism,
Extraversion, Openness to Experience). The first
revision (NEO-PI-R, Costa and McCrae 1992)
added six facet scales for both the Agreeableness
and Conscientiousness domains. A 60-item
abbreviated version called the NEO-Five Factor
Inventory (NEO-FFI) was included in the first
revision which measures the five domains with
12-item scales. The second and most recent revi-
sion of instrument (McCrae and Costa 2010) has
produced full-length (NEO-PI-3) and short
versions (NEO-FFI-3) that can be used in self-
report (Form S) or informant rating (Form R)
formats. In addition to improvements in the psy-
chometric properties of the test, the second revi-
sion made item replacements to reduce the
reading requirements and enhance clarity. Thus,
the NEO-PI-3 and NEO-FFI-3 can be used with
respondents age 12 or older. A new normative
sample employs responses from 635 adults for
Form S to 649 adults for Form R for use with
respondents aged 21 years or older. An adolescent
normative sample was introduced based on
responses of 500 adolescents (Form S) and
465 adolescents (Form R) for use with respon-
dents aged 12–20 years.

The full-length versions of the NEO-PI-3 and
NEO-PI-R contain 240 items, organized into five
domains. Each domain is comprised of six facet
scales of eight items. The facet scales of the Neurot-
icism domain are labeled Anxiety, Angry Hostility,
Depression, Self-Consciousness, Impulsiveness,
and Vulnerability. The facet scales of the Extraver-
sion domain are labeled Warmth, Gregariousness,
Assertiveness, Activity, Excitement-Seeking, and
Positive Emotions. The facet scales of the Openness
domain are labeled Fantasy, Aesthetics, Feelings,
Actions, Ideas, and Values. The facet scales of the
Agreeableness domain are labeled Trust, Straight-
forwardness, Altruism, Compliance, Modesty, and
Tender-Mindedness. The facet scales of the Consci-
entiousness domain are labeled Competence, Order,
Dutifulness, Achievement Striving, Self-Discipline
and Deliberation. The domains and facet scales can
be scored by hand or by using a software program
that also generates an interpretive report.

The NEO Inventories have evolved across four
decades of empirical research on the structure and
stability of individual differences in adulthood.
Accordingly, test validity is well established
from longitudinal, cross-observer, genetic, and
convergent and discriminant correlations with
other relevant criteria. The domain and facet
scales have been translated into more than 50 lan-
guages and dialects, and the test manual provides
information for 24 published translations
(McCrae and Costa 2010). One of the few criti-
cisms of the NEO Inventories has been the
absence of validity scales to check for

http://www.parinc.com
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dissimulation or random responding. Although
studies have demonstrated that such scales may
be unnecessary in research contexts due to the
infrequency of distorted responding (e.g., Kurtz
and Parrish 2001; Piedmont et al. 2000), the
impact of response biases is likely greater in
assessment contexts with strong incentives for
positive or negative self-presentation. Nonethe-
less, the NEO Inventories should prove to be
useful assessment tools in a variety of applied
settings, such as business organizations, counsel-
ing centers, and primary care practices. Research
on the links between the FFM and personality
disorders (Costa and Widiger 2002) suggests par-
ticular utility of the NEO Inventories for the
assessment of psychopathology and enhanced
understanding of problems in living.
N
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Definition

Based on Janet’s classic notion of dissociation,
Hilgard (1977) proposed a neodissociation theory
of hypnosis, the core concept of which was the
division of consciousness into parallel, coexisting
streams. Stemming from this theory, there are
currently multiple alternative accounts of how
dissociation may explain hypnotic phenomena.
Introduction

The concept of désagrégration, or dissociation,
originated with Janet (1907), in his attempt to
describe and explain various phenomena that
appear to have a suggestive basis, such as hypno-
sis and some mental disorders. He proposed that a
set of mental contents can become split off, or
disassociated, from other mental processes and
thus separated from awareness and voluntary con-
trol. Moreover, these dissociated contents may
then be activated, outside of awareness, through
suggestion.

Developing these ideas, Hilgard (1977)
hypothesized that in hypnosis, an amnesia-like
barrier can block some mental activity from the
conscious access it would otherwise have. He also
hypothesized that, with appropriate hypnotic sug-
gestions, a hidden observer can be elicited, able to
report the mental activity otherwise walled off
from awareness in hypnosis.
Hierarchy of Cognitive Control
Mechanisms

However, as part of his neodissociation theoretical
framework, Hilgard also proposed other

https://doi.org/10.1007/978-3-319-24612-3_1399


3166 Neodissociation Theory
hypotheses, less closely derived from Janet, about
mechanisms underlying hypnosis. The basis
for these hypotheses was a hierarchical model of
cognitive control mechanisms, with the lower
level consisting of many coexisting control sub-
systems and the higher level consisting of an
executive system that governs the activity of the
subsystems.

Hilgard hypothesized that hypnosis works by
altering the function of this executive system in
various ways. First, by weakening the executive
role in planning and initiating new behavior, hyp-
nosis would open the subsystems to more direct
access through suggestion. Second, by weakening
the executive role in monitoring activity in sub-
systems of control, hypnosis would minimize
awareness of control over mental operations, lead-
ing to hypnotic responses being experienced as
involuntary, occurring outside the person’s will.
Third, by weakening the executive role in provid-
ing feedback through monitoring to guide lower
subsystems of control, hypnosis would interfere
with the ability to distinguish imaginings from
real events, leading to phenomena such as hyp-
notic hallucinations.

Bowers (1992) was an influential later propo-
nent of neodissociation theory. By focusing on the
explanation of involuntariness in hypnosis, he
revealed an important inconsistency in Hilgard’s
views. The amnestic-barrier mechanism implies
that a hypnotic response is enacted voluntarily in
the usual way, but the perception of this self-
agency is blocked from awareness. In this case,
the experience of involuntariness would be an
illusion, because the underlying control of behav-
ior is unaffected. However, the altered-control
mechanism implies that a hypnotic suggestion
may relatively directly activate a subsystem of
control, bypassing the normal executive initiative.
In this case, the experience of involuntariness
would reflect a genuine change in the underlying
control of behavior, not an illusion.

In view of this inconsistency, Bowers argued
that neodissociation theory actually consists of
two distinct sub-theories of hypnosis: a theory of
dissociated experience and a theory of dissociated
control. According to the dissociated-experience
account, hypnosis blocks self-perception of the
volition involved in enacting suggestions. Thus,
executive control would be operative in the
usual way, but the individual would be unaware
of the effort he or she actually expended to carry
out a suggestion. In contrast, according to the
dissociated-control account, in hypnosis subsys-
tems of control tend to become dissociated from
the executive system, bypassing its processes of
volition and effortful control. Thus, executive
effort in enacting suggestions would actually be
low, which the individual would perceive
accurately.

On the basis of various empirical findings,
Bowers eventually proposed that dissociated con-
trol is the principal dissociative mechanism under-
lying hypnosis (Woody and Bowers 1994).
However, other important theorists influenced by
Hilgard, such as Kihlstrom (1992), have favored
dissociated experience as the main mechanism in
hypnosis.
Critique and Integrated Model

In an important critique of neodissociation theo-
ries, Kirsch and Lynn (1998) drew attention to
what they viewed as the troubling inconsistencies
between the different versions, such as dissociated
experience and dissociated control. They were
particularly critical of Hilgard’s special mecha-
nisms of the amnesic barrier and the hidden
observer, which seemed to them to be little more
than elusive analogies.

In response to this critique, Woody and Sadler
(1998) advanced amodel that avoided these special
mechanisms and integrated the different theoretical
positions about dissociation by interpreting them
within dual-systems theories of action, as proposed
by cognitive neuroscientists (e.g., Norman and
Shallice 1986). In these dual-systems theories,
two complementary systems manage the initiation
and control of behavior. A higher, centralized exec-
utive system principally handles volitional, effort-
fully controlled acts, whereas a lower, diverse
decentralized system mainly handles more
stimulus-driven, routine acts.

Figure 1 provides a diagrammatic representa-
tion of the integrative model of hypnotic
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Neodissociation Theory, Fig. 1 An integrative model
of dissociation theories of hypnosis. A theory of dissoci-
ated experience involves the weakening of path c and
possibly of path e. A theory of dissociated control involves
the weakening of path b and possibly of path a. A theory of

second-order dissociated control involves the weakening
of path d. Reprinted from Woody and Sadler (2008,
p. 90, Fig. 4.2). Reproduced by permission of Oxford
University Press: https://global.oup.com/academic/rights/
permissions/autperm/
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dissociation based on dual systems (Woody and
Sadler 2008). The higher, executive level is com-
prised of the modules of executive control and
executive monitoring, and the lower level is com-
prised of diverse subsystems of control.
According to dual-systems theories, the subsys-
tems of control manage the selection and tracking
of behavior, but the executive modules add a
second level of control, associated with the expe-
rience of volition, that modulates the subsystems
to fine-tune their function. A major feedback loop
by which executive oversight of action occurs
runs from executive control, to subsystems of
control, to executive monitoring, and back to
executive control. Within this loop, there is
another important feedback loop between execu-
tive control and executive monitoring, by which
information about intentions and goals is passed
from executive control to executive monitoring
and information about activity in the subsystems
of control is passed via executive monitoring to
executive control.

Dissociation theories of hypnosis may be
interpreted as implying alterations in the function
of these feedback loops. First, dissociated experi-
ence may involve the weakening of the path
labeled c, the functional connection from execu-
tive control to executive monitoring, and possibly
of the path labeled e, from subsystems of control
to the executive monitor. In this way, the execu-
tive monitor would be walled off, or dissociated,
from information about the self-mediated nature
of ongoing behavior, which therefore would be
poorly represented in awareness.

Second, dissociated control may involve the
weakening of the path labeled b, the functional
connection from executive control to the subsys-
tems of control, and possibly of the path labeled
a, from the suggestion to executive control. In
this way, executive control would be relatively
walled off, or dissociated, from the activation of
behavior, and hypnotic suggestions could more
directly activate lower subsystems of control,
minimizing processes of volition and effortful
control.

Third, another type of dissociated control,
termed second-order dissociated control, may
involve the path labeled d, from executive moni-
toring to executive control. Based on ideas from
Hilgard, Jamieson and colleagues (e.g., Jamieson
and Woody 2007) advanced the hypothesis that in
hypnosis the executive monitor may provide
weaker corrective feedback for fine-tuning exec-
utive control. This type of dissociation would
involve weakened control of control, a second-
order level of cognitive control.

Thus, the integrative model distinguishes
among three subtypes of neodissociation theory,
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while showing how they fit together conceptually.
Although future research may favor one of these
dissociative mechanisms over the others, it is also
possible that hypnosis may involve a flexible
mixture of multiple processes, depending on
underlying individual differences and the type of
suggestions offered.
Conclusion

To a considerable extent, neodissociation theories
of hypnosis were developed to explain the differ-
ences between people who score as highly hyp-
notizable on standardized hypnosis scales versus
those who score as low hypnotizable. Hence,
underlying individual differences are an essential
component of these theories. The prevailing
assumption has been that people who score in
the midrange on hypnosis scales are responding
to suggestions using the same underlying pro-
cesses as those high in hypnotizability, but to a
lesser extent. However, alternatively it is possible
that differences could be in kind, rather than
degree, with dissociative processes characterizing
how people who are particularly high in hypno-
tizability respond to hypnotic suggestions and
other, non-dissociative processes possibly provid-
ing a better account of the responses of those in
the midrange to low range.

In addition to explaining response to hypnosis,
individual differences in proneness to dissociative
phenomenamay also underlie other, non-hypnotic
phenomena. Indeed, Janet originally proposed
that hypnosis and dissociative disorders are attrib-
utable to the same awareness-attenuating under-
lying mechanism. The hypothesis that high
responsiveness to hypnosis and proneness to
some types of mental disorders share a common
trait-like core is currently an important topic of
research (e.g., Terhune and Cardeña 2015).

Finally, as the process model in Fig. 1 suggests,
neodissociation theories serve as an important
source of hypotheses about the possible neural
bases underling hypnosis and other dissociative
phenomena. Such neural models of hypnosis are
another very active current area of research (e.g.,
Jamieson and Woody 2007).
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Definition

The term “Neo-Freudian” is routinely used in
subtly different ways by those intimately familiar
with the minutia of psychoanalysis (often used to
group together one specific academic lineage)
than by general commenters on the history of
psychology (who use the term broadly to describe
any dissenting heirs to Freud’s work).

When speaking in the broad sense, a “Neo-
Freudian” is any theorist or psychoanalyst whose
initial education or work was grounded in
Sigmund Freud’s theory, but which later made a
conspicuous departure from the Freudian model,
most commonly in the form of resisting the pur-
ported role of infant psychosexuality or in
expanding the role of social and cultural factors
in the formation of personality. By this definition,
many of the most famous Neo-Freudians were
students and contemporaries of Freud, who
departed his company on grounds of theoretical
dissent, such as Alfred Adler and Carl Jung.

When speaking in the narrow sense, the “Neo-
Freudians” were a tradition of mostly American
psychiatrists and psychologists in mid-twentieth
century, many of whom based their work in some
aspects of Freud’s original theories, but continued
in Adler’s direction of variously expanding,
updating, or replacing biologically innate ele-
ments of Freud’s theories with social or cultural
influences. By this definition, theorists such as
Karen Horney and Harry Stack Sullivan are
some of the quintessential Neo-Freudians.
Introduction

Few schools of thought can claim to have exerted
as broad an influence on the history of psychology
as Sigmund Freud’s psychodynamic theories and
associated techniques of psychotherapy (Stevens
1989). While an unbroken intellectual tradition,
dating back to Freud’s original Vienna institute,
has maintained and applied the unaltered central
tenets of Freudian psychoanalytic therapy to this
day (Pick 2015), much of Freud’s influence on
psychology can be found among the splinter
traditions that took key psychodynamic insights
in different directions. Even more so than those
movements within psychology that defined them-
selves in part as reactions to perceived shortcom-
ings in Freud’s approach (Stevens 1989), several
areas within clinical and personality psychology
can trace a direct intellectual lineage back to Freud
as their unambiguous common ancestor.

Some traditions elected to cast themselves as
alternative schools of psychoanalytic thought,
organized around geographical hubs distant from
Vienna, such as the British psychoanalysts
Christopher Bollas, Adam Phillips, and Donald
Winnicott (Brown 1964). Others extracted spe-
cific psychodynamic concepts, and sought to
expand their application within particular domains
of human experience, as was the case with Heinz
Kohut, Melanie Klein, and Otto Kernberg, with
their cumulative development of what has come
to be called Objects Relations Theory (Greenberg
andMitchell 1983), a model of caregiving relation-
ships that acted as a conceptual predecessor of
Bowlby’s later theories of attachment (Shaver and
Mikulincer 2008). Others still built upon the core
psychodynamic distinctions of Id, Ego, and Super-
ego to forge new theories concerning the reactive
development of personality, a tradition now
referred to as Ego Psychology, influenced largely
by the contributions of Heinz Hartmann and David
Rapaport (Malcolm 1982), who in turn were build-
ing upon the expanded conception of defense
mechanisms developed by Anna Freud (Padel
1987). All of these traditions can be seen as off-
shoots of Freud’s theories, what some writers have
called post-Freudian schools of thought (Brown
1964), defined largely by the repurposing of Freud-
ian concepts to a new, usually broader task.

In contrast, some conceptual descendants of
Freudian Psychodynamics are noteworthy for
not merely repurposing Freud’s theories, but for
openly contesting some elements of the accepted
Freudian models in favor of alternative concepts
of their own devising. These dissenting theorists,
or at least a noteworthy subset of them, are today
collectively referred to as the Neo-Freudians
(Brown 1964). Though some of the aforemen-
tioned figures are considered Neo-Freudians
by some, the term represents less of a singular,
coherent intellectual movement, and more of a
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retroactively useful grouping of theorists who
dissented from the Freudian canon for similar
reasons (Birnbach 1961).

Who Counts as a Neo-Freudian?
In A Critical Dictionary of Psychoanalysis,
Rycroft collectively refers to the Neo-Freudians
as “American writers who attempted to restate
Freudian theory in sociological terms and to elim-
inate its connections with biology” (Rycroft 1968,
p.60). However glib a summary this definition is
of the diverse of origins, motives, and perspec-
tives of the various Neo-Freudian theorists, it
nonetheless summarizes the broad themes
commonly associated with the Neo-Freudians.
Merely dissenting from Freud’s specific beliefs
and theoretical positions is not enough to be
considered a Neo-Freudian, nor is being one of
the many influential psychoanalysts of the early
twentieth century who were either native to or
immigrated to the United States of America.
Rather, the uniting feature most heavily relied
upon to categorize the Neo-Freudians was the
character of their dissent from Freud’s views, par-
ticularly with regards to the role of social and
cultural factors in shaping personality (Birnbach
1961).

Contrary to the clear motive stated in Rycroft’s
definition, the most prominent Neo-Freudians
could not reasonably be interpreted as seeking to
“eliminate” the connections to biology present in
Freud’s theories, but rather, to distance their own
theories from Freud’s particular conception of
instinctual drives as intimately related to infant
sexuality (Kurzweil 1989). Most of the theorists
now thought of as Neo-Freudians who were close
contemporaries of Sigmund Freud debated this
conception of instinctual drives with him directly,
seeing it as an overinterpretation of what they saw
as a broader phenomenon biologically grounding
psychological motives (Birnbach 1961). The
degree and precise character of these challenges
varies from theorist to theorist, but the broad trend
could be characterized as an attempted move
away from an alienating and deterministic con-
ception of our innate psychological endowments,
while instead offering greater explanatory weight
to matters of social experience and interpersonal
conflict (Frosh 1999). The assertions of Freud’s
radically embodied libidinal drives in children
were seen as far from matters of certainty, and
served as by far the most common point of depar-
ture that Neo-Freudian theorists sought to reimag-
ine in terms of socialization (Brown 1964).

Beyond this largely shared avenue of dissent
from the Freudian orthodoxy, a subset of
Neo-Freudian writers and therapists shared overt
institutional ties, mostly involving centers of psy-
chiatric training such as the William Alanson
White Institute in New York, founded in part by
influential Neo-Freudian thinkers in 1946 (Frosh
1999). American institutions of this sort represent
the closest that Neo-Freudianism has come, as a
whole, to perpetuating itself as an earnest intellec-
tual tradition, as they represent lineages of teach-
ing and inspiration often leading back to figures
like Alfred Adler, by way of Harry Stack Sullivan
or Erich Fromm (Birnbach 1961). They are, how-
ever, the exception and not the rule, as the most
prominent of Neo-Freudian thinkers generally
offer sufficiently unique theoretical perspectives
that their only substantial overlaps with each other
are the unmodified inheritance of Freud’s original
theories. This difficulty in pinning down a stable
shared character for all theorists labeled as
Neo-Freudians is largely responsible for the dis-
agreements between historians of psychology as
to who should or should not be included in the
category (Brown 1964). The term itself takes on a
different meaning if one is attempting to cast the
Neo-Freudians as a distinct tradition (as in
Rycroft’s definition, 1968), or as a diverse cluster
of writers and analysts grouped together solely by
the character of their dissent from Freud’s views
(as in Kurzweil 1989).

For the purposes of this brief article, individual
attention will be paid primarily to the four most
prominent theorists who are regarded as
Neo-Freudians, in that they notably splintered
from Freud’s teachings in order to pursue theories
more centered around social influences on
personality: Alfred Adler, Karen Horney, Carl
Jung, and Erik Erikson. Prior to this, however,
this article will quickly touch on several key fig-
ures who are also commonly regarded as
Neo-Freudians and who, while less distinctly
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influential than the proceeding four, have helped
shape the face of Neo-Freudianism as it is now
remembered, namely, Erich Fromm, Otto Rank,
and Henry Stack Sullivan.

Peripheral Neo-Freudians

Erich Fromm
Erich Fromm was a German-born theorist who,
while trained as a psychoanalyst and heavily
influenced by Freud, was also heavily influenced
by the works of Karl Marx (Fromm 1980). Fromm
was a prominent member of the Frankfurt School,
where he reimagined the psychodynamic concep-
tion of anxiety as being explicitly generated by the
social conditions of modernity, a notion that was
influential in the development of the more modern
psychological and political concept of “alien-
ation” (Friedman 2013). Fromm postulated that
many attempt to cope with this anxiety by “escap-
ing freedom,” a maladaptive psychological
process that could take on one of four key
“orientations” (akin to defense mechanisms):
The Receptive Orientation, The Exploitative
Orientation, The Hoarding Orientation, and the
Marketing Orientation (Fromm 1980). Under
favorable social conditions, thought to require
Communalistic Humanitarian Socialism, Fromm
postulated it was possible to convert any of these
orientations into a fifth, Productive Orientation,
but that social pressures largely stalled this pros-
pect in peoples’ lives. Fromm was a close con-
temporary with other Neo-Freudians Harry Stack
Sullivan and Karen Horney, and served alongside
Sullivan as one of the founders of the William
Alanson White Institute (Birnbach 1961).

Otto Rank
Otto Rank was an Austrian-born psychotherapist
who was a close associate of Freud’s for some
20 years (James 1985). After leaving Austria, he
focused his career primarily on lecturing in France
and the United States, but continued to write his
own Neo-Freudian contributions to psychoana-
lytic theory, focused largely on the nature of the
therapeutic relationship, and how he believed
it could foster both the learning of adaptive behav-
ior patterns and the targeted “unlearning” of
behaviors that sustained neuroses (Kramer
1995). He also departed from Freud’s account of
neuroses as being grounded in repressed
impulses, and instead viewed them as failures of
creativity in conceiving of one’s own ideal behav-
iors based on social experience (James 1985). His
theories also cast a larger social role for the key
conflicts of life, which Rank characterized as
“separations,” a concept he closely tied to his
model of “unlearning” undesirable behaviors of
dependence. This work was highly influential of
the later emerging field of Existential Psychother-
apy, largely through the impact his American lec-
tures had on Rollo May (James 1985).

Harry Stack Sullivan
Harry Stack Sullivan was a key figure in
American psychoanalysis, particularly among
the traditions that sought to depart from or build
upon the Freudian orthodoxy (Mullahy 1952).
While not as influential as his colleague, Karen
Horney, Sullivan made many personal contribu-
tions to the American attempts to integrate
insights of social psychology into psychodynam-
ics. Notably, Sullivan’s accounts of personality
relied upon a relational concept he referred to as
a “dynamism,” which was analogous to what a
habit or trait represents in many other theories, but
was postulated to not exist within an individual
person, but rather between a person and a recur-
ring situation they find themselves in (Mullahy
1952). Through concepts such as the dynamism,
Sullivan, more so than many other Neo-Freudians,
sought to undermine the central position of
instincts and drives in psychodynamic thought,
instead insisting upon the inescapably “culture-
ridden” nature of every aspect of personality
(Sullivan 1972). To this end, Sullivan also revised
the Freudian conception of the self-image, insisting
instead on “personifications,” mental representa-
tions that function in a manner akin to stereotypes,
but generally held by one person about a specific
other person or themselves (e.g., personifications
of one’s mother may include Good Mother,
Bad Mother, Seductive Mother, or Overprotective
Mother) (Mullahy 1952). As with his colleague
Karen Horney, and to a lesser extent
Erich Fromm, Sullivan has been identified as a
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theorist whose engagement with Freudian theory
appear to be largely shaped by the earlier dissenting
words of Alfred Adler, prompting some
commenters (Birnbach 1961) to suggest that Sulli-
van and Horney may be better regarded as “Neo-
Adlerians,” as opposed to Neo-Freudians in full.

Alfred Adler
Although, like Jung, he never came to settle per-
manently in the United States, Alfred Adler is
generally the most agreed upon member of the
Neo-Freudians, regardless of which criteria one
is employing (Birnbach 1961). Adler was among
the first of Freud’s major followers to declare his
public dissent from Freud’s views, parting from
Freud’s circles in 1911 (Fiebert 1997). As would
prove a recurring theme among later dissenters,
Adler disagreed with Freud’s particular interpre-
tation of innate instinctual drives as embodied
infant sexual desire, a position that writers such
as Frosh (1999) attribute at least partially to polit-
ical considerations for how distasteful the concept
appeared to laypeople. This disagreement did not
constitute an indictment of the significance of
childhood to personality development, or indeed
to the existence of innate motivational states, as
Adler’s subsequent theories still rely extensively
on both of these aspects of psychoanalysis
(Fiebert 1997).

In adjusting his views away from those of
Freud, Adler sought to place a greater emphasis
on what he called “Social Interest,” the notion that
in addition to their selfish, libidinal desires for
gratification, that the human mind also possesses
a fundamental yearning to see others thrive, driv-
ing us to advance social welfare (Adler 1958).
This more optimistic view of human nature, in
contrast to Freud’s relatively tragic view, was
reflected in multiple aspects of Adler’s theories,
including the presumed unknowability of our own
minds. In Adler’s models, the conceptual equiva-
lent of Freud’s unconscious drives were various
“goals” that, while generally unconscious, were in
principle far more knowable and plausible to con-
sciously engage with than much of Freud’s Id
(Fiebert 1997). Students of Adler’s theories
disagree over the intended metaphysical status
of these “goals,” but many interpret them as
possessing a teleological quality that ties in
closely with Adler’s emphasis on striving, as
contrasted with the private avarice of the Freudian
unconscious (Adler 1958).

In framing his own notions of the human pro-
pensity for development and self-improvement,
Adler regarded “Striving for Superiority” as a
fundamental yearning in human psychology,
wherein each individual seeks to overcome the
limitations they see within themselves (Adler
1958). This concept appears to be grounded, at
least in part, within Adler’s own autobiographical
history, having reportedly struggled with both
illness and injuries himself in childhood (Fiebert
1997). This personal striving operates in relation
to Adler’s most famous theoretical contribution to
modern psychology, the concept of the “Inferior-
ity Complex,” one’s semiconsciously maintained
catalogue of both real and imagined personal defi-
ciencies, the intensity and character of which
serves as the ultimate motivation for one’s
Striving for Superiority (Adler 1958). In Adler’s
terminology, the habitual mode of striving one
develops in childhood and maintains throughout
their life is referred to as their “Style of Life” or
simple “Life Style,” which is taken to be one of
the most defining characteristics of individual
personality. While he expressed a distaste for per-
sonality typologies, he did offer tentative expres-
sions of Life Styles that could be broadly
observed: the Getting/Leaning, the Avoiding, the
Ruling/Dominant, and the Socially Useful (Adler
1958). Adler was also one of the first theorists to
suggest that socialization differences relating to
birth order may have substantial influence on how
these Styles express (Fiebert 1997).

As part of the expanded role of social experi-
ence in his theories, Adler also identified what he
believed to be the three fundamental tasks of
social life: Occupational Tasks (pertaining to
one’s career), Societal Tasks (pertaining to friend-
ships and camaraderie), and Love Tasks (ideally
finding an intimate partner for a long-term
relationship). The necessity in cooperation in
each of these tasks underscored Adler’s central
emphasis on interpersonal care and concern with
the welfare of others (Fiebert 1997). Owing to his
insistence on considering the whole individual
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rather than a piecemeal conception of personality,
Adler’s intellectual tradition was often referred to
as “Individual Psychology” (Birnbach 1961).

Karen Horney
Despite not overtly objecting to the emphasis
Freud placed on infant sexuality to the same
degree as many other Neo-Freudians, Karen
Horney famously challenges many aspects of
Freud’s model of psychosexual development on
the grounds that they represented presumed dif-
ferences of value between the genders that
appeared to be inferences grounded in Freud’s
personal antifemale biases (Quinn 1987). Specif-
ically, Horney viewed psychosexual concepts
such as “Penis Envy,” a young girl’s presumed
self-evident acknowledgement that boys are in the
better sexual position and wishing she had a penis
herself, as sexist “biological fallacies” that could
only seem self-evident to a man (Horney 1959).
To this end, Horney offered the famous rejoinder
that from her perspective, a far stronger argument
could be made that boys should feel obvious inad-
equacy when confronted with the capacities of the
female body to host and birth new life, going so
far as to imply that young boys ought to then
experience “Womb Envy” (Horney 1967). Her
role in challenging these gendered assertions, in
addition to her lauded position as one of the first
women ever trained to be a Freudian psychoana-
lyst, prompt some writers to christen her a founder
of the nascent area of Feminist Psychology
(Quinn 1987).

As was the case with Adler before her,
Horney’s main alterations to classical Freudian
psychodynamic theory largely revolved around
expanding the role of social experience and social
influences, in part to fill the explanatory gaps left
by those elements of Freud’s theories she deemed
untenable. For example, Horney drew specific
attention to the proposed issue of Penis Envy,
suggesting that envy-like patterns of anxiety that
appear unique to girls are more likely to draw
from their exposure to the greater social privileges
afforded to boys and men, relative to girls and
women, thus replacing Freud’s biological and
reductive explanation with one drawn from
inequalities in socialization (Horney 1959).
Beyond her reinterpretations of gendered phe-
nomena, Horney also advanced a social conflict-
based reinterpretation of the role anxiety plays in
psychological life, suggesting that social experi-
ences of isolation and helplessness in a seemingly
hostile world produce a basic sense of generalized
anxiety that individuals must cope with, in con-
trast to the drive-specific anxieties outlined by
Freud (Quinn 1987). Since this conception of
basic anxiety is entirely social in nature, Horney
proposed that the coherent coping strategies must
be social as well, and thus defined three social
coping styles that individuals may adopt in child-
hood, strongly shaping their subsequent
personality (Horney 1959):

1. “Moving Toward Others,” wherein individuals
accept the anxiety of their situation and
become dependent on others

2. “Moving Against Others,” resorting to aggres-
sion as a means of resisting the situation,
potentially directing that aggression towards
others who can be subverted or exploited for
personal gain

3. “Moving Away From Others,” wherein
individuals reduce their social anxieties by
becoming isolated and withdrawing from
others, often appearing in one’s personality as
an exaggerated need for independence, self-
sufficiency, or privacy

In a manner similar to, though arguably more
pronounced than, Adler’s optimistic theories of
personal striving, the social dimensions of
Horney’s theories are distinctly optimistic and
life-affirming in a manner that sharply contrasts
the tormented human nature of Freud’s theories
(Horney 1959). In this regard, Horney was also in
agreement with Jung, suggesting that since posi-
tive change is possible through introspection and
auditing one’s neuroses, the main goal of psycho-
analysis should be to help individuals become
globally healthier selves, rather than exhaustively
exploring patterns of childhood dysfunction
(Horney 1959). These particular life-affirming
elements of Horney’s theories and writings served
to influence later generations of psychologists
who were concerned with improving lives and
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self-actualization. Most notably, Horney had a
substantial influence on Carl Rogers, the founder
of what is today most commonly called
Humanistic Psychology or Person-Centred Psy-
chotherapy, during his younger years when he
was training as a psychoanalyst (Quinn 1987).

Carl Jung
Arguably the most widely known of Freud’s
friends and protégés who eventually parted ways
with his psychoanalytic approach, Carl Jung is
sometimes excluded from lists of Neo-Freudian
theorists that focus heavily on the American intel-
lectual tradition associated with Adler, Horney,
and Sullivan (Brown 1964; Kerr 1993). His
classification as a Neo-Freudian hinges largely
on the thematic parallels between his dissents
from Freud’s views and those of other theorists
who sought a larger role for social influences in
psychodynamic thinking (Birnbach 1961). In
1912, less than a year after Adler’s public break
from Freud’s tradition, social friction between
Jung and Freud finally resulted in Jung openly
disagreeing with Freud’s conception of the uncon-
scious in his subsequent American lecture series,
later published as The Theory of Psychoanalysis
(Jung 2012). Much like both Adler and Horney,
Jung resisted Freud’s particular framing of libido
as unfolding childhood sexuality, believing that
while libidinal drives of a sort do exist, that they
do not hold the central and deterministic influence
on personality development that Freud attributed
to them (Hayman 1999). True to the overarching
pattern of Neo-Freudian dissent, there were spe-
cific domains of social influence that Jung
believed Freud’s theory fundamentally neglected
or mischaracterized, though some social phenom-
ena were of unique interest to Jung, most notably
religious experience and one’s relationship to
mythology, which Jung believed Freud’s
approach wrongfully trivialized (Jung 1971).

The most striking conceptual difference
between Jung’s theories and those of Freud, or
for that matter between Jung and his fellow
Neo-Freudians, is Jung’s approach to the uncon-
scious. Like all heirs to Freud’s psychodynamic
insights, Jung believed in a personal unconscious
mind, the largely unknown or unknowable
greater share of an individual’s mind, from
which an individual’s rudimentary impulses and
unacknowledged thoughts arise, and whose
secrets may at times be partially accessed through
efforts of association, therapeutic guidance, or the
analysis of dreams (Kerr 1993). To Jung, how-
ever, an individual’s Personal Unconscious is not
an isolated intrapersonal phenomenon, but rather
is connected to (or perhaps part of) a larger shared
conceptual space that acts as a repository of the
crucial reoccurring desires, thoughts, memories,
and themes of all of humanity, past, and present,
what Jung called the “Collective Unconscious”
(Jung 1960). The postulated existence of the
Collective Unconscious endowed Jung’s psycho-
analytic theories with a unique channel for social
influence and shared experience, since in his view
we were capable of not only learning social infor-
mation from others, but we could also recognize
in the behavior of others particular expressions of
ideas we all draw from the Collective Uncon-
scious (Jung 1960). While many regard the
Collective Unconscious as an inherently mystical
or supernatural concept, particularly since Jung
was extensively interested in shared mythologies
and the transmission of religious symbols, it is
essential to note that Jung’s views were largely
pantheistic, identifying spiritual experience as an
aspect of general experience, rather than explicitly
committing to a metaphysics that postulated sep-
arate supernatural forces (Hayman 1999). Jung
did not concern himself with the mechanisms of
the Collective Unconscious, considering the con-
cept to be compatible with explanations as diverse
as unconscious telepathy, a species-memory hid-
den within our biology, or simply shared patterns
in our biological inheritance owing to the lost
details of evolution (Jung 1960). The primary
manifestation of the Collective Unconscious, in
Jung’s view, were in what he described as “Arche-
types,” recurring concepts, themes, and narratives
that he observed independently repeating them-
selves, both in the geographically distant cultures
of the world but also in the particular life struggles
of those he interviewed (Jung 1960).

In contrast to Freud’s emphasis on coping with
the innately flawed nature of human mental life,
Jung demonstrated a similar optimism to many
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other Neo-Freudian thinkers, and saw among the
Archetypes he studies an overarching tendency
towards personal transformation, which he called
“Individuation,” a process honoring both the con-
scious and unconscious mind that he took to be
the spiritual core of all major religious traditions
(Jung 1960). While Freud’s view led him to be
skeptical of religious experience and its purported
benefits, Jung regarded much of religious practice
as a set of social tools that have emerged to guide
Individuation in different cultural settings (Kerr
1993). This view naturally informed Jung’s opin-
ions on how best to apply psychotherapy to those
struggling to find meaning in their lives, and has
proven highly influential to some schools of
thought in the psychology of religion, particularly
with regards to taking personal inspiration from
the narratives of religious texts (Hayman 1999).

Jung’s greater appreciation of social influ-
ences, both inclusive of and independent of the
proposed role of the Collective Unconscious, also
shaped this views on various coping strategies,
particularly in social domains. To this end, Jung
developed the concept of what he called the “Per-
sona,” a figurative mask that we performatively
assume in order to superficially match the expec-
tations we sense our social context demands of us
(Jung 1983). Each Persona, while often sharing
Archetypical characteristics, is unique, since Jung
characterized a Persona as being a protective com-
promise between the standards demanded by
society and one’s hidden “True Self” (Jung
1983). The concept collected and simplified
many elements of interpersonal tension that
Freud addressed as defense mechanisms, since
the adaptive function of the Persona was to hide
from others, and in part oneself, those aspects of
our True Self that we know would be judged
harshly or rejected, which Jung sometimes
referred to as the “Shadow” (Jung 1971). In addi-
tion to the influence of one’s Persona and
concealed Shadow on their personality, Jung’s
theories of personality (the foundation of the
tradition called Analytical Psychology) also
adopted a functional approach to how the psyche
organizes its experience of the world. Jung sub-
categorized psychological experience into four
basic functions: Sensation, Intuition, Thinking,
and Feeling (Jung 1971). Within each of these
functional domains, Jung specified that each
person will manifest one of two possible disposi-
tional temperaments, or Personality Types, which
labeled as Extraversion, a predominant concern
with the features of the outside world and social
interactions, and Introversion, a predominant con-
cern with one’s own mental activity and the main-
tenance of internal states (Jung 1971). While these
terms have come to be highly popular and influ-
ential in trait approaches to personality, it bears
mentioning that contemporary continuum models
of Introversion-Extraversion are conceptually
far-removed from Jung’s own usage (Hayman
1999).

Erik Erikson
Like Jung, Erik Erikson is sometimes not
regarded as a Neo-Freudian, owing to a combina-
tion of his distance from the key American
institutions of the movement and his own great
prominence for his unique theories and contribu-
tions as a developmental theorist (Welchman
2000), but like Jung, the direction and character
of his dissent from the main Freudian tradition
make his relevance clear. Unlike many of the
other Neo-Freudians, Erikson’s relation to the
Freudian psychodynamic tradition came mostly
through Anna Freud, Sigmund Freud’s youngest
daughter and fellow psychoanalyst and personal-
ity theorist, who had personally performed
psychoanalysis on Erikson (Welchman 2000).
Having approached the Freudian community
mostly during the final decade of Freud’s life, at
Anna Freud’s suggestion, Erikson obtained his
full diploma from the Vienna Psychoanalytic
Institute in 1933, though he also completed stud-
ies in Montessori education, reflecting that
Erikson’s primary interests lay with the processes
of childhood development more so than a desire to
practice psychotherapy on adults (Welchman
2000). With the coming of World War II, Erikson
and his family emigrated from Germany to the
USA, where he began work as child psychologist
and to expand his theories of development and
identity beyond Freud’s teachings (Welchman
2000). Like other Neo-Freudians before him the
central thrust of Erikson’s disagreements with the
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Freudian tradition centered on the role childhood
sexuality played in development, with Erikson
particularly rejecting Freud’s insistence that key
elements of personality and identity become fixed
by childhood psychosexual experience and
remain stable for much of the rest of an individ-
ual’s life (Erikson 1997).

Erikson saw a larger role for social forces in
development, appreciating Freud’s overall model
of formative conflicts and their resolutions, but
instead suggesting that these defining conflicts
were generally social by nature, and that rather
than occurring in lock-step with physical devel-
opmental milestones leading up to puberty, that
individuals continued to face formative social
conflict for most of their lifespan (Erikson 1997).
In focusing on the development of the self as
relative to and in reaction to social and environ-
mental influences, Erikson’s early personality
work was concerned mainly with what he called
“Ego Identity,” an individual’s sense that there are
aspects of themselves that are preserved and
continuous across the various changes of devel-
opment, and which forms the basis for one’s
enduring meaning in the lives of others (Erikson
1979). Erikson’s Ego Identity work was highly
influential to the burgeoning Ego Psychology,
mentioned above as being largely championed
by figures like Heinz Hartmann and David
Rapaport (Malcolm 1982). In his broader devel-
opmental theories, Erikson typically regards the
central conflict of any given life stage as poten-
tially exerting and enormous influence on one’s
Ego Identity, or how one maintains personal
definition in the face of wildly shifting social
roles and relationships (Erikson 1979).

By far, Erikson’s most influential contribution
to psychology at large has been his theory of
life-long psychosocial personality development
(Erikson 1997). Erikson initially based his theory
in the stages of Freud’s psychosexual theory of
personality development, but came to extract most
of the distinctly embodied and instinctual compo-
nents, instead reinterpreting each stage purely in
terms of the central social conflict whose resolu-
tion will shape the individual’s Ego Identity
(Erikson 1979). Much like Freud’s approach,
each stage holds the potential for being resolved
in both adaptive and maladaptive ways that will
subsequently shape one’s personality in profound
ways, though unlike Freud’s, Erikson’s stages are
framed more distinctly as “tasks” that must be
negotiated successfully in order to continue
healthy, typical development (Erikson 1997).
Erikson proposed eight stages in total, distributed
broadly across the lifespan:
1. Hope – Basic Trust versus Basic
Mistrust
0–18 months
2. Will – Autonomy versus Shame
 1–3 years
3. Purpose – Initiative versus Guilt
 3–6 years
4. Competence – Industry versus
Inferiority
6–11 years
5. Fidelity – Identity versus Role
Confusion
12–18 years
6. Love – Intimacy versus Isolation
 18–35 years
7. Care – Generativity versus
Stagnation
35–64 years
8. Wisdom – Ego Integrity versus
Despair
65 years and
onward
Of the many possible trajectories of personality
development one might take under Erikson’s the-
ories the concepts that have gained the most
traction and influence in the contemporary West
are his notion of an “Identity Crisis,” resulting
from failure to maintain Ego Identity through
adolescence, and the value of the Generativity
versus Stagnation theory in explaining the folk
concept of a “mid-life crisis” (Erikson 1997).
While Erikson’s great contributions are often
regarded as their own branch of developmental
psychosocial theory, the structure of his stages and
the potential neuroses said to accompany failures
to preserve one’s identity show the tell-tale signs
of Erikson’s extensive Freudian roots.
Conclusion

Whether one is employing a broader or narrower
definition of the term, the uniting theme among all
theorists who are classed as Neo-Freudians is an
aim to expand Freud’s original theories with some
greater consideration of social or cultural influ-
ence. While this desire has been derided by some
(see Rycroft 1968) as motivated by a perhaps
unscientific aversion to the less palatable
workings of biology, the sheer diversity of
Neo-Freudian approaches may suggest that some
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social arenas were conspicuously underdeveloped
in Freud’s writings, at least relative to the growth
seen in the social sciences by mid- and late
twentieth century.
N

Cross-References

▶Analytical Theory (Jung)
▶Anima/Animus
▶Archetypes
▶Basic Anxiety (Horney)
▶Collective Unconscious
▶Drive Theory
▶ Individual Psychology (Adler)
▶ Instincts and Tension Reduction
▶ Interpersonal Theory of Psychiatry (Sullivan)
▶Moving Against People
▶Moving Away from People
▶Moving Toward People
▶Neurosis
▶ Persona (Jung)
▶ Personal Unconscious
▶ Psychoanalysis
▶ Psychodynamic Perspective
▶ Psychosexual Stages of Development (Freud)
▶ Psychosocial Stages of Development (Erikson)
▶ Shadow
▶ Striving for Superiority
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NY, USA
Yuval Neria PhD is Professor of Medical Psy-
chology at Columbia University, Departments of
Psychiatry and Epidemiology, and Director of
Trauma and PTSD at the New York State Psy-
chiatric Institute (NYSPI). Dr. Neria’s research
has been focused on the mental health conse-
quences of exposure to extreme traumatic events
among high-risk populations including war vet-
erans, disaster survivors, and patients with severe
mental illness. He has been particularly inter-
ested in the role of personality traits, environ-
mental factors, and neural signatures in the
development and maintenance of psychiatric
conditions including posttraumatic stress disor-
der, depression, generalized anxiety, bipolar ill-
ness, and borderline personality disorder. In
addition, Neria has been involved in developing
and testing novel, neuroscience-informed treat-
ments for PTSD and in identifying biomarkers of
PTSD and treatment outcome for patients with
PTSD. Dr. Neria’s research studies were funded
by the National Institute of Mental Health
(NIMH), NARSAD, and private foundations
since 2002. Currently, his lab is using functional
magnetic resonance imaging (fMRI) and a num-
ber of novel paradigms to identify brain and
behavioral markers of deficient fear conditioning
and extinction learning in PTSD and to probe for
the first time biomarkers of clinical improvement
in response to PTSD treatments. Dr. Neria has
authored more than 170 articles and book chap-
ters and edited 4 books.
Early Life and Educational Background

Dr. Neria grew up in Israel and at the age of
18 joined the Israeli army and subsequently par-
ticipated in the 1973 Yom Kippur War and the
1982 Lebanon War. He was injured in the Yom
Kippur War and at the age of 22 was awarded the
Medal of Valor, the highest decoration for combat
bravery in Israel. Neria’s political views and body
of work were deeply influenced by his war expe-
riences. Dr. Neria graduated philosophy and polit-
ical science from Hebrew University in Jerusalem
and completed his PhD in psychology at the Uni-
versity of Haifa, Israel. Following his doctorate
studies, he received the Alon Award from Tel
Aviv University and was on its faculty until his
recruitment to Columbia University, Departments
of Psychiatry and Epidemiology (2002).
Research Interests

1. The long-term emotional consequences of
extreme exposure to trauma. To identify the
long-term emotional consequences of extreme
exposure to trauma, Dr. Neria conducted the
largest study to date among Israeli prisoners of
wars almost two decades after release from
captivity. Findings indicate that the conse-
quences of war captivity are more severe than
those of war trauma, and they are wide ranging
and disabling even decades after the trauma.

2. The role of trauma exposure in first-onset
psychosis. While working with Dr. Evelyn
Bromet, a psychiatric epidemiologist at Stony
Brook University (1999–2000), Dr. Neria has
analyzed data collected as part of NIMH stud-
ies (Bromet, PI) among patients with first-
onset psychosis, demonstrating that exposure
to trauma has the potential to increase risk of
not only PTSD but also schizophrenia, depres-
sion, and bipolar illness.

3. The role of personality traits in trauma-
related psychopathology. Focusing on vari-
ous samples of people exposed to extreme
trauma, Dr. Neria and his colleagues were
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able to demonstrate the key role personality
plays in developing and maintenance trauma-
related psychopathology.

4. The effect of 9/11 attacks on low-income
primary care population in New York City.
In a longitudinal RO1 study funded by NIMH,
Dr. Neria followed a large cohort of low
income primarily immigrant cohort 1 and
4 years after 9/11 attacks. The findings have
shown a particular risk in this population for a
host of disorders including PTSD, depression,
bipolar illness, GAD, functional impairment,
and suicidal ideation.

5. Neural signature of trauma and biomarkers
of PTSD. Funded by NIMH, Dr. Neria has led
two RO1 studies aiming to identify the neural
signature of trauma and biomarkers for diag-
nosis and treatment response in PTSD. Since
most tools to date are based on self-report,
these studies, applying a range of neuroimag-
ing and genetic methods, have the potential to
significantly contribute to our understanding of
the trauma-related neural impairments, the
neurobiology of PTSD, and its treatment.
N
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Petra S. Netter is a retired professor of psychol-
ogy at the Department of Psychology of the Justus
Liebig University of Giessen, Germany. She held
the chair of Personality and Individual Differ-
ences from 1979 to 2002 and was an associate
member of the Medical Faculty of the University
of Giessen since 1981.
Early Biography and Educational
Background

Petra Netter was born on April 1, 1937, in Ham-
burg and studied psychology and medicine at the
universities of Hamburg and Innsbruck (Austria).
She obtained her Diploma (MA exam) in Psychol-
ogy in 1960 and her medical degree in 1966 in
Hamburg.

She obtained her PhD in Psychology in Ham-
burg with a thesis on psychopharmacology of
individual differences and her MD degree in
1970 by a thesis on psychological differences
as related to bodily constitution. The Habilitation
(license for academic teaching) followed after
2 years of medical internship in 1975 at the
University Clinic of Mainz by an investigation
on pregnancy and child development performed
on a data set of an epidemiologic multicenter
study at the Department of Medical Statistics in
Mainz.
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Professional Career

Petra Netter served as research assistant at the
Department of Medical Statistics in Mainz from
1968 to 1975. She was appointed associate pro-
fessor for Differential Psychology and Applied
Clinical Physiology at the Department of Psychol-
ogy, University of Düsseldorf, in 1975 and
became section head of Medical Psychology at
the Medical Faculty of the University of Mainz
in 1977. From 1979 to 2002, she held a chair of
Personality Psychology and Individual Differ-
ences at the University of Giessen, where she
was lecturing on individual differences, biological
psychology, and psychopharmacology and super-
vised psychology students for their BA, MA, and
PhD degrees and medical students for obtaining
their medical doctor’s degree. Her publications,
mainly concerned with the biological basis of
individual differences and methods of research
in epidemiology, appeared in psychological and
medical journals and in textbooks on personality
psychology, psychiatry, and statistical methodol-
ogy. She served as associate editor of Human
Psychopharmacology, Pharmacopsychiatry, and
Neuropsychobiology and as member of the edito-
rial board on Personality and Individual Differ-
ences and European Journal of Personality.
Research Interests

Netter’s early interests were in suggestibility and
its relation to pain perception and placebo
responses, but the major interest up to the present
time focused on personality-related biological dif-
ferences. These concerned blood-level responses
of catecholamines and hormones to different
stressors as related to hypertension, psychoso-
matic complaints, and personality traits as well
as endocrine responses to neurotransmitter chal-
lenge tests elicited by neurotransmitter-specific
drugs and their relationship to extraversion, anx-
iety, depression, impulsivity, and aggression, as
well as to alcohol and nicotine intake and depen-
dence. The emphasis in most studies was on
elucidating biological mechanisms of psycholog-
ical traits and behavior and identifying types and
subtypes of traits or diseases by interactions
between different measures and by patterns of
biological responses. In some studies types and
patterns could be identified by the statistical
method of configural frequency analysis (CFA)
developed by G.A. Lienert. By this procedure
subtypes of aggression (neurotic and
psychopathy-related aggression) or depression
(social and physical anhedonia) or impulsivity
(motor and attentional impulsivity) or addicted
and nonaddicted smoking could be discriminated
by different constellations of responses to seroto-
nergic, noradrenergic, and dopaminergic drugs.
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Daniel Nettle
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Newcastle, UK
Daniel Nettle is a British behavioral scientist. His
broad research interests center around individual
differences, mental health and disorders, effects of
early-life events on adult outcomes, and social
behavior. He works on both humans and birds.
He uses a wide range of experimental, observa-
tional, and computational methods and has also
written a number of books aimed at a general
audience.

Education

Nettle was born in Twickenham, England, in
October 1970. He completed an undergraduate
degree in psychology and philosophy at the Uni-
versity of Oxford. His graduate work on the evo-
lution of language and languages was completed
in the Department of Anthropology, University
College London, under the supervision of Robin
Dunbar and Leslie Aiello. He took his PhD
in 1996.
Professional Career

Nettle took up a lecturer position at Newcastle
University in 2004, rising to full professor in
2011. At Newcastle he has served as director of
the Centre for Behaviour and Evolution. He was
president of the European Human Behaviour and
Evolution Association (EHBEA) from 2013
to 2016.
Research Interests

Nettle is perhaps best known for his work on
personality variation from an evolutionary per-
spective. Broadly, he argues that deviations from
the average on any personality dimension tend to
be associated with benefits to some fitness-
relevant outcomes (e.g., social status) but costs
to others (e.g., survival). Because the relative
importance of these different outcomes in deter-
mining overall fitness varies between environ-
ments and across time, natural selection has not
homed in on any optimal personality constella-
tion. Instead, heritable variation persists: there
is a broad range of observed variation in every
personality trait that has been studied, and all
except perhaps the very extremes of the distri-
bution should be considered normal and
non-pathological. He applied this logic to each
of the dimensions of the five-factor model of
personality (Nettle 2006, 2007), as well as to
schizotypal traits, which he linked to creativity
(Nettle 2001). Relatedly, he has written on how
capacities such as anxiety and low mood, often
conceptualized as purely dysfunctional within
psychology, have an adaptive basis (Bateson
et al. 2011; Nettle and Bateson 2012).

Nettle subsequently turned his attention to
environmental influences on individual behav-
ioral differences. This encompasses both develop-
mental plasticity (the way events in early life
might shape adult behavior) and the impact of
immediate situation on behavior. Much of his
work on developmental plasticity is carried out
in European starlings. Birds have the advantage
that early-life experience can be experimentally
manipulated, whereas human studies of develop-
mental plasticity always have to be correlational.
In starlings, Nettle’s group showed that even brief
experience of difficulty obtaining food as a young
bird affected adult food-related traits, making
individuals prone to eat more and carry more fat
(Andrews et al. 2015; Bloxham et al. 2014). He
has also shown that childhood adversity is associ-
ated with a number of adult behavioral conse-
quences in humans (Nettle et al. 2011; Paál
et al. 2015). He has theorized about why these
early-life effects might have evolved (Nettle and
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Bateson 2015): broadly, he argues that early expe-
rience can play both an informational role (telling
the organism what kind of world it lives in) and a
constraining role (limiting the physical pheno-
types it can construct, e.g., through energetic
insufficiency). The adult has to adapt its behavior
to both its environment and the physical pheno-
type it has, leading to associations between early-
life conditions and adult behavior. The relative
importance of informational and constraining
effects of early experience differ from trait to trait.

In contrast to this work on the small effect of
long-term exposures over the life course, he has
also demonstrated large effects of very short-term
exposure to particular situations on adult traits. As
part of his ongoing program of work on the conse-
quences of socioeconomic deprivation, he
conducted an experiment in which volunteers
were transported to either an affluent, orderly
neighborhood or a deprived, disordered neighbor-
hoods (Nettle et al. 2014). After just 45 min in their
new environment, the volunteers in the deprived
neighborhood rated themselves as more paranoid
and less trusting than those in the affluent neigh-
borhood. The differences between the two experi-
mental groups of volunteers were very similar to
the differences between the long-term residents of
the two neighborhoods, suggesting that apparently
trait-like differences between population groups
might actually be consequences of ongoing situa-
tional exposures, in this case to cues of social
disorder such as litter and broken windows.

Alongside his interests in individual differences,
in collaboration with Melissa Bateson, Nettle has
pursued a program of research on the “watching
eyes” effect, the tendency of people to behavemore
prosocially when exposed to images of conspecific
eyes. Their interest in this effect has been to explore
its utility in field settings, particularly as a simple
and cheap intervention to combat undesirable
social outcomes such as littering and theft
(Bateson et al. 2006, 2015; Nettle et al. 2012).
Personal Life

Nettle formerly worked as a professional actor and
theatre director. He played a number of leading
Shakespearean roles, including Shylock and
Malvolio, on national tours, as well as Joseph
K. in Kafka’s The Trial in London. He sang a
small part in the first fully staged UK production
of Hans Krasa’s opera Brundibar. Despite these
attainments, his most lucrative acting project was
a 10-s appearance in a dehumidifier commercial.
Nettle is married to his collaborator Melissa
Bateson, also of Newcastle University. He is a
keen long-distance runner.
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Synonyms

Attitudes as networks; Graph theory in psychol-
ogy; Personality networks; Psychological net-
works; Psychopathology networks
Network Analysis, Fig. 1 Simple example of a network
with six nodes and seven edges. Full (green) lines represent
positive edges and dashed (red) lines represent negative
edges. Edge weights are indicated by numeric values on the
edges and by edge thickness. The plot was obtained using
the R package qgraph (Epskamp et al. 2012)
Definition

A network is an abstract model, in its simplest
form including only a set of nodes, that represent
the elements of a phenomenon (e.g., individuals,
websites, genes), and a set of edges that connect
pairs of nodes. Edges can represent any kind of
relationship among nodes (e.g., social connec-
tions, web links, co-expression of genes). There-
fore, a phenomenon can be analyzed as a network
if it can be broken down to a set of elements and as
a set of pairwise interactions among them. Net-
work analysis refers to a wide array of techniques
for analyzing networks. These techniques can
answer questions regarding the global structure
of a network (e.g., is the network a small-
world?) and the importance of specific nodes
and edges (e.g., which is the most central
node?). In psychology, networks have been used
recently to model psychological phenomena that
had been traditionally modeled almost exclu-
sively as latent variables, including psychopathol-
ogy, attitudes, and personality psychology.
Introduction

Figure 1 represents a simple example of a network
with six nodes and seven edges. Nodes can repre-
sent several kinds of entities: Whereas in social
networks nodes typically represent individuals, in
psychology nodes represent variables that are rel-
evant for a certain phenomenon. For instance, in
psychopathology nodes represent psychological
problems, such as sleep problems and suicidal
ideation (Borsboom and Cramer 2013); in attitude
research, nodes represent different kinds of eval-
uative reactions (Dalege et al. 2015); and in per-
sonality psychology nodes represent thoughts,
feelings, behaviors, and motivations, that charac-
terize certain personality aspects (Costantini and
Perugini 2016; Cramer et al. 2012).

Edges represent pairwise relationships among
variables. There are several kinds of networks
according to the type of relationships that their
edges encode. In the simplest case, an edge
between two nodes can be either absent or present,
indicating only the presence or the absence of a
relationship. These networks are said to be
unweighted. Conversely, weighted networks
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include weights that give information about the
intensity of the relationships. In Fig. 1, edge
weights indicate that the strongest relationship is
the one between nodes C and D. Weights are very
important in psychology. For instance, in a net-
work representing the attitudes towards presiden-
tial candidates, judging a candidate as intelligent
was connected both to judging him knowledge-
able and moral; however, the connection between
intelligent and knowledgeable was much stronger
than the connection between intelligent andmoral
(Dalege et al. 2015, Fig. 2). This piece of infor-
mation would be lost if weights were disregarded.
If edge weights can have both positive and nega-
tive signs, the network is said to be also signed.
The network in Fig. 1 is signed, because it
includes a negative connection between nodes
A and D. Taking signs into account is also very
important. For instance, in a network representing
conscientiousness facets and related constructs,
the node need for closure was positively
connected with orderliness and negatively with
industriousness (Costantini and Perugini 2016).
Considering edge signs is the only way to under-
stand these kinds of differential relationships.
Directed networks additionally encode informa-
tion about the direction of relationships, whereas
undirected networks (such that in Fig. 1) do not
encode this kind of information. In psychology,
edge directions are typically used for representing
processes that take place over time (Borsboom
and Cramer 2013).

Psychological networks can be computed in
several ways. Since nodes represent variables, a
simple way to estimate their interaction is to use
the Pearson’s correlation coefficient. An edge is
drawn between two variables if they correlate, the
weight and sign of the edge corresponding to the
correlation coefficient (Cramer et al. 2012). How-
ever, to avoid spurious relationships (i.e., those
due to the confounding effect of other variables in
the network), partial correlations are often pre-
ferred. In this case, an edge is drawn between
two nodes if they correlate after controlling for
all other variables in the network. The absence of
an edge in a partial correlation network is partic-
ularly informative because it indicates that two
nodes are conditionally independent given the
others. Regularized estimates of partial correla-
tions can be obtained with methods such as the
adaptive lasso or the graphical lasso. These
methods result in sparse networks (with relatively
few edges), prevent overfitting, and provide a
parsimonious model of the data (Costantini et al.
2015; Epskamp et al. 2012). Time series data can
be used for computing directed networks, which
encode also the temporal dependencies among
nodes (Borsboom and Cramer 2013).
Networks Analysis in Psychology

Once a network is computed, network analysis
provides a wide array of techniques and allows
extracting relevant information from the network
(for a practical introduction of network analysis in
personality psychology, see Costantini et al. 2015;
for a general introduction of networks across dis-
ciplines, see Newman 2010). A first class of tech-
niques investigates topology, the large-scale
organization of a network. For instance, networks
with a small-world topology are characterized by
a clustered structure (nodes tend to coalesce into
distinguishable subgroups) with bridges that con-
nect the clusters. The small-world topology plays
a crucial role in psychopathology, in which it has
been advocated as an explanation of comorbidity
(Borsboom and Cramer 2013).

Network analysis provides also a wide array of
centrality metrics, which quantify the relative
importance of specific nodes. Each index reflects
a different way in which a node can be important.
First, a node can be central simply because it has
many neighbors, nodes that are directly connected
to it (degree centrality). In weighted networks,
this property can be generalized to take into
account edge weights (strength centrality). In
Fig. 1, node A is the most degree-central and
node C is the most strength-central: Even if node
A has four neighbors and node C has only two, the
sum of the absolute weights connecting C with its
neighbors is larger than for A. Degree and strength
indicate how much a node can influence other
nodes directly, without intermediaries. However,
indirect connections can play a role too: In net-
work analysis, there are algorithms that allow
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identifying efficiently the shortest paths
connecting any two nodes (Newman 2010).
Closeness centrality is a measure of how much a
node is connected to all other nodes by short
paths. In Fig. 1, node B is the most closeness
central, because all other nodes can be reached
relatively quickly from its position. Yet another
way in which a node can be central is because that
node is particularly important for the other nodes
to interact with each other. A node that often lies
on the shortest paths connecting other nodes is
said to be betweenness-central. In Fig. 1, node
A is the most betweenness-central, since it pro-
vides the only connections between node E and all
other nodes. The clustering coefficient is the ten-
dency of a node’s neighbors to be connected to
each other. The more the neighbors of a node are
also connected, the less that node is fundamental
for its neighbors to reach each other. In Fig. 1,
node F has the highest clustering coefficient, since
its only two neighbors (A and B) are also
connected to each other. Therefore, F does not
appear to play a crucial role in the network.

Network analysis allows investigating mecha-
nisms that could be easily missed if one simply
assumed, by default, that psychological phenom-
ena are manifestations of unobservable latent vari-
ables. For instance, in the case of personality, it
has been typically assumed that the pattern of
covariation among specific behaviors (e.g.,
doing homework), emotions (e.g., experiencing
pride), cognitions (e.g., focusing on future), and
motivations (e.g., being sensitive to positive out-
comes) indicates the presence of a latent variable
(e.g., conscientiousness). Whereas latent vari-
ables constitute useful and succinct summaries
of individual differences, they do not have, by
themselves, explanatory power (Mõttus 2016).
From the network perspective, the coalescence
of individual differences into broad personality
traits is not an explanation but a phenomenon to
explain. In this view, personality dimensions are
considered emergent phenomena that arise from a
network of more basic individual differences. For
instance, a student that focuses on the future and is
motivated by positive results is likely to spend
more effort in school activities, such as doing
homework, and will eventually obtain better
grades, of which she would be proud (Costantini
and Perugini 2016; Cramer et al. 2012). Not only
networks provide an explanation of why broad
personality factors emerge but also of why more
specific clusters, such as personality facets,
emerge as well. In the case of conscientiousness,
all facets have been shown to share common
features (i.e., common neighbors in the network),
which make them clump together into a single
dimension, and unique features, that make them
different from each other (Costantini and Perugini
2016). Similar arguments can be made also for
attitude research, in which the coalescence of
evaluative reactions into an overall attitude is
explained in terms of network processes (Dalege
et al. 2015), and in psychopathology, in which the
emergence of a disorder as a unique entity and the
onset and the termination of a psychopathology
are explained in terms of interactions among prob-
lems within a network (Borsboom and Cramer
2013; van de Leemput et al. 2014).
Conclusion

Network analysis includes a vast array of models
and methods that are established in several scien-
tific fields (e.g., physics, biology, computer sci-
ence, sociology) and have recently found many
applications in several branches of psychology.
These techniques are implemented in software
packages that make them relatively easy to apply
(e.g., Costantini et al. 2015; Epskamp et al. 2012).
Network analysis offers a new perspective to phe-
nomena such as personality, attitudes, and psycho-
pathology. However, it should not be considered in
contrast to latent variable modeling: Some of the
most interesting developments are likely to come
from the combination of these traditions into more
general models (Epskamp et al. in press).
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▶Neural Networks
Neural Networks
Steven L. Prime
Department of Psychology, University of
Saskatchewan, Saskatoon, SK, Canada
Synonyms

Neural net; Semantic network
Definition

(1) An interconnected system of neurons that
receives and processes information to perform
some function in the central nervous system.
(2) A computational model, usually performed
on a computer, of information processing units
designed to emulate brain function and learning.
Introduction

The term “neural network” can refer to either
biological neural networks or artificial neural net-
works, though it is usually used to refer to the
latter. A biological neural network is a system of
interconnected brain cells, called “neurons,”
which make up the central nervous system. In
cognitive science and neuroscience, biological
neural networks are seen as information pro-
cessing systems. Cognitive processes are a result
of the interaction of highly interconnected neu-
rons, sometimes spanning across multiple cortical
regions. An artificial neural network (ANN) is a
computational model that seeks to emulate a bio-
logical neural network to better understand spe-
cific computing processes in the brain. Since
ANNs are inspired by the structure and function
of the brain, they consist of interconnected pro-
cessing units based on neurons.
Biological Neural Networks

The human brain consists of billions of highly
interconnected neurons. Neurons are the basic
information-computing units of the central ner-
vous system. Most neurons have three basic
parts (Fig. 1a): branch-like structures called den-
drites that receive inputs from other neurons; a
soma (cell body) that processes the inputs; and, a
cable-like structure called an axon that sends out-
put signals to other neurons. Neurons are
connected to each other by synapses, small gaps
between one neuron’s axon and another neuron’s
dendrites. When a neuron is activated (or “fires”)
it sends out an electrical impulse along its axon
(called a neural impulse or spike) and transmits
signals to another neuron across the synapse.
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Neural Networks, Fig. 1 Simple illustration of a neuron
(a) and artificial neural networks of only one processing
unit representing an “artificial” neuron (b) and more com-
plex models with multiple processing units (c) in a multi-
layered network
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Signals could either increase (excite) or decrease
(inhibit) the activity of the recipient neuron.
Whether or not the neuron receiving these inputs
will become activated depends on the relative
summation of all the excitatory and inhibitory
signals from potentially thousands of other neu-
rons reaching a certain threshold (which varies
between neurons), a process called neural summa-
tion. The degree to which a neuron is excited
(more activated) or inhibited (less activated) in
turn modulates through its frequency of output
signals the activity of other neurons further
along the processing chain. Thus, a neuron “com-
putes” by integrating input signals and trans-
forming them into output signals.
Artificial Neural Networks

Artificial neural networks (ANN) attempt to
understand the neural computations that take
place in biological neural networks based on
how neurons might work. An ANN is composed
of interconnected processing units that represent
neurons, the so-called “artificial neurons.”Warren
McCulloch and Walter Pitts (1943) were the first
to develop a mathematical ANN model. They
modeled a simple neural network that described
neurons as binary switches. Emulating real neu-
rons, the McCulloch-Pitts’ “neuron” has a state
that is either active (on) or inactive (off), which is
determined by the weighted sum of the states of
the inputs from other “neurons.” Just like real
neurons, an artificial neuron in an ANN also
receives inputs from one or more neurons and
sums them together (Fig. 1b). If the weighted
sum of the inputs exceeds some fixed threshold,
the neuron is set to active and it produces an
output. Otherwise, it remains inactive. Using this
simple network model, McCulloch and Pitts
sought to better understand how the brain could
perform highly complex information processing.

McCulloch and Pitts’ simple network has been
shown to be remarkably versatile in implementing
formal logic functions involving “a and b,” “a or
b,” and “not a.” Let’s consider an example. For
simplicity sake, in this example there are only two
inputs (x1 and x2), each with a weight that is set at
1, and our neuron’s threshold (t) is set at a value of
2. Each input that is present is given a value of
1, otherwise it is 0. Imagine we design a model so
that our neuron produces a signal only when x1
and x2 inputs are present (the logic AND func-
tion). If our neuron receives only one input from
x1 but not from x2, then x1 is present (its value is 1)
and x2 is not (its value is 0). All we need to do is to
calculate the weighted sum of all the inputs by
multiplying each input’s value (1 or 0) with its
respective weight and adding them all up. So in
the case where the input x1 is active, but not x2, the
weighted sum of these inputs is
1, (1 � 1) + (0 � 1) = 1, which is below the
neuron’s threshold (1< t). The neuron will not be
activated and its output (y) is 0. If the neuron
receives both inputs (x1 and x2 are present, and
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then, both have value of 1), then the weighted sum
will be 2, (1 � 1) + (1 � 1) = 2, which reaches
threshold and (2 = t) and the neuron will be
activated and its output (y) is 1. Different logical
functions can be performed by a different set of
weights. For instance, we can change our model in
our example to a logic AND NOT function where
the neuron is activated when input x1 is present
and not input x2 (or, x1 is true and x2 is false)
by simply changing their respective weights
so that x1 input has a weight of 2 and x2 has a
weight of�1 (an inhibitory signal). In this case, if
the input x1 is present (or we can also say “true”),
but not x2, the neuron would be activated:
(1 � 2) + (0 � �1) = 2 and 2 = t. If both inputs
are present the neuron would not be activated:
(1 � 2) + (1 � �1) = 1 and 1 < t.
N

Learning in ANN

McCulloch and Pitts’ original model has some
limitations. For instance, the values of the weights
and thresholds are set beforehand when designing
the model. This means that the model does not
have the capacity to “learn” and acquire or adapt
to new information. Learning in neural networks
involves changes in the number or strength of
excitatory and inhibitory connections (i.e., inputs)
so that the influence neurons have on each other
changes. In neuropsychology, this is called
Hebbian learning after Donald Hebb, who is
credited with being the first to put forth a theory
of learning based on neural adaptations (Hebb
1949). Hebb proposed that neural pathways are
strengthened each time they are used in response
to learning. The phrase “cells that fire together,
wire together” is often used to summarize this
theory. Hebb’s theory of learning in biological
systems inspired researchers to apply Hebbian
learning rules to ANNs.

One of the first computer simulated ANNs that
demonstrated Hebbian learning was the “per-
ceptron” learning algorithm developed by Frank
Rosenblatt (Rosenblatt 1957). In perceptron
learning, the weights are initialized with a set of
random numbers, then a set of inputs is delivered
to the neuron and an output is computed.
Learning occurs by an algorithm that adjusts the
weights by taking into account the difference
between the computed output and the desired
output (i.e., taking into account the error) over
many reiterations. This means that learning only
occurs if an error has been made, otherwise the
weights remain unchanged. Thus, the perceptron
learning algorithm is an adaptive model that self-
organizes to produce the desired behavior. In
essence, the ANN can be “trained” in an auto-
mated fashion to process data until it outputs the
results the human operator is searching for.
Multilayer Networks

The most common ANNs consist of multiple
layers of processing units (i.e., neurons) between
input and output, called “hidden layers”
(Fig. 1c). The hidden units in one layer compute
some combination of values it receives from the
previous layer. The simplest multilayer network
is a feedforward network where signals are fed in
only direction from input to output. Recurrent
multilayer networks are more complex configu-
rations where signals can be sent in both direc-
tions as well as across neurons within a layer.
The key advantage of recurrent multilayer net-
works is their capability of performing more
complex computations than simple feedforward
networks.

Multilayer networks can learn from a variety of
methods compared to single-layer networks
consisting of simple input to output connections.
Broadly, there are three main ways multilayer
networks can be trained: supervised learning,
unsupervised learning, and reinforcement learn-
ing. In supervised learning, the network is trained
by providing it with a set of inputs and the correct
output, and then it has to figure out how to com-
putationally process the inputs to produce that
output. In unsupervised learning, the network is
only given a set of inputs and it has to figure out
patterns among the inputs. Last, in reinforcement
training, the network is not given the correct
answer to a problem, but is only provided with
information about whether its output is right or
wrong, which the network uses to improve its
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performance. As research in neural networks
and machine learning advances, ANNs have
been used in a broad range of neuroscience
research, such as investigations into the mecha-
nisms of pattern recognition and spatial cognition,
and computer learning applications, such as voice
recognition and market investment analysis.
Cross-References

▶Connectionist Networks
▶Modeling
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Definition

Neuroimaging is an umbrella term that refers to
various methods of measuring and imaging the
function or structure of the nervous system, in
particular the brain.
Introduction

This chapter focuses on the principles and analy-
sis of magnetic resonance imaging (MRI) in
humans. This includes different technical
approaches (e.g., structural MRI; functional
MRI) as well as different statistical approaches
(e.g., GLM; MVPA). Where possible, exemplar
studies that make use of particular approaches
or techniques are presented. Major advantages
and disadvantages will be identified for each
approach, andmajor conceptual issues concerning
the association between brain anatomy or function
and individual differences will be provided.
A radically synthesized description of the physics
underlying magnetic resonance imaging is given.
The functional principles of other techniques
such as computerized axial tomography (CT or
CAT), positron emission tomography (PET), and
single-positron emission computed tomography
(SPECT), near infrared spectroscopy (NIRS)
will only briefly be sketched.
Computerized Axial Tomography (CT or
CAT)

Computerized axial tomography (CT) uses a
series of two-dimensional X-rays of the head
from different angles to reconstruct a three-
dimensional image of the structure. It is com-
monly used to quickly diagnose bone trauma,
hemorrhage, or tumors. The main advantage is
the elimination of superimposed structures out-
side of the region of interest (ROI), as common
in traditional 2D X-rays. Main disadvantage is the
exposure to radiation which can potentially dam-
age cells and DNA.
Positron Emission Tomography (PET)

Positron emission tomography (PET) measures
the gamma rays emitted by positron-emitting
radionuclides (tracer) that are introduced into the
body shortly before the scanning session. Using
glucose-analogues such as fludeoxyglucose, PET
can be used to image metabolic activity via
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glucose use. The idea is that highly active brain
regions use more glucose than inactive (or less
active) regions, which in turn leads to a difference
in concentration of the positron-emitting tracer.
Seizures will appear as hypometabolic during
scanning, allowing the exact determination of a
given seizures’ center and extent. PET provides
useful functional images but structural resolution
is low.

Main disadvantages of PET are the exposure to
ionizing radiation and the relatively costly proce-
dure to produce the tracers.
N

Near Infrared Spectroscopy (NIRS)

Near infrared spectroscopy (NIRS) is a variant of
spectroscopy and is based on the excitation of
molecules by electromagnetic waves in the near
infrared spectrum (760–2500 nm). Changes of
hemoglobin can be detected through the skull up
to a depth of about 1 cm beneath the inner surface
of the skull and serve as a proxy for the level of
activity of the underlying brain region. The main
advantages of NIRS are its portability and easy
and painless application that allows the measure-
ment of more vulnerable samples such as patients
or infants and children. It is less cost-intensive
compared to PET or MRI and does not
(in contrast to PET and MRI) require the partici-
pant to remain immobile during measurement.

The main disadvantage is the low spatial
resolution.
Magnetic Resonance Imaging (MRI)

The Physics
In contrast to other imaging techniques that allow
investigating the internal structure and function of
the human brain such as CTor PET, MRI does not
expose the subject to any potentially harmful
X-rays or radiation. MRI uses the physical phe-
nomenon that certain atomic nuclei such as water,
which is abundant in the human body, can absorb
and emit radio frequency energy. To do so, the
head is positioned in the center of an extremely
strong magnetic field, usually 3 Tesla (3 T). The
magnetic field forces all protons to line up with the
magnetic field, rather than remaining in their usual
random orientation. Next, a short radio frequency
impulse (more precisely: oscillating magnetic
field in the radio frequency range) is administered
which flips the alignment of the protons by a given
angular amount (maximally 90�). After this
impulse is turned off, the protons fall back to
their initial orientation (i.e., they relaxate) and
emit a small amount of radio wave energy which
can be measured by detectors placed over the
subjects’ head. To determine the origin of the
emitted signal, field gradients of varying strength
along the three dimensions are added to the static
magnetic field. Since the precession frequency
(the frequency at which particles spin around an
external magnetic field) is proportional to the
strength of the magnetic field, applying the gradi-
ents causes spins at different spatial locations to
precess at different rates. This allows measuring
their individual contributions to the signal. By
using different sequence parameters, different
types of tissues can be visualized. For example,
certain sequences predominantly visualize fat
(e.g., gray and white matter), while others focus
on water (e.g., in blood and cerebrospinal fluid).

Main disadvantage is the exposure to high
magnetic field strength which bears the risk of
inducing displacement in ferromagnetic implants
(e.g., cochlear implant, pace maker) or other fer-
romagnetic materials that remain inside the body
after surgery (e.g., nails after bone fractions). MRI
requires the participants to remain immobile dur-
ing measurement. This poses problems to certain
psychiatric samples or children, for example. The
confined environment within the MRI scanner
may be problematic for persons suffering from
claustrophobia.

Structural MRI
Structural MRI refers to the analysis of structural
aspects of the brain as measured with MRI. Struc-
tural MRI provides images of the brain with a very
high spatial resolution (usually about 1 � 1 �
1 mm3) and very low temporal resolution (~
5 min for the whole brain). The high spatial reso-
lution allows the investigation of macrostructural
anatomical properties of the brain such as the form
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of certain gyri and sulci or the volume within
circumscribed brain areas, both in cross-sectional
and in a longitudinal designs. Brain morphology
differs between individuals. When comparing
across different individuals, the problem of inter-
interindividual variability concerning form, posi-
tion, and size arises. A number of normalization
procedures have been developed that allow regis-
tering the recorded brain images to a template that
represents the “mean brain image” of, for exam-
ple, 152 (MNI152 template) or 452 healthy par-
ticipants (ICBM452 template).
Cortical Thickness

One commonly used analysis approach is to mea-
sure the cortical thickness. This requires to addi-
tionally determine the border between gray and
white matter. Since the cortical thickness varies
across different brain areas between 2 and 4 mm,
the scanning resolution of 1 mm requires statisti-
cal and model-guided procedures to increase sub-
voxel precision. After the resulting meshes of
different subjects have been registered to a com-
mon reference, a point-by-point comparison of
cortical thickness can be computed and correlated
with other variables, such as the Big Five person-
ality traits.

Using this approach, some authors argue for a
biological basis of the Big Five (DeYoung et al.
2010). For example, areas that are involved in
reward processing correlate with extraversion.
Neuroticism, on the other hand, was associated
with cortical thickness in areas that are commonly
associated with threat and punishment. Others did
not observe any correlation between personality
measure neuroticism and cortical thickness
(Hu et al. 2011), or opposite correlations for
male and female participants (Blankstein et al.
2009). Bjornebekk et al. (2013) found thinner
cortex in inferior frontal gyrus (IFG) to be associ-
ated with higher extraversion and speculate “that a
thinner IFG reflects a structural correlate of this
tendency for extroverts to be less inhibited in
speech and more daring than their introvert oppo-
sites” (p. 205).
Voxel-Based Morphometry

Voxel-based morphometry (VBM) uses a slightly
different approach where the distribution of gray
and white matter in different compartments is
statistically compared across subjects. That is,
for each voxel a binary or probabilistic value is
determined that indicates the prevalence of cere-
brospinal fluid, white matter, and gray matter,
respectively. These maps are entered into a spatial
smoothing procedure during which a Gaussian
filter is applied to each of the three tissue maps.
Smoothing reduces high-frequency noise and
thereby increases signal to noise ratio. The
resulting values are interpreted as “concentration”
and index the local volume ratio of the different
tissue classes (Ashburner and Friston 2000; Good
et al. 2001). Finally, the concentration maps are
entered to a second-level statistical procedure
where local differences in the distribution of the
three tissue classes can be compared, for example,
between groups of subjects.

Liu and colleagues (2013) assessed the corre-
lations of VMB-based distribution of gray and
white matter with personality traits as measured
by the complete version NEO Five Factor Inven-
tory (McCrae and Costa 1987) in a sample of
227 participants. No associations were observed
for gray matter concentration. In contrast, for
white matter a negative correlation was observed
between Conscientiousness and (a) right insula/
rolandic operculum, and (b) left fusiform gyrus/
parahippocampus. Authors interpret these corre-
lations in terms of compensatory behavior. Since
the described areas play an important role in “dif-
ferent complex sensory functions,” participants
may “compensate for impaired information pro-
cessing [. . .] with higher conscientiousness”
(p. 380). Coutinho et al. (2013) found extraver-
sion to be negatively correlated with grey matter
density in the middle frontal and orbitofrontal gyri
while agreeableness was negatively correlated
with grey matter density in the inferior parietal,
middle occipital, and posterior cingulate gyri. Hu
and colleagues (Hu et al. 2011) applied structural
equational modeling to VBM measures to dem-
onstrate the impact of various nuisance covariates
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such as age and gender on the subtle neuroana-
tomical correlations with personality traits.

Issues when Correlating Structural
Information with Personality Measures
A number of criticisms can be raised when struc-
tural characteristics of the brain are correlated
with personality measures. First, there is an inher-
ent bigger-is-better or bigger-is-more assumption.
Yet, whether or not larger brain areas signify that
more cognitive resources are devoted to a given
function is questionable. It is conceivable that
functional refining is realized via adding and
pruning connections between neurons rather than
by merely adding more neurons. Moreover, the
impact a given region may exert on a cognitive
function also depends on other nonstructural
parameters of brain activity such as synchronicity.
Hence, the association between function and
structure may be more subtle than equating bigger
areas with more computational power for a certain
function.

While the particular association between struc-
tural and functional brain characteristics and
circumscribed personality traits remain elusive,
personality changes following brain damage in
patient groups (e.g., frontotemporal lobe degener-
ation) generally support the overall idea
(Mahoney et al. 2011).
Diffusion Tensor Imaging

Diffusion Tensor Imaging (DTI) can be used to
visualize the structure of white matter fibers in the
brain. DTI measures the displacement of mole-
cules per unit time. By exploiting the phenome-
non that in the brain free displacement of water
molecules is restricted by bounding fibers (i.e., it
is anisotropic), DTI provides a measure of direc-
tional diffusion. DTI uses a pulsed sequence,
where two magnetic field gradients are applied
with brief temporal distance to each other. The
spin magnetization at each position is specifically
labeled by these pulses. A displacement of the
molecules in the delay between two pulses causes
a signal loss that is proportional to the amount of
displacement. Especially in white matter, the ori-
entation of the gradients influences contrast and
signal decay. Signal loss is maximal in directions
perpendicular to the fiber orientation. In combina-
tion with a multitude of gradients in different
directions (e.g., 64 directions), a reconstruction
of white matter architecture is achieved with
DTI. That is, for each voxel a three-dimensional
ellipsoid is computed that determines the principle
direction of diffusion (parallel to the largest axis
of the ellipsoid). From the ellipsoid, different DTI
indices can be computed such as fractional anisot-
ropy (FA), which is the normalized variance of the
ellipsoid’s three eigenvalues. Combinations of
eigenvalues can be used to demonstrate white
matter pathology such as myelination (radial dif-
fusivity) or axonal degeneration (axial diffusivity)
(Alexander et al. 2007). This is helpful in
detecting atypical white matter development or
degenerative diseases (e.g., multiple sclerosis).
To visualize white matter structure, left-to-right
oriented fibers are coded in red, fibers in
anterior-posterior direction coded in green, and
fibers in inferior to superior direction in blue.
Visualization of white matter tracts plays an
important role in neurosurgical preoperative
planning.

Main advantage of DTI is the painless and
radiation-free possibility to measure and analyze
structure of white matter in vivo. Main disadvan-
tages concern some inherent methodological
problems and the relatively long acquisition
times (usually around 5–10 min) during which
participants should remain stable. The algorithms
underlying DTI are problematic for voxels
containing different tissue types (e.g., at the
boundary between CFS and white matter) and
have difficulties determining DTI indices for
voxels containing intersections between two
nerve fibers.
Functional MRI (fMRI)

General Idea
Functional MRI (fMRI) seeks to establish a rela-
tion between a given region’s change of neural
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activity and an experimentally induced change of
stimulus and/or mental state. The idea is to exam-
ine the neurofunctional consequences of a given
change in experimental condition in order to
understand how a given ROI contributes to a
cognitive mechanism at hand. For example, in a
box-car design, participants change every 30 sec-
onds between (1) repeatedly subtracting 7 from a
starting number (e.g., 93➔86➔79➔72➔. . .)
and (2) sentence reading (“The old man is read-
ing a book.”). Comparing the activity between
calculation and reading reveals areas that are
more involved in mental arithmetic than during
sentence reading, such as bilateral areas along
the intraparietal sulcus and dorsolateral prefron-
tal cortex. Since two conditions are subtracted
from each other, this is referred to as subtraction
logic (Donders 1969; Posner et al. 1988). More
recent designs do not require the block-wise
presentation of stimuli but operate on an event-
related schedule with fast and intermixed presen-
tation of different conditions in an experimental
design. It has been proven advantageous to
include more than two expressions of the inde-
pendent variable in a so-called parametric
approach. For example, rather than dividing
numerical distance between numbers in a numer-
ical magnitude comparison task into categories
small (<5) and large (>5), the numerical dis-
tance may serve as a parametric regressor in a
given experiment.

Functional Principle and Preprocessing
Functional MRI uses the phenomenon that the
brain uses glucose which is supplied via the
blood. The regional cerebral blood flow (rCBF)
flexibly adapts to the amount of energy needed
in a given area of the brain. More active areas
require more glucose and hence increased
rCBF is observed. Glucose consumption burns
oxygen. As a consequence, the ratio of deoxy-
genated to oxygenated hemoglobin changes
locally in response to cortical activity, with oxy-
genated blood supply usually overshooting
the actual demand. Since deoxygenated hemo-
globin (paramagnetic) has different magnetic
properties compared to oxygenated hemoglobin
(diamagnetic), the compensatory change of their
ratio in response to cortical activity causes an
improved MR signal. The blood-oxygen-level
dependent (BOLD) contrast hence provides an
indirect measure of cortical activity at a local
scale. The BOLD signal changes at a relatively
slow temporal scale, usually reaching a maximum
after 4–6 s after stimulation. The peak latency
depends on the brain area under investigation.

During fMRI scanning, a number of 2D brain
slices (e.g., 30 slices) are repeatedly acquired,
often covering the entire brain. The acquisition
of each entire volume usually takes between 1.5
and 3 s. Each slice comprises a matrix of subunits,
known as voxels. Compared to structural MRI,
fMRI has a lower spatial resolution with voxel
dimensions around 2–4 mm per side (e.g., 2 �
2� 2 mm3). Since each slice of a given volume is
acquired at a different point in time, the temporal
differences in acquisition require a correction,
known as slice-time correction. A second major
problem in fMRI are artifacts due to head motion.
Each voxel is associated with a certain position in
real space (i.e., the participant’s head inside the
scanner) and numerically reflects the magnetic
properties at that position. If, for example, two
neighboring voxels cover white and gray matter,
respectively, the numerical values differ by a large
margin (e.g., 120 and 55). A change in nervous
activity predominantly affects gray matter voxels.
Consequently, in the next recorded volume, the
corresponding values may change to 120 and
58, for example. If, however, the participant
moves in-between the acquisition of two volumes,
the voxel previously covering gray matter may
now cover white matter. If undetected, we would
erroneously conclude that activity has changed
from initial 55 to 120 – a huge change in activity.
During motion correction, the time-series of brain
volumes are aligned via rigid body transforma-
tions along six dimensions (three spatial axes plus
three rotations). After motion correction, non-
linear transformations are applied to coregister
the individual brain scans with a given template
(using information from the anatomical MRI).
Finally, high-frequency noise is reduced via spa-
tial smoothing.
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Statistical Analysis

Mass Univariate Statistics
During the mass univariate analysis approach, a
general linear model (GLM) is applied to each
voxel. The model parameters contain the experi-
mental conditions as predictors (e.g., calculation &
reading) and the head motion parameters as
covariates (nuisance parameters). This model is
convolved with the typical hemodynamic response
function to predict the expected time-course for
each voxel. As a result of model estimation, each
of the regressors in the model (calculation, reading,
head motion) is associated with a given parameter
estimate (ß). The parameter estimates for each
voxel is tested for significance (e.g., larger than
zero; calculation> reading; . . .) across participants
at the second level. Different approaches exist to
protect the resulting statistical parametrical map
(SPM) against the risk of multiple testing
(a typical brain volume comprises ~60,000 voxels).
In the resulting maps, each voxel is associated with
a statistical significance value for a given contrast
in the GLM (e.g., calculation > reading). The
thresholded values can be projected on a brain
template using a color code where significance
ranges are associated with different colors (e.g.,
from red over orange and yellow to white).

Combining psychometric personality mea-
sures with fMRI has revealed that a wide range
of functional responses in different regions are
modulated by personality measures. In a recent
review, Kennis and colleagues (2013) report
numerous correlations with different scales of
Gray’s reinforcement sensitivity theory (McCrae
and Costa 1987; McNaughton and Corr 2004;
McNaughton and Gray 2000). Activity in the
amygdala, ventral prefrontal cortex (vPFC), and
the basal ganglia (i.e., striatum) has been associ-
ated with the behavioral approach system (BAS),
in particular, in response to reward and expec-
tance of reward. Reward expectancy was also
associated with activity in anterior cingulate cor-
tex (ACC). Less clear was the picture concerning
the neural correlates of the behavioral inhibition
system (BIS) and the fight-flight-or-freeze system
(FFFS). Both appear to be correlated with activity
in PFC during cognitive tasks and with negative
stimuli such as punishment expectancy (Bruhl
et al. 2011) or learning of negative emotional
associations (Hooker et al. 2008).

Another approach exploits the fact that
rCBF decreases upon repeated presentation of a
given piece of information (adaptation or repeti-
tion suppression). Using such adaptation para-
digms, several studies found ventral mPFC to
be associated with the encoding of a person’s
traits (Heleven and Van Overwalle 2016; Ma
et al. 2014).

Issues when Correlating Functional Measures
with Personality Measures
Many of the issues when correlating structural
information with personality measures hold
when it comes to associations with functional
MRI. That is, associating a given trait with a
given ROI rests on the assumption that more
activation in that ROI in a given task means that
more intensive or efficient cognitive processing
results from increased rCBF. For example, when
reporting a correlation of amygdala activity
during a fear learning task with high neuroticism,
the authors assume that an “increased sensitivity
in the neural mechanism for fear learning [. . .]
leads to enhanced encoding of fear associations,”
which is, in turn, reflected on the neural level by a
stronger BOLD response (p. 2709; Hooker et al.
2008). Yet, this is not necessarily the case and
theoretically the opposite may be true; higher
cortical efficiency may express via a reduced
fMRI response, rather than an increased fMRI
response.

Another problem arises from the idea of asso-
ciating one region of the brain with one cognitive
function (e.g., when stating that areas that are
involved in reward processing correlate with
extraversion). While a given brain area may con-
tribute to the function at hand, it usually also
contributes to a number of other functions which
may or may not be relevant for the personality
measure at hand. That is, picking the one function
of an area that may be conceptually associated
with a personality concept over-accentuates the
area’s functional selectivity.
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Further, small sample sizes (e.g., below 20 par-
ticipants in Brühl et al. 2011 and Hooker et al.
2008) and the association of broad high-level
personality measures (e.g., neuroticism) with a
single cognitive task (i.e., one learning experi-
ment) that measures a given cognitive function
may be problematic in terms of generalizability.
Convergent evidence from multiple studies may
alleviate this issue.

Vul and colleagues (2012) pointed to another
theoretical issue arising from the notion that, the-
oretically, the correlation between any brain mea-
sure and any personality measure cannot exceed
the product of their respective reliabilities. Vul
and colleagues argue that a “non-independence
error” is responsible for the fact that many empir-
ical studies report values that exceeded this theo-
retical threshold. That is, voxels are selected based
on whether or not their correlation with an exter-
nal parameter exceeds a given statistical thresh-
old. In a second step, a mean correlation is
computed from the selected voxels only, leading
to artificially inflated correlations because all non-
significant voxels had been eliminated before.

Decoding Approach
Instead of statistically testing the significance of a
given contrast in GLM for each voxel, decoding
techniques such as multivoxel pattern analysis
(MVPA) rely on supervised learning algorithms
that operate on spatial patterns across an array of
voxels (i.e., the features). On a trial-by-trial basis
where each trial represents one exemplar, a statis-
tical algorithm (e.g., support vector machines) is
trained to differentiate between two (or more)
experimental conditions (e.g., calculation
vs. reading), such that the classifier learns to asso-
ciate each pattern with one of the conditions. This
is equivalent to searching for a hyperplane in
feature space (where each feature represents one
dimension) that ideally separates the experimental
conditions. After training, the classifier is cross-
validated with an unknown (i.e., independent)
portion of the data for which it is asked to “pre-
dict” the true label (e.g., reading or calculation).
This procedure is repeated while leaving out dif-
ferent parts of the data during training. Accuracy
is averaged across repetitions and tested against
chance level of classification (e.g., 50% for two
conditions). Ideally, the accuracy reaches 100%
correct. Here, voxel activity is used to predict
experimental information (e.g., task). Decoding
allows responding to a slightly different type of
questions concerning the function of a given
region of interest (ROI) in the brain (Haxby
et al. 2014). While mass univariate analysis asks
what a given ROI’s function is, decoding allows
analyzing what information is represented in a
given ROI and how it is organized. For example,
a given ROI may be equally and indistinguishably
active both for addition and subtraction compared
to reading. Yet, the representational patterns may
still differ fundamentally and systematically
between these arithmetic operations (Knops
et al. 2009; Knops and Willmes 2014), affording
decoding of arithmetic operations.

Decoding has been successfully applied to pre-
dict which of four characters participants were
imagining based on activity patterns from medial
prefrontal cortex (Hassabis et al. 2014). Charac-
ters’ personalities differed along two traits
(agreeableness and extraversion). Activity pat-
terns in lateral temporal cortex and posterior cin-
gulate cortex (pCC) allowed for predicting the
degree of agreeableness and extraversion, respec-
tively. Authors proposed that medial PFC encodes
a complex personality model for others while
lateral temporal cortex and pCC code for more
specified personality traits (Hassabis et al. 2014).

Representational Similarity Analysis (RSA)
Representational similarity analysis (Kriegeskorte
et al. 2008) seeks to analyze the state of the brain
in response to a given stimulus, plan, decision, or
planned action. It understands the ROI’s represen-
tation as a point in multidimensional space.
Voxels or neurons are the dimensions. Given two
or more points in this space (representing two or
more stimuli, plans, etc.) one may compute the
representational distance between them as a proxy
for the representational dissimilarity between
them. When extending the stimulus space, one
may compute a representational dissimilarity
matrix (RDM), reflecting the pair-wise dissimilar-
ity values between different stimuli (plans, deci-
sions, etc.). For example, the RDM for six objects
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(apple, pear, melon, mobile phone, screwdriver,
and tennis ball) may reveal a higher-level seman-
tic distinction between man-made objects versus
natural objects.

This recent approach has been exploited to
illustrate that similarities in subjective social
space are mirrored on the neural level in left
temporoparietal junction (TPJ), the left fusiform
gyrus, and the subcallosal ventromedial prefrontal
cortex (vmPFC; Dziura and Thompson 2017).
Hence, learning about differences, similarities,
and relations between others may be supported
by these areas, authors conclude (Dziura and
Thompson 2017).
N

Functional Connectivity

Most cognitive functions rely on the joint use of
several interconnected brain regions. The domain
of network neuroscience (Sporns and Betzel
2016) focuses on the analysis of the relation
between brain regions that can be represented as
a set of nodes and edges that form a network. Most
approaches use the Pearson correlation of the time
course between two (or more) foci in the brain in
response to a given stimulus or task (functional
connectivity or effective connectivity) or during a
state of rest (resting state connectivity). Several
approaches have been proposed.

Psycho-Physiological Interactions (PPI)
PPI (Friston et al. 1997) tests connectivity
changes as a function of task condition. In other
words, PPI analysis demonstrates functionally
significant brain-wide connectivity changes in
response to experimentally induced changes in a
given seed ROI. The term “seed region” refers to
any set of voxels that has been selected for con-
ceptual reasons and for which the time course is
extracted and entered to PPI analysis. Technically,
the PPI regressor represents the product of the
deconvolved ROI time course and the task regres-
sor (Gitelman et al. 2003). For each voxel outside
the ROI, the correlation with the PPI regressor is
computed individually for each participant. The
resulting maps are entered into a second level
model (participant as random factor) to assess
statistical significance of the observed connectiv-
ity changes on a group level.

PPI has been used to unravel the functional
network that subserves the recognition of other
persons based on information about these per-
sons’ bodies and traits (e.g., “He cut in front of
the man in line” for an inconsiderate person;
Greven et al. 2016). Authors argue for a “who”
system that combines these pieces of information
and comprises of fusiform gyrus (bodily appear-
ance), and temporal poles and temporal-parietal
junction as part of a network that makes infer-
ences about other’s thoughts and traits (Greven
et al. 2016; Mitchell et al. 2002).

Dynamic Causal Modeling (DCM)
Dynamic causal modeling (DCM) aims at
reconstructing how an observed pattern of activity
has been produced by the interaction of distrib-
uted dynamical systems. To this aim, differential
equations are used to define dynamic causal
models, which, in turn, model latent states of
nodes in a probabilistic graphic model. This
requires the researcher to define a priori realistic
models of brain regions that contribute to the task
at hand and how these are interconnected. The
observed data is used to test these models, that
is, how the hidden states of each node map onto
the measured responses. Bayesian model selec-
tion is used to select the best fitting and most
parsimonious model that corresponds best to the
observed data (Stephan et al. 2009). In contrast to
PPI, DCM makes directional predictions (e.g.,
region A drives/influences region B).

Dima and colleagues (2015) used DCM to
investigate the impact of the big five personality
traits on effective connectivity in a working mem-
ory network (bilateral parietal cortex, anterior cin-
gulate cortex, and dorsolateral prefrontal cortex).
While neuroticism reduced short-term plasticity
in this network, conscientiousness increased mod-
ulation of connectivity in this network (Dima
et al. 2015).

Resting State fMRI
The brain is not always engaged in cognitive
processing. A set of brain region has been shown
to be most active when the participant is in a state
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of mind wandering (Greicius et al. 2003; Raichle
et al. 2001). This network comprises of posterior
cingulate cortex, medial prefrontal cortex, angular
gyrus, and retrosplenial cortex/precuneus. Two
main approaches emerged and are continuously
updated and enriched, independent component
analysis (ICA) and seed-based analyses. Individ-
ual variation in resting state connectivity has been
proposed as a potential biomarker for psychiatric
disorders and response to treatment in a context of
personalized psychiatry (Finn et al. 2015; Finn
and Todd Constable 2016).

Seed-Based Analysis
Seed-based analysis is a model-based approach in
which the time-course from an a-priori selected
ROI (seed) is extracted and correlated with the
time-course of all remaining voxels in the brain.
As a result, a network of brain regions can be
defined for which the time-course is highly corre-
lated with each other. Major disadvantage of this
approach is the highly subjective selection of a
seed region that strongly influences the results.

This method was used to investigate the relation
betweenDMN activity and stressor-evoked cardio-
vascular reactivity as a proxy for the emotional
reactions to conflict which is, in turn, associated
with agreeableness (Ryan et al. 2011). Ryan et al.
(2011) found that more positive functional connec-
tivity between posterior and anterior cingulate cor-
tex correlated positively with agreeableness and
mediated the relation between agreeableness and
stressor-evoked cardiovascular reactivity. Connec-
tivity between OFC and putamen was positively
correlated with trait impulsivity, a concept from
Gray’s model of personality and addiction
(Angelides et al. 2017; Franken et al. 2006).

Independent Component Analysis (ICA)
ICA is a mathematical technique to decompose a
given (time-resolved) data set into a number of
maximally independent components. In the con-
text of fMRI, ICA is used to spatially separate
regions of joint activity modulations that are max-
imally distinct from other regions. Major disad-
vantage is that the user needs to differentiate
noise-based components from artifacts and actual
functional components, which requires some
experience and mathematical understanding.
Major advantage is the data-driven and objective
nature of the resulting componential structure.

Aberrant connectivity in the DMN is associ-
ated with psychiatric disorders such as borderline
personality disorder and impulsivity (Wolf
et al. 2011).
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Definition

Neurological Soft Signs (NSS) are subtle neuro-
logical abnormalities that are observable on clin-
ical examination. They often include impairment
in fine motor and sensory functions, as well as
persistence of primitive reflexes on neurological
examination.
Introduction

Neurological soft signs are suggested when an
individual shows demonstrable impairment in
the ability to perform several motor and sensory
tests on neurological examination. They are
“soft” because they were originally thought to
have nonspecific structural and functional brain
correlates or characteristic of any specific neuro-
logical disorder. However, NSS are now known
to result from the same changes in brain neuronal
connections that are characteristics of many neu-
ropsychiatric disorders. Along with abnormali-
ties in brain structure and cognitive functions,
NSS appear to predate onset of the relevant
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neuropsychiatric disorder. The popular view is
that the foundation for these abnormalities had
been laid down at some point during the devel-
opment of the brain and its connections. As such,
NSS are seen as important early signs of an
evolving disorder with a neurodevelopmental
origin. A common example of such disorder is
schizophrenia.
N

Historical Perspectives

Neurological abnormalities were part of early
descriptions of the schizophrenia phenotype, for-
mally known as “dementia praecox” according to
Emil Kraepelin (1919). The term “soft sign,”
emerged from the inability of clinicians in the
early days to locate the neuropathological bases
and clinical relevance of some clinically evident
neurological abnormalities. Traditional neurolog-
ical examinations elicit gross signs of abnormali-
ties, for example, visual field defects or hypotonia,
which are often indicative of demonstrable lesion
in the nervous system. Neurological soft signs, on
the other hand, are seen in individuals with no
obvious neuropathology. The exact relevance of
these categories of abnormal findings on neuro-
logical examinations in the continuum from vul-
nerability to clinical and course characteristics
of schizophrenia have only started to emerge
in the recent era of genetic epidemiology and the
identification of biological markers of vulnerabil-
ity to neuropsychiatric disorders using advanced
brain imaging, blood and cerebrospinal fluid
examinations.
Neurobiological Bases of NSS

Evidence from multiple sources suggests that
NSS predate the onset of some neuropsychiatric
disorders, especially schizophrenia (Chan and
Gottesman 2008; Serene et al. 2007). As an exam-
ple, while NSS may decrease as the brain matures
in healthy individuals, such decreases were not
found in persons who later developed schizophre-
nia (Zabala et al. 2006). Additional neuroimaging
support for this observation (Gay et al. 2013; Zhao
et al. 2014) has prompted the suggestion that NSS
may represent abnormalities in neuronal maturity
and neural integration. Abnormal neuronal matu-
rity and integration may be genetically determined
or premorbidly acquired. Evidence that neuronal
integration and NSSmay be premorbidly acquired
is found in their demonstrated association with
obstetric complications (Peralta et al. 2011). Sev-
eral other studies (Sanders et al. 2006; Xu et al.
2016) have also shown that NSS are associated
with high heritability scores. Their prevalence
in persons with schizophrenia and their first
degree relative is consistent with the dose-
response relationship often associated with famil-
ial aggregation.

Neuroimaging correlates: Neurological soft
signs are associated with structural and func-
tional changes in cortical and subcortical brain
networks and connections responsible for the
integration of motor and sensory processes such
as the basal ganglia, prefrontal and temporal
cortices, as well as the cerebellum (Gay et al.
2013; Zhao et al. 2014). Disruptions in interneu-
ronal connectivity within and between these
structures are thought to be manifest in key
signs and symptoms of the relevant neuropsychi-
atric disorder including the NSS that are associ-
ated with them.
Measurement

The presence of abnormal NSS is determined
based on reduced ability of an individual to per-
form a series of motor or sensory tests of a neuro-
logical examination. A variety of instruments
have been developed for the measurement of
NSS in the past over 30 years (Bombin et al.
2005). These include the Neurological Evaluation
Scale (NES) (Buchanan and Heinrichs 1989),
which is the most widely employed NSS measure
in adult psychiatry. The quantified neurological
scale (Convit et al. 1994), Heidelberg scale
(Schroder et al. 1991), Cambridge neurological
inventory, (Chen et al. 1995) and brief motor
scale (Jahn et al. 2006) are the other scales that
have been developed and used for the measure-
ment of NSS in the literature. Most of these scales
are composed of a heterogeneous inventory of
neurological abnormalities.
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Broad Classification

The varieties of neurological abnormalities
represented in the different scales have also
resulted in differences in the categorization of
NSS. However, the most common way NSS has
been classified is based on the presumed func-
tional meanings of 13 items of neurological exam-
ination derived from the NES (Buchanan and
Heinrichs 1989).

1. Sensory integration: Possibly reflecting a
parietal lobe dysfunction and includes
reduced ability to perform neurological exam-
ination tests such as bilateral extinction,
agraphesthesia, astereognosis, right/left confu-
sion, and impaired audiovisual integration.

2. Motor coordination: Possibly reflecting a dys-
function from the cerebellum and evidenced by
reduced performance in test items such as tan-
dem walk, finger to nose, finger to thumb
opposition, and dysdiadochokinesis.

3. Motor sequencing: Possibly resulting from
abnormalities in the complex connections
between the basal ganglia and the frontal lobe
and reflected in reduced performance in tests
such as the fist ring, fist edge palm, and
Ozerestski tests.
NSS and Schizophrenia

When considering all patients with schizophrenia,
that is, first episode unmedicated, medicated
patients, and/or those with chronic schizophrenia,
a majority of studies report a prevalence of well
over 50% with abnormal NSS, compared to about
5% in normal healthy controls (Chan and Chen
2007). However, a prevalence of around 90% has
been reported in first episode unmedicated
patients with disease (Ojagbemi et al. 2016;
Zabala et al. 2006). It would appear that some
NSS categories, for example, those reflecting
abnormal sequencing of complex motor actions,
are indicative of vulnerability to schizophrenia as
they have been reported to be associated with
genetic loading almost to a dose-response pattern
of risk across individuals of various genetic
identities from schizophrenia, first-degree rela-
tives of patients, and normal controls (Xu et al.
2016), including those with schizophrenia spec-
trum disorders (Chan et al. 2015). However, as a
group, they may also be associated with varying
symptomatic states of schizophrenia, course and
outcome characteristics of the disease (Ojagbemi
et al. 2015; Prikryl et al. 2012).
NSS and Other Neuropsychiatric
Disorders

Mood disorders: Very little differences were
found in the prevalence of NSS in mood disorders
compared with schizophrenia in some small stud-
ies that have compared NSS in mood disorders
(i.e., bipolar affective disorders and depression),
schizophrenia, and healthy controls (Boks et al.
2000; Negash et al. 2004). These findings initially
appeared to contradict the assertion that NSS
may represent important vulnerability marking
signs specific to schizophrenia. However, an
alternative view has been that the findings of
only small differences in the profile of NSS in
schizophrenia compared with mood disorders, as
an example, may reflect the well-known genetic
overlap in the vulnerability to both conditions
(International Schizophrenia et al. 2009). It is
important to point out that the specificity of
NSS measurement in the context of depression
is doubtful because lack of motivation in
depressed patients may affect their ability to per-
form many of the neurological examination tests
of NSS.

Cognitive disorders: Neurological soft signs,
especially those requiring intact sensory and
motor sequencing functions, have been shown in
some studies to be associated with worse general
cognitive performance in the context of disease
and in health (Dazzan et al. 2008; Keshavan et al.
2003). For example, NSS were frequently found
in older persons with Alzheimer’s disease but not
in those with mild cognitive impairment or normal
controls (Urbanowitsch et al. 2015). In other stud-
ies, the severity of NSS also increased with sever-
ity of Alzheimer’s disease (Seidl et al. 2009).
These findings have often been interpreted to
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mean that general cognitive function affects inte-
gration of sensory and motor information, and
therefore, the NSS that related to those functions.

Neurological soft signs have also been
reported in anxiety disorders, especially men
with obsessive compulsive disorders (Peng et al.
2012), and in antisocial personality disorder
where rates that are similar to those found in the
broad categories of schizophrenia have been
reported (Lindberg et al. 2004).
NSS in Healthy Individuals

Studies using normal healthy controls in compar-
ison to schizophrenia have shown that NSS are
also present in persons without disease. Preva-
lence rates of about 5% are most commonly
reported in such studies (Chan and Chen 2007;
Dazzan et al. 2006). While sensory integration
abnormalities are common in healthy individuals,
motor abnormalities were rarely found (Dazzan
et al. 2006). Important differences in the brain
localization of NSS in schizophrenia and healthy
controls have also been reported in some studies
(Dazzan et al. 2006; Dazzan et al. 2004).
N

Conclusion

Neurological Soft Signs are subtle but measur-
able neurological abnormalities. They are com-
monly classified into three broad categories with
supposed functional relevance: sensory integra-
tion, motor in-coordination, and motor sequenc-
ing. They result from abnormal neuronal
connectivity in several cortical and subcortical
networks in brain. Such changes are similar to
those that have been suggested to be the basis of
schizophrenia. While they are also reported in
other neuropsychiatric disorders and in healthy
individuals, their meaning in this other contexts
is yet unclear.
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Introduction

Interindividual differences in personality and
behavior must derive from underlying variations
in the brain. At present, knowledge on the neuro-
biological foundation of persistent individual dif-
ferences consists of highly fragmented pieces of
information and does not allow a single coherent
theory. The following summary represents a
selection of evidence that may be helpful in devel-
oping such a theory that had the power of making
predictions on future behavior, and points at some
significant gaps that research must fill in order to
proceed.

Neuroscience embraces the vast complexity of
the brain and the large variety of different methods
for probing its structure and function, ranging
from systems analysis to the molecular level. All
this is applied in combination with the multitude
of human personality theories or is addressing
specific less or more complex traits of particular
interest, and can be taxing either healthy mental
condition or something out of the variety of men-
tal health pathologies. Furthermore, quite a large
number of approaches to study the neural under-
pinnings of individual differences are carried
out in animals, and attempts to translate from
other species to humans and vice versa have
become the mainstream in neurosciences. Hence,
the sheer diversity of the available information is
mind-boggling and much of it is unlikely to be the
final word on the neural basis of individual
differences.
A Neuroanatomical View on Individual
Differences Represented in the Brain

Neuroscience operates at a variety of organiza-
tional levels. At the macroscopic level of brain
regions and their connectivity, recent technologi-
cal developments have brought research on the
living brain to a qualitatively new state and
provide excellent tools for the study on neurobi-
ology of human behavioral traits. The findings
obtained with methods such as structural and
functional magnetic brain imaging and diffusion
tensor imaging suggest that major personality
traits in humans can be linked to brain structure,
metabolic activation, and structural and functional
connectivity. For example, the Big Five personal-
ity traits have been associated with volume of a
number of brain regions (DeYoung et al. 2010),
while most of the trait-related areas were cortical
or cerebellar. A recent meta-analysis with focus
on traits in several personality taxonomies but all
representing negative emotionality (Mincic 2015)
has suggested that high negative emotionality is
associated with lower gray matter volume in left
orbitofrontal cortex and perigenual anterior cin-
gulate cortex, but higher gray matter volume in
left amygdala and anterior parahippocampal
gyrus. Into the realm of negative emotionality
also belong the studies on inhibited temperament
(Clauss et al. 2015) that have also found hyper-
reactivity of amygdala to play a central role, as
well as altered functional connectivity between
prefrontal cortex and basal ganglia.

A contrast to negative emotionality, positive
emotionality, has often been viewed as
represented in the construct of extraversion, and
linked with high dopaminergic function (Depue
et al. 1994) of the mesotelencephalic pathway
from the ventral tegmental area and substantia
nigra to limbic areas such as striatum and nucleus
accumbens, and to the frontal cortical areas.
Others maintain that dopamine is a necessary but
not sufficient factor in experiencing positive
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emotion and other neurochemical mechanisms in
the limbic system, notably several neuropeptides,
are implicated (Panksepp 1998).

Variation in the networks of negative and pos-
itive affect taken to extreme is reflected in condi-
tions that are considered pathological. Negative
emotionality is positively associated with devel-
opment of mood and anxiety disorders, and there
is a genetic common ground for traitwise negative
emotionality and these disorders. Studies on
patients have yielded in compatible neurobiolog-
ical findings. Psychopathic traits that are the core
of antisocial behavior develop in early age,
whereas reduced empathy when others are at dis-
tress is based on reduced responsiveness of amyg-
dala to relevant cues; this, however, appears
together with alterations in decision-making abil-
ities and behavioural flexibility owing to deficits
in function of ventromedial prefrontal cortex and
striatum (Blair 2013).
From Genes to Brain Systems

The heritable component of the individual differ-
ences is emerging from the genetic information of
the individuals, and also the developmental and
acquired aspects of persistent traits ought be resid-
ing on metastability of gene expression. At the
genetic level, systematic review of literature has
not detected any strong relationship of variants of
a single gene with personality while using models
of either Cloninger, Eysenck, or Costa and
McCrae (Balestri et al. 2014). Similar systematic
approaches to the literature on the level of neuro-
chemistry are missing but also appear to be
unlikely to detect any consistent and strong asso-
ciation between personality and a single molecule.
This absence of any single simple uncontested
association despite of massive research efforts
suggests that the persistent aspects in the specific
traits under investigation are emerging from a
highly complex molecular and cellular arrange-
ment, and within general population any trait can
probably raise from many different constellations
at the molecular level. Studies on individual dif-
ferences in intelligence have reached a similar
conclusion that while the efficiency of the brain
provides a uniform correlate to intelligence and
activity in parietal-frontal pathways is important
for this, there are many neuronal roads to intelli-
gence (Deary et al. 2010).

Some of the personality models have kept the
neurobiological underpinnings in mind since the
beginning or have even been conceived after sub-
stantial empirical brain research. The approach/
avoidance systems research by Gray has led to
scales measuring behavioral activation versus
inhibition as separate neural systems, and the tri-
dimensional model of Cloninger (Cloninger et al.
1993) was based on the available neurochemical
information regarding the three wide-spread
monoaminergic systems of the brain, linking nov-
elty seeking to dopamine, harm avoidance to sero-
tonin, and reward dependence to noradrenaline.
Further, a powerful attempt of bottom-up person-
ality scale building has been made by compilation
of the Affective Neuroscience Personality Scale
(ANPS; Davis and Panksepp 2011) that explicitly
derives from the predefined emotive systems as
discovered in systematic and detailed neurobio-
logical studies on animals (Panksepp 1998). Traits
specified and defined in this way have all been
characterized in terms of species-specific behav-
ior, neuroanatomical networks, and neurochemi-
cal regulation with unprecedented detail, while
the chemical neuroanatomy of the model still
requires further refinement. Representing six out
of seven primary neurobiologically well-defined
emotional-motivational systems, SEEKING,
FEAR, ANGER, SADNESS, CARING, and
PLAY, the ANPS has appeared as a promising
tool in human genetic and brain imaging studies
(Montag and Reuter 2014), but further investiga-
tions remain expected to clarify the eventual value
of this approach.

Broad categories of behavior, such as aggres-
siveness, have been more successfully related to
broadly defined neurobiological mechanisms
such as serotonergic function.

The vast majority of molecular genetic
research of individual differences has been on
targets in the dopamine and serotonin systems
(Montag and Reuter 2014). Quite a substantial
share of this effort is owing to the discovery of a
few gene variants that have small but significant
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effects in meta-analyses but appear to be nomi-
nally associated with a large variety of different
behavioral measures. An outstanding example is
the promoter polymorphism of the serotonin
transporter gene, the short variant of the polymor-
phic region being associated with less efficient
transcription of the gene leading to lower expres-
sion, and higher levels of neuroticism, anxiety,
and depression (Lesch et al. 1996). This promoter
polymorphism has remained the most investi-
gated genetic variation in neuroscience, despite
the inconsistent association with each of the
many personality and behavioral variables it has
been linked to, probably owing to certain advan-
tages comprised in hypervigilance produced by
the “risk” genotype (Homberg and Lesch 2011)
and to gene–environment interactions leading to
adaptive changes that compensate for the poten-
tial disadvantages carried with the “risk” genotype
(Harro 2010).

The behavioral plasticity associated with com-
mon gene variants should not lead to underesti-
mation of the potentially major effects that a
variation in a single gene with large neurochemi-
cal implications can elicit on human behavior. An
exemplary case is the Brunner syndrome,
resulting from a single nucleotide mutation that
was causal to preventing the expression of the
monoamine oxidase A (MAOA) gene, with
resulting absence of MAO-A enzyme activity
throughout life course and expression of border-
line mental retardation, limited impulse control,
and violent outbursts precipitated by unexpected
events in all male subjects who had the mutated
variant of this X-chromosomal gene (Brunner
et al. 1993). MAO-A is an enzyme with critically
important role in breaking down the neurotrans-
mitters such as serotonin, noradrenaline, and
dopamine, and by this means has a large effect
on real-time neurotransmission but also on brain
maturation during the early development of the
nervous system. Subsequently, a common vari-
able number of tandem repeat (VNTR) polymor-
phism was identified in the promoter region of the
MAOA gene, with certain alleles leading to higher
versus lower expression in vitro. Alleles classified
into the low activity MAOA genotype are associ-
ated with lower gray matter volume in the limbic
regions and carriers of the MAOA-L alleles have
diminished responses to angry and fearful faces in
the prefrontal cortex but increased responses in
the amygdala (Buckholtz and Meyer-Lindenberg
2008). MAOA-L subjects express higher levels of
impulsivity, higher aggressiveness upon provoca-
tion, and they are more prevalent among subjects
who have shown antisocial behavior, including
extreme risk-taking and violence. Of note, differ-
ences in cerebral responses and higher impulsivity
and violence of the MAO-L subjects appears as
specific to males.

Neuroscience has paid much attention to the
concept of sensation-seeking behavior, and this
has been associated with high dopaminergic
(Norbury and Husain 2015) and low serotonergic
(Zuckerman 1993) function. Especially, the latter
has quite consistently been considered a causal
factor of impulsivity, even though the large pic-
ture is more complex. Impulsivity can be mean-
ingfully subcategorized and the complexity of the
serotonergic system (not only are the projection
areas and behavioral functions of different seroto-
nergic cell groups distinct, but at least 14 subtypes
of 5-HT receptors exist and some act as postsyn-
aptic as well as release-inhibitory receptors)
allows for distinct connection between varieties
of impulsivity and corresponding aspects of 5-HT
neurobiology (Evenden 1999). An indirect mea-
sure of the overall capacity of serotonin release in
the brain, monoamine oxidase activity in platelets
that is likely to reflect the early developmental
state of the serotonin system, has quite consis-
tently been found in association with impulse
control related complex behaviors (Harro and
Oreland 2016). Thus, subjects with low platelet
MAO activity and presumably lower capacity of
the serotonergic system exhibit higher impulsivity
scores, engage more frequently in behaviors asso-
ciated with high impulsivity and excessive risk-
taking, and are overrepresented in groups with
serious behavioral deviations. High platelet
MAO activity has, in turn, been linked to higher
neuroticism.

Impulsivity has emerged as a meaningful con-
struct that can be further dissected into facets and
subsequently translationally studied in humans
and other species, providing the window to the
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cellular level and chemical neuroanatomy of the
trait. Not unexpectedly, upon close examination
the neurobiology underlying impulsive traits has
appeared more complex and has besides dopamin-
and serotonergic systems included information on
other neurochemical systems that use noradrena-
line, glutamate, or endocannabinoids (Pattij and
Vanderschuren 2008).

Fine-tuning of neural activity is supported by
neurochemical systems with lower abundance but
high receptor affinity, most prominently by neu-
ropeptides. Personality research has recently
implicated neuropeptides such as oxytocin, argi-
nine vasopressin, and neuropeptide Y (Montag
and Reuter 2014), but many others are likely to
make a significant contribution to individual dif-
ferences (Panksepp 1998; Harro 2010). Some of
the neuropeptides involved in regulation of hor-
monal regulation via blood or acting as hormones
themselves have been found to function as neuro-
transmitters in the brain within well-defined neu-
ronal circuits. Oxytocin is an example that has
received much attention recently: This non-
apeptide is released from the posterior lobe of
the pituitary gland and acts as a hormone but
hypothalamic projections to several brain regions
such as prefrontal cortex, amygdala, lateral sep-
tum, bed nucleus of stria terminalis, and hippo-
campus. Oxytocin-mediated neurotransmission
may shape the variability in social affiliation
related traits but also by moderating dopaminergic
function the reward-related behaviors in a more
general manner (Love 2014).
Gene–Environment Interplay

Interestingly, both high dopaminergic and low
serotonergic function that together may bring
about maladaptive behavioral choices are
observed in animals after postweaning social iso-
lation (Hall and Perona 2012). Gene–environment
interaction studies have become the mainstream in
behavioral genetics after the reports by Caspi and
coworkers (Caspi et al. 2002, 2003) on the mod-
erating effects of common gene variants on the
impact that life events can have on the develop-
ment of aggressive and antisocial behaviour and
depressive traits. How exactly do the impacts of
life events and persistent environmental variables
become established at the molecular level remains
to be clarified but implies the level above the
nucleotide sequence of the DNA, referred to as
epigenetic changes. Epigenetic mechanisms can
include chromatin remodeling, methylation, and
acetylation of histone packaging that facilitate
gene promotion, and addition of methyl groups
to structural DNA and production and binding of
micro-RNA-s that silence gene expression. Such
regulatory processes have been found to be essen-
tial for the development and function of all tissues,
including the CNS, are developmentally dynamic,
and serve as a basic mechanism for long-term
control of gene expression, likely to often overrule
the effect of the variations in the coding DNA
sequence or in its promoter region. The methyla-
tion patterns may well themselves be heritable as
well as have random change components, but
often are strongly specifically affected by different
aspects of environment. For example, methylation
of the dopamine D4 receptor gene (DRD4), a gene
that has been associated with attention deficit
hyperactivity disorder but also with curiosity,
was found as largely driven by shared family
environment in a twin study, but the methylation
of the serotonin transporter promoter was largely
dependent on unique, nonshared environmental
effects (Wong et al. 2010).

What would be the mediating mechanism from
the environment to DNA is also not known, but is
likely to involve the known physiological mecha-
nisms of stress response. Animal research has
described that maternal care can produce behav-
ioral changes lasting to adulthood by means of
epigenetic modification of glucocorticoid receptor
gene in the brain (Weaver et al. 2004). This would
be likely to affect the reliability of the negative
feedback loop that limits the release of cortisol, a
hormone released from the adrenal glands as part
of an adaptive, homeostatic reaction to a large
variety of external and internal challenges.
Because hormones, carried in bloodstream, can
reach multiple targets almost simultaneously
they can serve as universal messengers to many
physiological circuits that are involved in trait-
wise responses. Several hormones have both
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rapid effects mediated by membrane targets and
more long-term and persistent effects via binding
to intracellular receptors and impacting on gene
expression. Amongst associations of behavioral
traits with hormone secretion, the relationship
between aggressiveness and testosterone has
received most attention. While the many attempts
to show that higher testosterone levels lead to
higher aggressiveness have revealed only a very
weak positive correlation, this association could
be stronger in specific conditions, and surges
of testosterone do predict future aggressive
behavior and enhance threat-related activation
of the amygdala (Carré and Olmstead 2015).
The development of social neuroscience has
attempted to place testosterone as a source of
individual differences into a broader context as
playing a role in motivation to achieve and main-
tain high social status (Eisenegger et al. 2011),
this, of course, being well compatible with a
nonlinear and time-dependent association of hor-
mone levels with specific complex behaviors
such as aggression.
N
Developmental Aspects and the
Sex/Gender Perspective

Many of the genetic effects as well as outcomes of
epigenetic programming that are observable
throughout life cycle may have occurred already
at prenatal and perinatal stage (Harro and Oreland
2016). For example, the MAOAVNTR genotype
does not explain MAO-A protein levels in the
adult brain as measured by positron emission
tomography, and while MAO-B activity in plate-
lets covaries with risk-taking behaviors in adult-
hood, there is no correlation with MAO-B activity
in the brain. Indeed, MAO-B activity levels
appear to have little effect on monoamine metab-
olism if MAO-A activity is preserved. The notion
that MAO activity during fetal period is an impor-
tant contributor to individual differences is
supported by animal studies showing the
aggressiveness-increasing effect of MAO-A
inhibitors if administered during gestation but
not in adulthood, and by clinical experience that
treatment of depressed patients with MAO
inhibitors does not appear to change personality.
In the mature brain, MAO-A levels are strongly
associated with promoter methylation and hence
subject to large variation as the methylation pat-
tern has been found to profoundly change in
development (Wong et al. 2010).

Evidence that methylation levels of many key
genes of major neurochemical systems changes
significantly over a few years already in early
childhood, and that methylation profiles are very
different even in monozygotic twins owing to the
impact of environmental factors (Wong et al.
2010) suggests that environmental factors play a
crucial dynamic role in shaping the behavioral
traits by influencing gene expression. As several
animal studies have revealed, alterations of gene
expression are often associated with behavioral
stability under environmental pressures (Harro
and Oreland 2016). Because the environmental
impacts are of different qualitative and quantita-
tive types, the response modes maintaining
homeostasis must be manifold.

In this context, it should be acknowledged that
male and female individuals differ not only by
certain genetically determined biological features
but are, in everyday life, confronted by environ-
mental signals that are different within many if not
all cultures. At the gene–environment interaction
process, the significance of sex as biological and
gender as cultural construct become intertwined.
Studies on general intelligence have reached the
conclusion that in males and females intelligence
co-varies with different measures of regional gray
matter volume, cortical thickness, and white mat-
ter volume and integrity, leading to a conclusion
that males and females can achieve similar levels
of intelligence by using differently structured neu-
ral systems in different ways (Deary et al. 2010).
Similar are the findings in studies on behavioral
differences and major functional gene variants,
most notably with the MAOA VNTR genotype,
in which case, quite consistently, aggressive
traits are associated with childhood adversity,
and with the MAOA-L genotype in males but
with the MAOA-H genotype in females (Harro
and Oreland 2016). Neuroimaging has revealed
compatible distinct patterns in activation of
amygdala, hippocampus, and anterior cingulate
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cortex as early stressful events drive dysfunctional
responses in MAOA-L males and MAOA-H
females.

It should however be made clear that for the
common functional gene variants often labeled as
“risk” genotypes, evidence instead supports a role
as plasticity genotype: carriers of plasticity alleles
would be heavily hit in unfavorable conditions but
well equipped to take advantage of supportive
environment (Belsky et al. 2009). No biological
mechanism that would be universally maladaptive
would survive environmental pressure so each
variant that can be associated with a trait appar-
ently less adaptive must be either exceedingly rare
or permit balanced adaptive responses. Indeed, it
may follow that a large share of individual differ-
ences are caused by unique, family-specific
genetic constellations (Homberg and Lesch
2011). The common genetic “risk” variants such
as the s-allele of the serotonin transporter polymor-
phism promote developmental trajectories that are
environmentally shaped to fit in. Nevertheless, if
the negative impact of environment can not be
compensated for, the common variants can be caus-
ally related to maladaptive traits.
Conclusion

Neuroscience has described associations with per-
sistent behavioral traits at different levels from
molecular to systems, but currently the landscape
of knowledge remains fragmented. It has, how-
ever, been found that phenotype is not strictly
predicted by the genotype, and that variability of
the phenotype from a genotype can be huge, with
even opposing solutions if the environmental
pressures during development facilitate this (Hall
and Perona 2012). Because of the multitude of
constructs under investigation, and the many fac-
tors that correlate and interact with each other
throughout the life course, neurobiology of indi-
vidual differences should embrace formal model-
ing that includes the epistatic, hierarchical,
dynamic, and homeostatic nature of interaction
between genetic factors, environments, endo-
phenotypes, and behaviors (Harro 2010).
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Neurosis andNeurotic Conflict
Jack Danielian1 and Patricia Gianotti2
1The American Institute for Psychoanalysis,
Karen Horney Center, New York, NY, USA
2Woodland Professional Associates, North
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Synonyms

Alienation from self; Character neurosis; Central
inner conflict; Character pathology; Neurotic
development; Neurotic disturbances; Neurotic
drives; Neurotic pseudo-solutions; Overdeter-
mined character solutions
Definition

Karen Horney (1937) defined neurosis as a “psy-
chic disturbance brought about by fears and
defenses against these fears, and by attempts to
find compromise solutions for conflicting tenden-
cies” (p. 26).Neurotic conflicts stem from child-
hood experiences where parental figures did not
provide a loving, safe, and consistent environ-
ment. As a result, the child internalizes core feel-
ings and beliefs of unworthiness, shame, and
defectiveness. In an attempt to distance from
these feelings, the individual develops compro-
mise solutions to create a homeostatic self-
regulating system to keep painful feelings at bay.
Introduction

Karen Horney (1885–1952) was one of the most
original psychoanalytic thinkers to emerge from
the Berlin Psychoanalytic Institute, a renowned
center of psychoanalytic learning since the early
part of the twentieth century. Her originality
became clear early on as she began her cultural
critique of Sigmund Freud’s classical instinct the-
ory focused on libido theory, psychosexual stages
of development, and oedipal rivalries as the basis
of adult psychopathology.
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Following Horney’s move to the United States
in 1932, her convictions grew that the descriptions
of classical theory were not only gender biased but
philosophically rooted in outmoded nineteenth
century ideas of objective distance, scientific
detachment, and linear causation. In 1939 she
published New Ways in Psychoanalysis, in 1945
Our Inner Conflicts: A Constructive Theory of
Neurosis, and in 1950 Neurosis and Human
Growth: The Struggle Toward Self-Realization.
Through these books Horney created a new basis
for understanding and treating neurosis and neu-
rotic conflict: that the characterological present
could not be ignored and that in terms of treatment
progress the colliding forces of character dynam-
ics were the ground zero of neurotic conflict.
Although Reich (1949), Ferenczi (1952, 1955),
and Ferenczi and Rank (1925) all challenged
Freud on his unwarranted assumptions, only Hor-
ney actually offered a comprehensive new theory
of neurosis and its treatment.
Clinical Details of Horney’s Strategic
Paradigm Shift in Psychoanalysis

Let us describe the clinical details of Horney’s
strategic paradigm shift in psychoanalysis. She
developed a dynamic integration of intrapsychic,
interpersonal/relational, and systemic aspects of
the self. Rather than rooted in instinctual forces,
conflict was seen as a product of compulsive
trends in character structure operating in the
moment-to-moment present. It compels the ana-
lyst to attend to the raw subjectivity of the patient:
the tumult, terror, and humiliation that can poten-
tially exist in all of us.

Conceptual changes began to develop that are
much more attuned to process rather than to con-
tent. Danielian and Gianotti (2012) describe this
as a metapsychological shift that “casts a long
shadow: shame becomes more relevant than
guilt, dissociation more relevant than repression,
and the characterological present more relevant
than the instinctual past” (p. 4). Addressing the
moment-to-moment balance of forces in a patient
brings us much closer to appreciating the ever-
present conflict between the obstructive and
constructive forces within the personality, what
Horney called the psychic conflict between the
real self, the self-hating self, and the idealizing
self (Horney 1950).

It is relevant to point out that with the intro-
duction of the psychic forces at work, Horney
began to enlarge the concept of neurotic conflict
itself. In her earlier works, when Horney (1939,
1945) described neurotic conflict, she meant
characterological conflict occurring between
compulsive trends each of which being fueled by
self-hate and self-idealizations. But in Neurosis
and Human Growth, Horney (1950) expanded
the definition to include “central inner conflict”
(p. 112 and p. 368). To be sure the central inner
conflict is not very apparent in the early stages of
analysis but gradually comes more into view as
the patient begins to develop authenticity and self-
realization. Its power is derived from “the fact that
at the very core of our being, our real self with its
capacity for growth, is fighting for its life”
(p. 113).

The fight between the constructive forces that
are in battle with the obstructive forces within the
personality is present in all stages of therapy.
However, as treatment progresses and the con-
structive forces get stronger, the patient is at a
crossroads, where “pseudo-solutions” must be
modified or relinquished in order for further inte-
gration of the real self to occur. This presents both
an unconscious and conscious dilemma because at
the heart of the neurotic construction is an attempt
to create a sense of safety, equilibrium, and/or
connection.

From a relational perspective, the creation of the
pseudo-solution is a child’s early adaptive attempt to
preserve the tenuous connection to parental figures,
figures who were often inconsistent, disorganized,
or unavailable to meet the child’s basic needs.
Directly or indirectly, parental demands that the
child remain “loyal” to the status quo meant not
challenging parental authority. This dilemma often
meant the relinquishment of the real self in order to
preserve the precarious attachment or going against
the status quo and suffering the experience of isola-
tion, annihilation, or abandonment. From a rela-
tional perspective, this no-win false solution is at
the heart of the central inner conflict.
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Conclusion

In sum, Horney describes the central inner conflict
as “the most comprehensive conflict of all – that
between his pride system and his real self,
between his drive to perfect his idealized self
and his desire to develop his given potentials as
a human being” (p. 356). Horney states that this is
often the most turbulent period of analysis, requir-
ing the patient to examine core questions of this
conflict, such as, “does the patient want to keep
whatever is left of the grandeur and glamor of his
illusions, his claims, and his false pride or can he
accept himself as a human being with all the
general limitations this implies, and with his spe-
cial difficulties but also with the possibility of his
growth” (p. 356–7). Inevitably, resolving the cen-
tral inner conflict requires a progressive grieving
and a letting go of the grandiose wish for invinci-
bility and the grandiose need to be perfect, allo-
wing the individual to accept the innate
humanness and goodness of who he is.
N

Cross-References

▶Basic Anxiety (Horney)
▶Glory (Horney)
▶Moving Against People
▶Moving Away from People
▶Moving Toward People
▶Neurosis
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Self-Hate

▶ Self-Realization (Horney)
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Introduction

This is a term invented by Sigmund Freud in order
to conceptualize the anxiety located within neuro-
sis, whose manifestations take the form of expec-
tant anxiety or anxious expectation (a feeling of
danger and catastrophic thinking), anxiety attack
(suffocation, heart palpitations, tachycardia,
sweating, vertigo) or phobias (agoraphobia;
zoophobia). Unlike realistic anxiety, which can
be considered a rational and understandable reac-
tion to the perception of external danger, neurotic
anxiety is the result of instinctual drives and
unconscious desire, in the sense that as its etiol-
ogy, for Freud, refers to frustrated sexual practices
(actual neuroses) or to an unconscious psychic
conflict that affects the ego (psychoneuroses).

From his earliest investigations on nervous disor-
ders, anxiety was considered by Freud (1907) to
be the “central and most delicate problem of the
theory of neurosis” (p. 200), later classifying it as
a nodal point or an enigma, in which all of the
most relevant questions about psychoanalysis
converged (Freud 1916–17). Parallel to his studies
on hysteria, Freud (1895a, b) also profoundly
examined the problem of anxiety, exploring,
first, phobias and, then, analyzing neurasthenia
(Beard 1880). As the result of these investiga-
tions, he proposed the category of anxiety neuro-
sis (Freud 1895a, b), his first independent
contribution to the psychopathology of his time.
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When coming up with the category of anxiety
neurosis (a syndrome whose central symptoms
are expectant anxiety, panic attacks, vertigo,
heart palpitations and breathing difficulties,
intense bouts of sweating and shaking), Freud
(1895a) focused on neurotic anxiety and looked
to refute the etiological hypothesis of US physi-
cian George Beard (1880), who supposed that
the causes of the lack of nerve force and exhaus-
tion breakdown – pathognomonic signs of
neurasthenia – resided in the negative effects of
modern civilization and environmental pressures
on the nervous system. Freud (1892), however,
proposed a provocative general thesis in order to
comprehend nervous ailments: “No neurasthenia
or analogous neurosis exists without a disturbance
of the sexual function” (p. 38).

While the anxiety that is part of anxiety neuro-
sis has an etiology of sexual origin, it lacked,
according to Freud (1895b), “its own psychic
mechanism” (p. 82); its genesis had to do with
incomplete or frustrated sexual practices, such as
coitus interruptus, onanism, or abstinence, which
produced an elevation in the amount of energy
that the psychic apparatus had to process. From
there, anxiety could be understood as a type of
somatic residue from that which was massively
discharged, as the psychic apparatus was not able
to bind and psychically elaborate the excess of
tension (Freud 1895a).

As a counterpoint to the etiological model of
anxiety neurosis, anxious manifestations of psy-
choneuroses (hysteria, phobias, obsessions) found
their meaning in interventions related to memory,
fantasy, trauma, and desire, a hypothesis that
would be reaffirmed by the invention of the cate-
gory of anxiety hysteria (Freud 1909), a term
which was proposed in order to conceptualize
phobias from the psychoanalytic point of view.
In other words, as much in psychoneuroses, as in
anxiety hysteria (phobia), anxiety was determined
by an unconscious conflict and the use of the ego’s
defense mechanisms, employed in order to coun-
ter an irreconcilable representation.

Advances in the conceptualization of psycho-
sexual development (Freud 1905), studies on
phobia (Freud 1909) and the metapsychological
study of major concepts in psychoanalytic theory
(unconscious, instinct, repression), led Freud
(1915a) to deepen his hypothesis on the possible
relation between anxiety, instinct, the unconscious,
and repression, distancing himself from the study
of actual neuroses (neurasthenia, hypochondria,
anxiety neurosis). From this perspective, he con-
centrated his investigations in the area of psycho-
neuroses and sustained that anxiety in these cases
could be explained, specifically, through the repres-
sion mechanism {Verdrängung}. He proposed that
the ego’s repressive action on the threat of instinc-
tual impulse produced a disassociation between
representation {Vorstellung} that represents
{rapresentieren} the drive and its cathexis
(quantum of energy). On the one hand, the repre-
sentation that carries an irreconcilable unconscious
desire for the ego is repressed and enters into an
associative chain that moves it away from con-
sciousness. On the other hand, the amount of affect
{Affektbetrag} derived from the repressive process
(quantum of energy) is discharged and takes the
form of anxiety. In this sense, anxious affect can be
considered as one of the possible destinations of
instinct (Freud 1915b). In a note added to Three
Essays on Sexual Theory, Freud (1905 [1920])
summarized his new thesis on anxiety and
highlighted its importance: “One of the most
important results of psycho-analytic research is
this discovery that neurotic anxiety arises out of
libido, that it is the product of a transformation of it,
and that it is thus related to it in the same kind of
way as vinegar is to wine” (Freud 1905[1920],
p. 224).

After assuming that anxiety could be consid-
ered an effect of the repressive process, Freud
(1916–17, 1932) continued his analysis within
the framework of his Lectures on Psychoanalysis.
Although he did not examine in detail the differ-
ences between the most common expressions of
anxiety, such as anguish{Angst}, fear {Furcht},
and terror {Schreck}, he did propose, in concor-
dance with the psychopathology of his time that,
“Angst relates to the state and disregards the
object, while Furcht draws attention precisely to
the object. It seems that ‘Schreck’, on the other
hand, does have a special sense, it lays emphasis,
that is, on the effect produced by a danger which
is not met by any preparedness for anxiety. We
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might say, therefore, that a person protects himself
from fright by anxiety” (Freud 1916–17, p. 360).

Freud (1895a) had employed the expression
neurotic anxiety in his first studies on anxiety
neurosis, but in 1917 he proposed to distinguish
between realistic anxiety and neurotic anxiety.
The first, he held, “(. . .) strikes us as something
very rational and intelligible. Wemay say of it that
it is a reaction to the perception of an external
danger – that is, of an injury which is expected
and foreseen. It is connected with the flight reflex
and it may be regarded as a manifestation of the
self-preservative instinct” (p. 358). That is, a
“state of increased sensory attention and motor
tension which we describe as ‘preparedness for
anxiety’” (Freud 1932, p. 82). As for the second,
which could appear as expectant anxiety, anxious
expectation, phobia, or anxiety attack, “(. . .) the
ego is making a similar attempt at flight from the
demand by its libido, that it is treating this internal
danger as though it were an external one (. . .). Just
as the attempt at flight from an external danger is
replaced by standing firm and the adoption of
expedient measures of defense, so too the gener-
ation of neurotic anxiety gives place to the forma-
tion of symptoms, which results in the anxiety
being bound” (Freud 1916–17, p. 369).

Toward the mid-1920s, and motivated by the
controversial hypotheses of Otto Rank (1924),
which proposed that the trauma of birth is the
definitive cause of anxiety and neurosis, Freud
(1926) sought to profoundly revise his hypotheses
on anxiety (Pizarro Obaid 2012). After rejecting
the hypothesis of trauma at birth, Freud (1926)
strongly defended the concepts that had shaped
his theorization of neurosis and anxiety: repres-
sion, drive, Oedipus complex, and castration.
However, when trying to perfect his understand-
ing of the problem, he inverted the causal relation-
ships between anxiety and repression, now
supposing that it was anxiety that set off the
repressive process. From this perspective, it was
possible to sustain that anxiety acted as a signal
that anticipated a possible danger for the ego and,
therefore, that the ego led to a defensive action
(repression) that sought to alleviate displeasure.
Following this idea, he proposed the concepts
of signal anxiety and automatic anxiety and
considered castration anxiety as the prototypical
manifestation of danger and the most important
cause of anxiety and neurosis. The signal function
would imply “[. . .] a transition from the automatic
and involuntary fresh appearance of anxiety to the
intentional reproduction of anxiety as a signal of
danger [. . .] In these two aspects, as an automatic
phenomenon and as a rescuing signal, anxiety is
seen to be a product of the infant’s mental help-
lessness which is a natural counterpart of its bio-
logical helplessness” (Freud 1926, p. 138).

In the early 1930s, the old opposition between
realistic anxiety and neurotic anxietywas taken up
again in light of new positions that Freud had
assumed in his dispute with rank and the princi-
ples of his second psychic apparatus model (ego,
id, superego). After proposing the ego as the seed-
bed of anxiety (Freud 1923) and attributing to
anxiety the function of being a sign of danger,
Freud (1932) sustained that, “if we take in succes-
sion neurotic anxiety, realistic anxiety and the
situation of danger, we arrive at this simple prop-
osition: what is feared, what is the object of the
anxiety, is invariably the emergence of a traumatic
moment, which cannot be dealt with by normal
rules of the pleasure principle (. . .) we shall no
longer maintain that is the libido itself that is
turned into anxiety in such cases. But I can see
no objection to there being a twofold origin of the
anxiety – one as a direct consequence of the trau-
matic moment and the other as a signal threaten-
ing a repetition of such a moment” (Freud 1932,
p. 87).
Conclusion

Without a doubt, anxiety was a central concept in
Freudian psychoanalytic theory. Moving beyond
its indubitable neurovegetative components and
evident corporal manifestations, the distinctive
and original hallmark of the different Freudian
conceptualizations of anxiety (anxiety neurosis,
neurotic anxiety/realistic anxiety, signal anxiety/
automatic anxiety, castration anxiety) was to pro-
pose that, while anxiety is, by definition, some-
thing experienced by the ego and consciousness,
from the point of view of its fundamental base, it
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could be considered an unconscious affect that
has, as its principal function, that of being a
defense when confronted with instinctual dangers
and unconscious desires.
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Introduction

Karen Horney’s theory of neurotic personality
structure provides a rich conceptual framework
for understanding psychopathology and human
development. Horney’s theories have had a lasting
impact on the psychoanalytic landscape and can be
recognized in contemporary thought, often without
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sufficient credit given to the importance of her
contributions. Rather than writing about specific
behavioral symptoms, Horney described neurotic
personality in terms of underlying character distur-
bances resulting from social and cultural circum-
stances. She argued that all neurotic patients, while
possessing unique neurotic personalities, shared
the same fundamental disruptions in their person-
ality structure. Different personality “types” or
“styles” were thus understood as permutations of
a basic underlying conflict rather than as concep-
tually distinct conditions (Horney 1945). This
understanding of neurosis, a radical departure
from the prevailing theories of the day, provided a
new lens through which to understand the human
experience and can be viewed as an early example
of what is now called relational theory.
N

Horney’s Theory of Neurotic Personality

In a time when few theorists dared to deviate from
the doctrine of classical psychoanalysis, Horney
reformulated almost all of the major tenets of
Freudian theory. Horney de-emphasized libidinal
drives and infantile sexuality; instead she placed
the formation of self, human relationships, and
cultural processes at the center of her theory. In
her theory of neurotic personality, Horney
described character pathology in terms of the
whole personality and enduring patterns of being
in the world rather than in terms of specific symp-
toms. Although her ideas evolved considerably
over time, she remained committed to elucidating
major character styles as defensive approaches to
managing anxiety. Horney posited that all neu-
rotic patients shared the same fundamental distur-
bance in their character formation (Horney 1937,
p. 33). For Horney, the underlying disturbance,
rather than being rooted in sexual and aggressive
biological impulses, was rooted in relational con-
flict and disruptions in the process of self-
realization.

Horney emphasized early developmental pro-
cesses in the formation of character neurosis. She
writes that when caregivers are too consumed by
their own neurotic needs, they are unable to pro-
vide a safe, warm, and constructive environment
for the developing infant. As a result, the child
experiences a state of profound anxiety, unease,
and apprehensiveness. Horney refers to this
frightening state as basic anxiety, which she
describes as a feeling of isolation and helplessness
in a potentially hostile world. The child desper-
ately searches for a way to lessen this anxiety and
achieve a state of felt security in a world that is
frightening and unpredictable. Horney posited
that the individual will tend to adopt one of three
defensive relational orientations that determine her
neurotic personality type; she will move toward,
against, or away from others (Horney 1945).

When moving toward people, the individual
accepts her own helplessness. This individual
becomes overly dependent, compliant, and unable
to assert her own wishes and desires. When mov-
ing against people, the person accepts the hostility
in her environment and decides to fight, to rebel;
she is mistrustful of others and sets out to defeat
them. When moving away from people, the indi-
vidual becomes increasingly distant in an effort to
feel independent and self-sufficient. However, she
instead become progressively more isolated, with-
drawn, and inhibited. Horney originally referred
to these three styles as compliant (moving
toward), aggressive (moving against), and
detached (moving away). In later writing she
used the terms self-effacing (toward), expansive
(against), and resigned (away) in her efforts to
emphasize intrapsychic as well as the interper-
sonal experience (Horney 1950). In some ways,
Horney’s distinctions of neurotic types are similar
to what are now termed dependent personality,
narcissistic personality, and schizoid personality.

For healthy individuals, the three moves –
toward, against, and away – are not in conflict
and can operate simultaneously. The healthy indi-
vidual is capable of depending on others, of
asserting their needs, and of keeping to them-
selves when appropriate. However, when the indi-
vidual is consumed by basic anxiety, they adopt a
stance of neurotic rigidity in their interactions
with others. Rather than being experienced as
synergistic and complimentary, the three moves
are experienced as antithetical to one another,
leading to an intense state of conflict and anxiety.
The person attempts to navigate this conflict by



3218 Neurotic Personality (Horney)
consistently and rigidly emphasizing one of the
moves in their relations with others. People who
rigidly move against others, for instance, form a
neurotic personality in which they become
aggressive and confrontational, while having dif-
ficulty asking for help, expressing their love, or
separating from others when necessary. The indi-
vidual’s degree of rigidity directly corresponds to
the severity of their neurosis (Horney 1945).

Because of their intense basic anxiety, neurotic
individuals develop an encrusted personality
structure and are entrenched in rigid patterns of
relatedness. This rigidity inevitably undermines
their ability to maintain healthy relationships
with others and integrate new experiences. Hor-
ney (1945) refers to this as the basic conflict, a
conflict which underlies the observable expres-
sions of character neurosis and often gives rise
to a vicious and self-defeating relational cycle.
Consumed by feelings of helplessness, an individ-
ual may rigidly move toward others in order to
achieve felt security. The person then becomes
intensely dependent on others, often to a degree
that begins to push the other away, which inevita-
bly reinforces the initial feelings of helplessness.
This type of rigid approach thus intensifies the
threat that it was initially intended to manage.
Neurotic individuals who rigidly move toward,
against, or away from others may differ in their
habitual behaviors, fears, and defensive constella-
tions. However, their neurotic character structures
are understood as permutations of the same under-
lying conflict. Horney’s basic conflict is funda-
mentally a relational conflict, one which results
from rigid and contradictory attitudes toward
others (Horney 1945).

While her earlier writings focused on the inter-
personal aspects of the neurotic personality
through the lens of the basic conflict, Horney’s
later work also integrated a more intrapsychic
perspective. At the center of Horney’s theory of
intrapsychic development was the process of self-
realization and the potential conflict between the
real self and the idealized self. Horney argued that,
under favorable conditions, human beings strive
toward self-realization. We all strive to become
our authentic selves, actualize our intrinsic poten-
tialities, and attain a sense of coherence and
meaning. She writes that an individual will natu-
rally and spontaneously attempt to develop their
own resources, unique capacities, and ability to
relate to others in an authentic and spontaneous
manner. Through this constructive process of
growth, one moves toward self-realization and
lives in accordance with their real self. However
if a child meets an unfavorable environment, one
in which their caregivers are harsh, intrusive, inat-
tentive, or indifferent, the person’s natural striving
toward self-realization may be thwarted, and she
may not be able to develop in accordance with her
individual needs and potentialities. The individual
may also become aware of a threatening sense of
hypocrisy in her environment as she notes the
frightening contradictions in her caretakers’
behavior (Horney 1950).

When these adverse environmental conditions
lead to basic anxiety, i.e., the profound feeling of
helplessness in a potentially hostile world, this
anxiety not only contributes to a rigid pattern of
relatedness though the basic conflict but also
impedes the process of self-realization. The neu-
rotic individual, consumed by anxiety, struggles
with feelings of inferiority, helplessness, and def-
icits in self-esteem. As a result, she develops a
need to elevate herself in order to foster a sense of
identity, confidence, and internal coherence. She
creates an idealized self-image, where she imagi-
nes her ideal self as powerful and superior. The
idealized self is absolute and unattainable, but can
serve to bolster self-esteem and provide a fleeting
sense of security. In Neurosis and Human Growth
(1954), Horney writes that self-idealization “gives
the individual the much-needed feeling of signifi-
cance and of superiority over others” (p. 22). The
neurotic individual works tirelessly to live up to
their idealized self-image. Instead of striving toward
self-realization, the neurotic personality embarks on
a quest for glory, seeking perfection, adulation, and
sometimes vindictive triumph over others. How-
ever, in their futile attempt to actualize their ideal-
ized self, the neurotic patient becomes increasingly
cutoff from their real self and their authentic feel-
ings andwishes. They thus fail to achieve a sense of
internal coherence and fulfillment.

Horney notes that neurotic individuals pay a
heavy price for their persistent efforts to live up to
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their idealized self. The nature of the idealized self
is such that it can never truly be achieved – the
person will inevitably fall short in some way. As a
result of this inevitable failure, they come to be
dominated by harsh inner dictates, internal
reminders of everything they should be. A partic-
ular person might feel, for instance, that she
should always exhibit the highest degree of gen-
erosity, intelligence, resilience, and discipline. In
other cases the inner dictates may take on a neg-
ative quality, with the individual believing that she
must exhibit the highest degree of aggression,
defiance, or psychopathy. In either case, the
inner dictates are absolute, unrelenting and, by
their very essence, always unattainable.

Horney (1950) describes the effect of these
inner dictates as “The Tyranny of the Shoulds.”
The “shoulds” reflect the individual’s intense
striving toward self-idealization and are experi-
enced as harsh and unending self demands to be
perfect. Horney notes that individuals may
respond to the “shoulds” in different ways; they
may tirelessly attempt to actualize them, torment
and hate themselves for their inevitable failure to
actualize them, or openly rebel against them.
More often, individuals experience conflict and
may oscillate or exhibit signs of each orientation.
Regardless of which stance one adopts, the
“shoulds” exert a coercive and insidious influence
on one’s life and personality development. Fur-
ther, when the individual experiences contradic-
tory “shoulds,” she is prone to intense anxiety,
inhibition, and psychic conflict. The tyranny of
the shoulds and the quest for self-idealization
impair spontaneity, inhibit social development,
and lead the individual to become further alien-
ated from their real self and constructive striving
toward self-realization (Horney 1950, p. 21).

Along with interpersonalist theorists such as
Sullivan and Fromm, Horney played an important
role in the emergence of culturalism in the 1930s.
Horney argued that the neurotic individual could
not be understood independently of her cultural
context. Cultural norms and values are transmitted
to the developing child through the caretaker envi-
ronment and continually shape the child’s devel-
opmental trajectory. Instead of focusing only
on a one-person psychology, Horney located the
individual within a cultural matrix and empha-
sized the complex impact of cultural norms, gen-
der roles, and social pressures on development.
Conclusion

Perhaps owing to the fact that Horney established
her own psychoanalytic school in 1941, she is
rarely cited by contemporary psychoanalytic the-
orists. However, her theory of neurotic personality
has clearly influenced current thinking about char-
acter structure and psychopathology. Horney’s
language is jargon-free, and her descriptions of
internal conflicts and character types are vivid and
penetrating. Her concepts are “experience near”
and are accessible to readers with varying degrees
of familiarity with the psychoanalytic literature
(Rubin and Steinfeld 1991). Horney’s theories
provide a framework for understanding a wide
range of clinical conditions across a broad contin-
uum of health and pathology. While many theo-
rists have emphasized either the intrapsychic or
the interpersonal, Horney has managed to inte-
grate the two. The conflict between the real and
idealized self reflects the complex intrapsychic
striving for internal coherence and meaning,
while the basic conflict is fundamentally a conflict
in human relationships. Horney located the indi-
vidual within a complex interpersonal matrix,
consisting of concentric circles of self, other, and
cultural trends more broadly. She put forth a com-
prehensive and compelling theory of how one’s
relational and cultural environment shapes both
the development of a neurotic personality and the
expression of it.
References

Horney, K. (1937). The neurotic personality of our time.
New York: Norton & Company.

Horney, K. (1945). Our inner conflicts: A constructive
theory of neurosis. New York: Norton & Company.

Horney, K. (1950). Neurosis and human growth: The
struggle towards self-realization. New York: Norton
& Company.

Rubin, J., & Steinfeld, S. (1991). Neurosis and human
growth: The struggle towards self-realization. Fore-
word to the (1st ed.). New York: Norton & Company.



3220 Neurotic Pride (Idealized Image) and Neurotic Self-hate
Neurotic Pride (Idealized
Image) and Neurotic Self-hate
Jack Danielian1 and Patricia Gianotti2
1The American Institute for Psychoanalysis,
Karen Horney Center, New York, NY, USA
2Woodland Professional Associates, North
Hampton, NH, USA
Synonyms

Egocentricity; False pride; False self-esteem;
Self-alienation; Unconscious self-glorification
Definition

Neurotic pride is a defense posture that arises due
to an underlying sense of insecurity and feeling of
unworthiness. Horney believed that neurotic
development generally arose from an unfavorable
or inadequate home environment that in turn
weakened the child at the core of his being. As a
result, Horney (1950) states, “He becomes alien-
ated from himself and divided. His self-
idealization is an attempt to remedy the damage
done by lifting himself in his mind above the
crude reality of himself and others” (p. 87). Neu-
rotic pride is a compulsively driven attempt to
overcompensate for and dissociate oneself from
deep-seated feelings of inadequacy that interfere
with the unfolding emergence of the real self.
Introduction

Neurotic pride and the idealized image are funda-
mental components of Karen Horney’s theory of
neurosis. All of Horney’s character dynamics,
“moving toward,” “moving against,” and “mov-
ing away” are character solutions compulsively
created out of pride, idealization, and, the very
mirror image of these aspirations, self-hate. This
understanding of neurosis as a character distur-
bance developing out of varying levels of trauma,
from disrupted, insecure, or unreliable ties with
early caregivers to later grave psychic insults in
life, moves the focus of psychoanalysis from
instinct fixations to self-individuation.
Description/Definition

Horney’s concept of neurotic pride and the ideal-
ized image is best understood within the context
of examining the contrast between healthy pride
and neurotic pride. Horney (1950) states that
healthy pride is based on substantial attributes,
such as “having autonomous convictions and act-
ing upon them, having the self-reliance that stems
from tapping our own resources, assuming
responsibility for ourselves, taking a realistic
appraisal of our assets, liabilities and limitations,
having strengths and directness of feelings, and
having the capacity for establishing and cultivat-
ing good human relations” (p. 88).

Neurotic pride is based on unsubstantial attri-
butes that support the “glorified” or idealized self.
The constructed, idealized image of the self is
what actually creates and fuels the pride system.
Attributes of neurotic pride are often extraneous
assets, such as prestige, status, or superficial mea-
sures such as appearance. Horney described the
drive to achieve these prestige values as becoming
so critical to individuals “that their lives revolve
around them and often they would “fritter away
their best energies in their service” (p. 89).
Because neurotic pride is based on insubstantial
or external measures, it is also marked by an
extreme sensitivity to hurt, disappointment, or
rejection. At just these critical moments, the
pride system becomes most vulnerable and there-
fore most amenable to insight.
The Pride System

How do pride, idealization, and self-hate become
an unconscious construction that can grow on
itself? They are all systemic parts of what Horney
called “the pride system,” a system of feelings,
thoughts, beliefs, and behavior that create inner
vulnerability and thereby sap a person’s healthy
strivings toward growth and self-development.
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Since the pride system is substantially uncon-
scious, the individual does not know that he is
idealizing himself. It thereby becomes possible to
see oneself in flattering terms involving perfec-
tionistic aspirations that can embrace (among
other things) idealized beauty, power, saintliness,
or honesty. She describes a condition where a
person “may have a vague sense that he is making
high demands upon himself, but mistaking such
perfectionist demands for genuine ideals he in no
way questions their validity and is indeed rather
proud of them” (Horney 1945, p. 97).

Through such all-or-nothing thinking, the indi-
vidual is caught between adoration and contempt
with no middle ground possible. Either he has
unlimited rights or no rights at all. In fact, Horney
depicts the pride system as involved in a life-
challenging battle with the resources of the real
self until the false assumptions of the former can
be identified and undermined.
N

Development of the Idealized Image

How does the idealized image get created? It
develops in themicrocosm of intimate relationships
with caregivers who cannot attune themselves to
the needs of the child. The lack of attunement is
typically a product of the caregiver’s own idealiza-
tions which in turn developed as a result of that
adult’s own early relational deprivations. When the
caregivers’ early deprivations have metastasized
into compulsive narcissistic needs in adulthood,
an intergenerational transmission of emotional dys-
function has been created. Thus self and other
idealizations get handed off often without con-
sciousness and without conscious intent. And with-
out fail, an idealized image will generate insecurity
and self-loathing, which Horney called “basic
anxiety – a feeling of being isolated and helpless
in a world conceived as potentially hostile”
(Horney 1950, p. 18).

Once overidealization takes unconscious hold,
the sources of danger deepen and widen. Now we
are not only fearful about what we cannot do but
what we can do. Without awareness, our idealiza-
tions take us into a world designed for self-
protection but destined for unrelenting conflict.
Russell (2015) describes it well. “Our deepest
fear is not that we are inadequate. Our deepest
fear is that we are powerful beyond measure. It is
our light, not our darkness that most frightens us”
(p. 3). The very light that could deepen our self-
awareness and our potential for healing now
becomes coopted by magical ideas of an ultimate
perfection. Note here one of Horney’s deepest
insights: that the sources of our real self can
become usurped and hijacked in the imagined
pursuit of “protective” perfection.
Conclusion

Because neurotic pride and the overidealized self-
image are compensations meant to keep feelings of
shame and unworthiness at bay, the construction of
the pride system is ultimately not a sustainable
solution. Over time, depression, weariness, and
hopelessness eventually emerge from under the
surface. Whether triggered by loss or environmen-
tal trauma or the result of aging or disappointment,
underlying symptoms such as depression, anxiety,
and even bitterness or rage will eventually begin to
emerge. However, the therapeutic process is one in
which we invite our patients to become curious
about goals and ambitions and allowing them the
freedom to explore these dynamics in an atmo-
sphere of tolerance and support. Over time they
gain a precious understanding that no matter how
enigmatic these aberrant mechanisms are, the
growing forces of the real self will reabsorb them
and redeem the person’s sense of authentic whole-
ness. Knowing this, the posture of the therapist
becomes optimistic and life affirming and can
remain so.
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Synonyms

Behavioral inhibition; Negative affectivity; Neg-
ative emotionality
Definition

The tendency to experience frequent and intense
negative emotions accompanied by a perceived
inability to cope with such experiences.
Introduction

Temperament has been broadly described as an
individual’s enduring emotional nature (Shiner
et al. 2012). Neuroticism, one dimension of tem-
perament, is defined as the tendency to experience
intense negative emotions accompanied by aver-
sive reactions to these experiences when they
occur (such as a sense of uncontrollability or
perceived inability to cope; Sauer-Zavala and
Barlow 2014). Compared to other temperamental
traits, neuroticism has received the most empirical
attention, likely due to its association with a
variety of psychological and physical health
concerns. Previously thought to be a stable part
of one’s character, there is increasing evidence
to suggest that neuroticism is more malleable
than previously thought, underscoring exciting
developments in the treatment of common mental
health conditions.
Historical Context

The term neuroticism was first coined by Eysenck
(1947) to describe the temperamental tendency to
experience frequent and intense negative emo-
tions in response to various sources of stress.
This trait has primarily referred to anxious or
depressed moods, but also includes other negative
emotions such as fear, irritability, and anger. Addi-
tionally, individuals high in neuroticism often
demonstrate aversive reactions to their emotional
experiences, which typically include efforts to
suppress or control these feelings (e.g., avoiding
public speaking because one finds public speak-
ing anxiety provoking and experiences this anxi-
ety as aversive; Barlow et al. 2014b).

The origin of the word neuroticism lies in
the psychoanalytic term, neurosis, used to
describe psychopathology without delusions or
hallucinations. Specifically, Freud (1924) differ-
entiated between objective anxiety signaling, an
immediate threat, and neurotic anxiety, a contin-
ual state of distress stemming from the unsuccess-
ful use of defense mechanisms (i.e., repression of
early traumatic experiences). Later, the early
founders of theDiagnostic and Statistical Manual
of Mental Disorders (DSM), the classification
system for psychological disorders used in the
United States, adopted this term to refer to what
we now consider to be anxiety, depression, and
related disorders. Using “neuroticism” to describe
classes of psychopathology has largely fallen
into disuse with the field focusing more on
discrete diagnostic labels (e.g., generalized anxi-
ety disorder, panic disorder). Instead, the term is
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now used interchangeably with other constructs
that highlight the experience of negative emo-
tions, including negative affect/affectivity, nega-
tive emotionality, and negative affect instability
(Miller and Pilkonis 2006). Today, neuroticism is
considered an important dimension of personality
and is represented in most models of personality,
including the well-known three-factor and five-
factor models.
N

The Development of Neuroticism

There is empirical evidence to suggest that tem-
perament arises from interactions between
genetic, biological, and environmental factors
over time (Shiner et al. 2012). Barlow et al.
(2014a) formulated a model to describe the devel-
opment of neuroticism that takes these factors
into account. Broadly, this model posits that
neuroticism results from a generalized biological
vulnerability and a generalized psychological
vulnerability.

The generalized biological vulnerability refers
to genetically inherited risk, as well as the specific
neurobiological functioning associated with neu-
roticism. There are high heritability estimates for
this trait (40–60%), suggesting that the tendency
to experience negative emotions is passed down in
families (e.g., Bouchard and Loehlin 2001). This
heritability translates to greater amygdala excit-
ability coupled with reduced inhibitory control by
prefrontal structures (Westlye et al. 2011). The
amygdala is considered an emotion-generating
area of the brain, whereas the prefrontal structures
provide impulse and emotion-regulatory control.
Thus, the aforementioned combination can result
in an individual generating negative emotions
frequently and/or intensely while encountering
difficulty exerting executive control over their
regulation.

This generalized biological vulnerability inter-
acts with a general psychological vulnerability to
perceive the world as uncontrollable combined
with the belief that one would be unable to cope
with any negative outcomes that arise (Gunnar
and Quevedo 2007). Basic animal and human
research supports the contribution of perceived
lack of control in the development of neuroticism.
For example, animal and human subjects placed
in uncontrollable environments (i.e., where food
or punishment is distributed at irregular intervals)
tend to show higher levels of negative emotions
and anxious behaviors such as increased auto-
nomic arousal or excessive motor activity (for
review, see Barlow et al. 2014a). Similarly, indi-
viduals with higher external loci of control (i.e.,
people who believe that their life is controlled by
external factors such as the environment or fate)
are more likely to score higher on measures of
neuroticism (e.g., Wiersma et al. 2011).

Early adversity and parenting styles have also
been shown to influence children’s perceptions of
control, thereby affecting their propensity to
experience negative emotions. For example, par-
ents who consistently and warmly respond to
their children provide a sense of predictability
in the environment. On the other hand, negative
parenting behaviors, notably abuse or neglect, are
associated with higher levels of neuroticism
potentially because they create an environment
of unpredictability or even punishment. Other
parenting styles such as overprotectiveness can
also contribute to neuroticism by modeling to
children that emotions are dangerous and the
child requires protection from experiencing
them. Importantly, these early learning experi-
ences can lead to changes in brain functioning,
creating a feedback loop in which the gener-
alized biological vulnerabilities are sensitized.
That is, early adversity can augment amygdala
hyperexcitability and reduced prefrontal control
(Barlow et al. 2014b).
Association of Neuroticism with Physical
and Mental Illness

Given neuroticism’s association with a wide range
of physical and mental health concerns, the public
health implications of this trait have begun to
draw attention (for review, see Lahey 2009). In
terms of physical health, patients high in neuroti-
cism are more likely to report a variety of somatic
complaints, including cardiovascular disease,
asthma, and irritable bowel syndrome (Frølund
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Pedersen et al. 2016). In one study, individuals
higher in neuroticism showed greater reactivity to
daily stressors, which was associated with
increased risk of having a chronic physical health
condition at a later point in time (Piazza et al.
2013). Further, in the context of chronic diseases
and cancer, neuroticism is a strong predictor of
clinical deterioration and mortality. Taken
together, there is accumulating evidence to sug-
gest that neuroticism is associated with the onset,
maintenance, and deterioration of a wide range
of physical health problems (for review, see
Lahey 2009).

Additionally, neuroticism is associated with
the presence of a number of mental disorders
including mood, anxiety, somatoform, psychotic,
eating, substance use, and personality disorders.
Further, neuroticism has been shown to predict
the onset of mental disorders with the most
research support drawing temporal links
between high levels of neuroticism and the
subsequent development depressive and anxiety
disorders (for review, see Lahey 2009; Zinbarg
et al. 2016). Also of note, comorbidity or
co-occurrence of these disorders is common;
estimates suggest that up to 55% of patients
with a mood or anxiety disorder meet criteria
for an additional disorder at the same time.
Research indicates that higher levels of
neuroticism are related to greater comorbidity
among these disorders (Brown and Barlow 2009;
Zinbarg et al. 2016).

There is increasing evidence to suggest that the
comorbidity among common mental health con-
ditions might be accounted for by a common, core
underlying process (Brown and Barlow 2009).
A functional model of anxiety, depressive, and
related disorders (emotional disorders; Barlow
1991) that implicates neuroticism as a key, trans-
diagnostic risk factor has been articulated (Barlow
et al. 2014b). In this model, emotional disorders
are characterized by the frequent and intense
experience of negative emotions and aversive
reactions to this experience (neuroticism) com-
bined with efforts to escape or avoid these emo-
tional experiences. Paradoxically, such efforts
tend to reduce distress in the short-term but
lead to rebound effects that increase the
experience of negative emotions in the long term
(Sauer-Zavala and Barlow 2014). The symptoms
of anxiety, depressive, obsessive-compulsive,
trauma-related, and bipolar disorders, as well as
borderline personality disorder, have all been con-
ceptualized within this framework (Sauer-Zavala
and Barlow 2014). Given that neuroticism has
been implicated as a transdiagnostic risk factor
for a range of psychopathology, it raises the ques-
tion of whether this trait, itself, could be a target of
intervention.
Malleability of Neuroticism

Despite longstanding beliefs that personality traits
are stable and inflexible across time (APA 2013),
there is increasing evidence that neuroticism may
be more malleable than previously thought. For
example, longitudinal studies of the general pop-
ulation show gradual age-related decreases in neu-
roticism and related constructs that continue into
old age (Eaton et al. 2011). Interestingly, data
indicate that these changes are largely idiosyn-
cratic, with great variability in the degree of
change over time (Helson et al. 2002). Specifi-
cally, individuals with higher initial levels of neu-
roticism tend to show less change in this trait over
time, and conversely, individuals with lower ini-
tial levels of neuroticism tend to evidence greater
change (Brown 2007).

Studies evaluating movement on neuroticism
among individuals with DSM disorders, over time
or in response to treatment, have demonstrated
mixed results. For example, Eaton et al. (2011)
found that neuroticism remained relatively stable
in a sample of individuals with depressive disor-
ders. Additionally, neuroticism did not appear to
change significantly following a course of treat-
ment with dialectical behavior therapy for indi-
viduals with borderline personality disorder
(Davenport et al. 2010). In contrast, Brown and
Barlow (2009) found that, among individuals
engaged in psychological treatment, DSM-IV dis-
order constructs (social anxiety disorder, general-
ized anxiety disorder, and depression) improved
significantly over time while other temperamental
variables (e.g., extraversion) remained stable;
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neuroticism, however, evidenced the greatest
amount of temporal change among such variables
and was associated with the largest treatment
effect.

Additionally, as high neuroticism is necessary
for the development of a range of common mental
disorders, one would expect that this trait would
vary in accordance with the onset or remission of
symptoms. In fact, a number of longitudinal stud-
ies have found that neuroticism independently
predicts anxiety and mood, even when taking
into account the periodic occurrence of anxious
or depressive symptoms (Lahey 2009). Further,
while neuroticism predicts the course of DSM
anxiety, mood, and personality disorders, with
higher levels of this trait reflecting less change in
symptoms across time, the converse does not
appear to occur; that is, initial levels of DSM
disorders do not predict changes in temperament
over time (Warner et al. 2004).

The aforementioned research raises questions
about the mechanisms through which neuroticism
changes and whether directly targeting this trait in
treatment would lead to more definitive results,
rather than addressing DSM disorder symptoms.
Indeed, recent research in this area suggests that
change in neuroticism is greater with interven-
tions explicitly designed to target this trait. The
psychopharmacology literature hosts the majority
of studies directly aimed at addressing tempera-
ment. Specifically, serotonergic drug agents (i.e.,
selective serotonin reuptake inhibitors) hold
promise in reducing neuroticism (for review, see
Ilieva 2015).

In addition to pharmacological agents, behav-
ioral interventions have also been developed
to target temperament. First, an intervention
designed to address behavioral inhibition
(elevated distress in novel situations) in children
was successful in preventing the onset of future
anxiety and related disorders (Rapee et al. 2005).
Additionally, a modified, intensive version of the
program for higher risk children demonstrated
changes in behavioral inhibition (Kennedy et al.
2009). Findings from Rapee et al. (2010) further
suggest that interventions targeting temperament
might produce an increasing trajectory of change
in temperament with time, at least in children.
Second, a pilot study by Armstrong and Rimes
(2016) evaluated a modified mindfulness-based
cognitive therapy (MBCT) intervention designed
to specifically target levels of neuroticism. They
incorporated language surrounding neuroticism-
related constructs, rather than depression-related
themes, and demonstrated significantly greater
reductions in neuroticism than participants in an
intervention that did not specifically target this
trait (Armstrong and Rimes 2016). Third, the
Unified Protocol for transdiagnostic treatment
of emotional disorders (UP) is a cognitive-
behavioral treatment for emotional disorders
that was explicitly developed to address neuroti-
cism, given its implication in the development
and maintenance of these disorders (Barlow
et al. 2011). The UP consists of six core treatment
modules explicitly designed to extinguish
distress in response to the experience of frequent,
strong emotions. By doing so, dependency on
maladaptive emotion regulatory strategies is
reduced, which in turn leads to less frequent and
less intense negative emotions over time (see
Barlow et al. 2014b; Sauer-Zavala and Barlow
2014). This approach has shown efficacy for the
range of anxiety and unipolar depressive
disorders (e.g., Barlow et al. in preparation), and
there is also preliminary support for the use of
the UP with bipolar disorder (Ellard et al. 2012)
and posttraumatic stress disorder (PTSD;
Gallagher 2015). This growing body of literature
suggests that interventions designed to target neu-
roticism directly may be an effective way of cap-
italizing on its malleability in the service of
improving individuals’ health outcomes.
Conclusion

Neuroticism has a rich history in psychology.
After drawing a great deal of attention in 1940s,
it faded to the background for some time and is
now regaining prominence, notably in the realm
of clinical psychology. A better understanding of
the nature of this trait, as well as its malleability, is
contributing to exciting developments in under-
standing the etiology and treatment of many psy-
chological disorders.
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Cross-References

▶Big-Five Model
▶Locus of Control
▶Negative Affectivity
▶ Personality and Anxiety
▶ Personality and Disease Susceptibility
▶ Personality and Dispositional Factors in Rela-
tion to Chronic Disease Management and
Adherence to Treatment

▶ Personality and Memory
▶ Personality and Mortality
▶Three-Factor Model of Personality
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Neuroticism (Eysenck’s
Theory)
Per Bech
University of Copenhagen, Hillerød, Denmark
Synonyms

EPI; EPQ; EPQ-R; MMQ; MPI; Short-scale
EPQ-R
Definition

The Eysenck personality theory is based on the
four classic temperaments (melancholic, choleric,
phlegmatic, and sanguine) which Wilhelm Wundt
integrated in the two dimensions of neuroticism
and extraversion. Neuroticism covers the melan-
cholic and choleric temperaments as a personality
trait, i.e., a disposition-oriented tendency to react
too emotionally in certain situations. Neuroticism,
or emotionality, is the most distinct of Eysenck’s
personality traits. It was also historically the first
trait he defined. Thus, the Maudsley Medical
Questionnaire (MMQ) was constructed to mea-
sure the personality trait of neuroticism. The
MMQ contained 40 items. To cover both neurot-
icism and extraversion, the Maudsley Personality
Inventory (MPI) was developed in 1956. A short
version of the MPI containing six neuroticism
items was published by Eysenck in 1958.

The Eysenck Personality Inventory (EPI) was
developed by Eysenck and Eysenck in 1959. In
this version, a Lie subscale was included to eval-
uate the respondent’s test-taking behavior, i.e., the
extent to which the individual was “faking good.”
The Eysenck Personality Questionnaire (EPQ)
(Eysenck and Eysenck 1975) should be consid-
ered as the final measure of the Eysenck person-
ality traits of neuroticism, extraversion (Bech
2017a), or psychoticism (Bech 2017b), still
including the Lie subscale with 21 items. How-
ever, Eysenck et al. (1985) ultimately published a
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revised version (EPQ-R) in which one single extra
item concerning the neuroticism scale was added
to the 1975 version, but this item is of doubtful
validity and is not included in the short-scale
EPQ-R (Table 1). The Lie subscale in the EPQ-R
was the unchanged 21-item version.
Introduction

From Eysenck’s first neuroticism scale (MMQ) in
1952 till the final neuroticism scale (EPQ-R) in
1985, the questions were worded in one direction
so that the “Yes” response is related to the severity
of neuroticism (Table 1). Eysenck and Eysenck
(1969) conclude that to list the neuroticism items
analogue to a list of symptoms in a depression
scale is the most acceptable method. This is in
concordance with De Vellis (2012) who has
shown that the disadvantages of using items
worded in opposite directions outweigh any
Neuroticism (Eysenck’s Theory), Table 1 The short-scale
item number in EPQ (1975) and the full EPQ-R (1985)

Item number

The ne
Short-scale EPQ-R
(1985)

EPQ
(1975)

EPQ-R
(1985)

1 3 3 Does yo

5 7 8 Do you
reason?

9 15 17 Are you

13 19 22 Are you

17 23 26 Do you

46 27 31 Are you
guilt?

21 31 35 Would
person

25 34 38 Are you

30 41 46 Would
strung”

34 66 74 Do you

38 75 83 Do you

42 77 84 Do you

The key answer for each of the 12 items is “Yes” = 1 and c
Higher scores (from 0 to 12) indicate a higher degree of ne
benefits. The problems in the NEO Personality
Inventory neuroticism scale (Bech et al. 2016a),
in which items with opposite directions are incor-
porated, resulted in two subscales, one measuring
euthymia and the other dysthymia. Kendell and
DiScipio (1968) investigated formulating the
Eysenck neuroticism items analogue to symptom
depression scales. A fundamental requirement of
any personality trait measure should be a relative
independence when used in patients with a current
state of depression so that the degree of depression
severity is not reflected in their responses. There-
fore, Kendell and DiScipio (1968) included the
following instruction to the neuroticism scale:
“Try to disregard your illness when answering
these questions and answer ‘Yes’ or ‘No’
according to how you feel or behave when you
are your usual self.” When measuring current
states of depression or anxiety, we are focusing
on relatively short-term conditions with a time
frame of the past days or weeks. However, when
neuroticism items in EPQ-R (1985) with the corresponding

uroticism questions

Answer

Yes = 1 No = 0

ur mood often go up and down?

ever feel “just miserable” for no

an irritable person?

r feelings easily hurt?

often feel “fed-up”?

often troubled about feelings of

you call yourself a nervous
?
a worrier?

you call yourself tense or “highly
?
worry a lot about your looks?

suffer from “nerves”?

often feel lonely?

onsequently “No” = 0
uroticism
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measuring the frame of mind in determinate terms
for dispositional statements, we are measuring a
personality trait such as neuroticism (Bech 2016).

As a questionnaire for the personality trait of
neuroticism, the Eysenck scale focuses on how
the person feels or behaves when in his or her
usual self so as to measure the dispositional traits,
not the person’s momentary mood. This is in
contrast to Cattell’s theory of neuroticism in
which the current state is focused on, rather than
on the fixed personality trait.
N

Psychometric Properties

The Validity of the Eysenck Neuroticism Scale
by Factor Analysis
The final EPQ or EPQ-R neuroticism scale was
psychometrically validated by several factor ana-
lytic studies, as was the very first version (the
Maudsley Medical Questionnaire). The factor
analytic identification of the neuroticism items
versus the extraversion items in the Maudsley
Personality Inventory illustrated by their lack of
intercorrelations the psychometric factor valida-
tion of the two dimensions. Eysenck and Eysenck
(1969) concluded that it was actually the
Hotelling Principal Components solution rather
than sophisticated factor rotations that identified
these two main factors: neuroticism and
extraversion.
The Clinical Validity of the Eysenck
Neuroticism Scale
Eysenck never evaluated the clinical validity of
his neuroticism scale. Thus, most of Eysenck’s
factor analytic studies have been carried out on
nonclinical populations, typically college stu-
dents. Using a clinical population of patients
with different types of depression, the EPQ neu-
roticism scale was evaluated, using an experi-
enced psychiatrist with competence in neurotic
disorders as index of clinical validity (Bech
et al. 1986). When compared to other personality
questionnaires, the EPQ neuroticism scale was the
only one to correspond significantly with the
experienced psychiatrist’s assessment.
The Validity of the EPQ Neuroticism Scale by
Item Response Theory Analysis
The 23-item EPQ neuroticism scale was evaluated
by the nonparametric item response theory model
(Bech et al. 2016b). In this model, developed by
Mokken, the scalability of the neuroticism scale is
evaluated by a coefficient of homogeneity. In con-
trast to factor analysis, the Mokken analysis is a
measurement model which evaluates to what
extent the items can be ranked by their location
on the latent dimension which is being tested, i.e.,
the degree of neuroticism. This is tested by the
coefficient of homogeneity. A coefficient value of
0.40 or higher indicates a clear scalability, imply-
ing an additive structure of the items, i.e., that
their summed total score is a sufficient measure
of neuroticism. Bech et al. (2016a, b) obtained a
coefficient of homogeneity of 0.43 in the EPQ
neuroticism scale in patients with first episode of
depression who had completed the neuroticism
scale when in remission from their depression.

The Predictive Validity of the Eysenck
Neuroticism Scale
The dispositional nature of the Eysenck neuroti-
cism scale implies that predictive validity is inher-
ently the most important part of its validity. The
patients mentioned above who were tested after
remitting from their first-episode depression
(Bech et al. 2016a, b) were reanalyzed at a 5-
year follow-up interview. Using the Hamilton
Depression Scale with a score of 8 or more at the
5-year follow-up interview as criterion of validity,
it was found (Bech et al. 2016b) that the Eysenck
neuroticism scale (a score of 14 or more) was able
to predict depression, in contrast to the Hamilton
Depression Scale (P < 0.05).

In another study using the EPI neuroticism
scale, an attempt was made to identify the items
which predicted non-remission after 6 months of
treatment in patients with generalized anxiety dis-
order (Bech and Rickels 2016). In this study, a
score of 8 or more on the Hamilton Anxiety Scale
was the criterion of non-remission. Six items in
the EPI neuroticism scale were identified as the
most significant predictor items of non-remission.
When using the neuroticism items from the short-
scale EPQ-R, five of the six items are included
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(Table 1), namely, being a nervous person, feeling
easily hurt, mood goes up and down, feeling mis-
erable, and guilt feelings. Only the item of sleep-
lessness, which is the remaining somatic
neuroticism item in the EPQ or EPQ-R when
compared to the original MMQ, is missing.
Conclusion

When using the Eysenck neuroticism scale, it is
important to indicate which version is being tested.
The EPQ neuroticism scale (Eysenck and Eysenck
1975) with its 23 items is still the most used
internationally. Very few studies with the 24-item
EPQ-R (Eysenck et al. 1985) have been published.
The great strength of the EPQ neuroticism scale is
its validity (clinical validity, psychometric scal-
ability, and predictive validity). Neuroticism is
the most distinct personality trait in the EPQ. The
neuroticism factor in the NEO Personality Inven-
tory is also the most distinct of the five factors
included in this scale. However, from a psycho-
metric point of view, the EPQ neuroticism scale
should be considered the most important. It is
about as good as can be desired (Kline 1993).
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Definitions
Omics
technology
Technology used in the
integration of genomics,
proteomics, and metabolomics;
high throughput isolation,
identification and functional
characterization of genes, their
protein (peptide) products, and
associated biochemical
pathways and interactions.
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Optogenetics
 Methods that involve the use of
optics, genetics, and DNA
recombinant technology to
target distinct neuronal
populations from brain tissue
slices (ex vivo) with genes that
produce bacterial opsins. These
ion-channel membrane-
associated proteins can be
stimulated selectively by light
and visualized through
fluorescent tagging. The
essential reagents used in
optogenetics are light-sensitive
proteins. Neuronal control is
achieved using optogenetic
enhancers, while optical
recording of neuronal activities
can be made with the help of
optogenetic sensors for
calcium, vesicular release,
neurotransmitter, or membrane
voltage (McElligott 2015;
Touriño et al. 2013).
Chemogenetics
N

A term coined to describe a
process where larger molecules
are manufactured to interact
with smaller previously
unrecognized ones. G protein-
coupled receptors can be
engineered to respond
exclusively to synthetic small
molecular ligands and not to
their natural ligand(s) that
permits spatial and temporal
control of G protein signaling
in vivo. Neuronal excitation or
silencing occurs through the
expression of G protein-
coupled receptors activated by
designer drugs called
DREADD’s (Designer
Receptor Exclusively
Activated by Designer Drugs).
For both genetic approaches,
selective cellular genetic
constructs occur as a result of
recombinase dependent opsin/
DREADD expression in
tandem with neuron-specific
recombinase expression
recognized by specific cell
types that allow control over
cells at a subcellular level
(McElligot 2015; Stachniak
et al. 2014).
Introduction

The focus of this chapter will be on aspects of the
advances in the development and uses of neuro-
transmitter assays for a better understanding of
neurotransmission in the context of translational
research. Translational research and its outcomes
are being used to bring precision medicine into the
mainstream for personalized healthcare, from
genetics to cognition/behavior – integration of
the “omics” and other technologies. Different
types of neurotransmitter assays have been and
are key in this process. An informatics approach
will be used to bring the reader a cross section of
databases and resources that can be used for
research and educational purposes in the identifi-
cation and characterization of molecules, pro-
cesses, and circuitry associated with synaptic
transmission.

Traditionally, in both academic and pharma-
ceutical research, biological assays have
attempted to characterize structural/functional
aspects of a synapse during neurotransmission
using various animal models and cell culture as
they apply to normal and pathological conditions.
For example, early bioassays used protocols to
study the uptake and release of tritiated substrates
using intact cells or synaptosomes. In this way one
could investigate drug effects on selective
transporter-mediated uptake and release of the
tritiated substrate. Parallel experiments used
high-performance liquid chromatography
(HPLC) procedures for electrochemical detection
of non-radiolabeled substrates (Janosky et al.
2001). More recently, studies have utilized elec-
trophysiological measurements of receptors that
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have looked at a specific receptor class, the endo-
cannabinoids (eCBs). These molecules are a
class of bioactive lipids that mediate retrograde
synaptic modulation at central and peripheral
synapses. Protocols were developed for measur-
ing cannabinoid and eCB-mediated synaptic sig-
naling in mouse brain slices, including analysis
of short-term, long-term, and tonic eCB signal-
ing modes (Báldi et al. 2016). Finally, comple-
mentary computation studies have also been
undertaken to further elucidate aspects of the
general synapse. Extracellular neurotransmitter
concentrations can vary over a wide range
depending on the type of neurotransmitter and
location in the brain. A biophysical modeling
framework was proposed, based on a cortico-
accumbens. The model was used to identify the
role of perisynaptic parameters on neurotrans-
mitter homeostasis and to propose glial configu-
rations that could support different levels of
extracellular neurotransmitter concentrations
(Pendyam et al. 2012).
Basic Biology: Importance of
Classification for Identification and
Function of Synaptic Molecules

In order to understand neurotransmitter assays,
one needs to understand the basic biology of the
synapse and neuronal firing. Whether this is
chemical or electrical, it involves the following
structures and the regulation and formation of
multiple nuclear gene products. Generally, one
must keep in mind the pre- and postsynaptic neu-
rons (internal secretory vesicles/organelles), their
receptors and the synaptic cleft with the regulated
release and uptake of neurotransmitter(s) and
associated transporters.

Furthermore, proper classification and identifi-
cation of synaptic molecules and their annotation
is essential in experimental design. Some infor-
mation on classification and function of synaptic
molecules follows including that for neurotrans-
mitters and their specific transporters. Classifica-
tion of the major neurotransmitter families
comprise amines (quaternary, e.g., acetylcholine
and mono, e.g., dopamine), amino acids (e.g.,
glutamate), neuropeptides (opioids), peptides
(e.g., oxytocin), and gases (e.g., nitric oxide).
Functionally, vesicular neurotransmitter trans-
porters can mediate storage inside secretory vesi-
cles in a process that involves the exchange of
lumenal H+ for cytoplasmic transmitter. Retrieval
of the neurotransmitter from the synaptic cleft
catalyzed by sodium-coupled transporters is criti-
cal for the termination of the synaptic actions of
the released neurotransmitter (Elbaz et al. 2010).

An example of their general classification sys-
tem and complex biology can be found for sodium
neuro-transporter serotonin symporter, and, in this
case, specifically its N terminal domain. Most
reference sites referred to in the text provide tuto-
rials on how to navigate their databases, and in
this example we provide links to the molecule’s
biological domains/function/process and its
detailed source description (http://www.ebi.ac.
uk/interpro/entry/IPR013086).

“Neurotransmitter transport systems are inte-
gral to the release, reuptake, and recycling of
neurotransmitters at synapses. High affinity trans-
port proteins found in the plasma membrane of
presynaptic nerve terminals and glial cells are
responsible for the removal from the extracellular
space of released-transmitters, thereby terminat-
ing their actions (PMID: 15336049). Plasma
membrane neurotransmitter transporters fall into
two structurally and mechanistically distinct fam-
ilies. The majority of the transporters constitute an
extensive family of homologous proteins that
derive energy from the cotransport of Na+ and
Cl�, in order to transport neurotransmitter mole-
cules into the cell against their concentration gra-
dient. The family has a common structure of
12 presumed transmembrane helices and includes
carriers for gamma-aminobutyric acid (GABA),
noradrenaline/adrenaline, dopamine, serotonin,
proline, glycine, choline, betaine, and taurine.
They are structurally distinct from the second
more-restricted family of plasma membrane trans-
porters, which are responsible for excitatory
amino acid transport. The latter couple glutamate
and aspartate uptake to the cotransport of Na+ and
the counter-transport of K+, with no apparent
dependence on Cl� (PMID: 8811182). In addi-
tion, both of these transporter families are distinct

http://www.ebi.ac.uk/interpro/entry/IPR013086
http://www.ebi.ac.uk/interpro/entry/IPR013086
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from the vesicular neurotransmitter transporters
(PMID: 8103691, PMID: 7823024).

Biological process GO:0006836 neurotrans-
mitter transport.
Molecular Function

GO:0005335 serotonin/sodium symporter activity.
Cellular Component

GO:0005887 integral component of plasma mem-
brane ” (EMBL-EBI 2016).
N

Current Approaches for Investigating
Genetic Variation and Function of
Synaptic Molecules

New assays, in contrast to older ones, will put
more emphasis on identifying and characterizing
genic variation and their pathogenic variants asso-
ciated with these molecules. Identifying these var-
iants will be important in the design and validation
of current synaptic bioassays. This information
coupled with pharmacogenomics profiles that
identifies drug metabolism variation in individ-
uals will provide leads for drug discovery and
more efficacious targeted treatment for personal-
ized healthcare.

One such site that documents omic’s informa-
tion on synaptic molecules is Genecards (http://
www.genecards.org) (Weizmann Institute of Sci-
ences 2016a). It provides information on summa-
ries, genomics including products for regulatory
elements and epigenetics, proteins, their attri-
butes, protein products, antibodies and bioassays,
domains and protein families of the gene product
and function, pathways and interactions, drugs
and compounds, expression products, and gene
variants. An example for a product inquiry and
link follows: http://sabiosciences.com/neurosci
ence.php (Sabiosciences 2016). This company
provides PCR arrays and protocols to profile dif-
ferent neurotransmitters, neurotrophins, ion chan-
nels, and neurogenesis processes.
In the context of the subject matter for the ency-
clopedia, a general link to personality disorders can
be found at MalaCards. This site facilitates queries
into human disease (http://www.malacards.org/
search/results/personality%20disorders) and pro-
vides information on genes, tissues, related dis-
eases, publications, pathways, drugs (Weizmann
Institute of Sciences 2016). For example, the solute
carrier family 6 (neurotransmitter transporter),
member 4, is a gene associated with personality
disorders along with nine others (http://www.
genecards.org/cgi-bin/carddisp.pl?gene=SLC6A4)
(Weizmann Institute of Sciences 2016b).
Advances in Monitoring
Neurotransmission

The development of optogenetic and
chemogenetic tools has provided a more precise
way for probing circuit dynamics in the brain.
Optogenetic methods involve the use of optics,
genetics, and DNA recombinant technology to
target distinct neuronal populations from brain
tissue slices (ex vivo) with genes that produce
bacterial opsins. These ion-channel membrane-
associated proteins can be stimulated selectively
by light and visualized through fluorescent tag-
ging. The essential reagents used in optogenetics
are light-sensitive proteins. Neuronal control is
achieved using optogenetic enhancers, while
optical recording of neuronal activities can be
made with the help of optogenetic sensors for
calcium, vesicular release, neurotransmitter, or
membrane voltage. This light-based method is
in contrast to the analytical method of fast scan
analytical voltammetry (FSCV) which utilizes
electrical stimulation in vivo to study neurotrans-
mitter release (McElligott 2015; Touriño et al.
2013).

Chemogenetics is a term coined to describe a
process where larger molecules are manufactured
to interact with smaller previously unrecognized
ones. G protein-coupled receptors can be
engineered to respond exclusively to synthetic
small molecular ligands, like clozapine oxide
(CNO), and not to their natural ligand(s) that per-
mits spatial and temporal control of G protein

http://www.genecards.org
http://www.genecards.org
http://sabiosciences.com/neuroscience.php
http://sabiosciences.com/neuroscience.php
http://www.malacards.org/search/results/personality%20disorders
http://www.malacards.org/search/results/personality%20disorders
http://www.genecards.org/cgi-bin/carddisp.pl?gene=SLC6A4
http://www.genecards.org/cgi-bin/carddisp.pl?gene=SLC6A4
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signaling in vivo.Neuronal excitation or silencing
can occur through the expression of G protein-
coupled receptors activated by designer drugs
called DREADD’s (Designer Receptor Exclu-
sively Activated by Designer Drugs). These
designer receptors act on endogenous intracellular
pathways, whereas optogenetic constructs act on
ion channels or pumps. For both genetic
approaches, selective cellular genetic constructs
occur as a result of recombinase dependent opsin/
DREADD expression in tandem with neuron-
specific recombinase expression. Newer con-
structs involve viral encoding of promoter regions
that recognize specific cell types and allow control
over cells at a subcellular level (Stachniak et al.
2014; McElligott 2015).

The aforementioned approaches are being
combined with fast scan cyclic voltammetry
(FSCV) to better understand neurotransmission
dynamics. FSCV is an analytical method that
measures changes in neurotransmitter concentra-
tions over short time intervals through electrical
stimulation or behaviourally induced neurotrans-
mitter release. It has been used to characterize the
dynamics of dopamine uptake and release in the
subregions of the striatum. The application of
these technologies should refine spatial neural
circuitry mapping of the brain and further our
understanding of neurotransmission dynamics by
more precisely defining/differentiating neuro-
transmitter types and their signaling components
(McElligot 2015; Stachniak et al. 2014; Touriño
et al. 2013).

A similar successful approach that combines
optogenetics, microscopy, and electrophysiology
to study cellular communication can be found
through a webinar link provided by Andor Tech-
nology and Lab Roots (http://www.labroots.com/
webcast/the-benefits-of-combining-optogenetics-
microscopy-and-electrophysiology). Signaling
pathway elements can be genetically modified to
enable precise and spatially targeted light control
of biology down to a single cell level. Targeted
light can be used in order to control neuronal
excitation and so gain better insight into how
nerve cells communicate within the context of a
network and their impact on the whole organism
(Wilde 2016).
High Throughput Analysis: Complexity
of Assaying Variants/Subtypes

Detailed discussion of high throughput
approaches/screening/analysis for drug study dis-
covery/selection that can involve many agonist/
antagonist synaptic molecules is not in the scope
of this chapter. However, a link to such studies is
provided through PubChem with an example
description of a specific subtype (variant), the
protein target 5-hydroxytryptamine (serotonin)
receptor 1A (Homo sapiens) (https://pubchem.
ncbi.nlm.nih.gooassay/567#section=Topv/bi).
“Widely expressed in the human brain,
5-hydroxytryptamine (5-HT, serotonin) receptors
have been shown to have an important role in
depression as well as other cognitive and meta-
bolic disorders. Agonists to 5-HT1a subtype, a
protein-coupled heterotrimeric G receptor that
inhibits production of cyclic adenosinemono phos-
phate (cAMP), have been shown useful as anxio-
lytics and antidepressants. Discovering novel
modulators of the 5-HT1a serotonin receptor may
not only help probe the function of this receptor,
but also help better understand the complex rela-
tionship among the 5-HT receptor subtypes (NCBI
PubChem Open Chemistry Database 2016).”

This bioassay record (AID 567) belongs to the
assay project for drug development “Summary of
the probe development efforts to identify agonists
of the 5-Hydroxytryptamine Receptor Subtype 1E
(5HT1E).” It can also be associated with the sum-
mary AID 1676 and a total of nine additional
BioAssay records in PubChem.

Similarly, for an example of high
throughput electrophysiological studies, the
reader is referred to http://www.labroots.com/
webinar/novel-applications-automated-electro
physiology-ion-channel-drug-discovery?

“Voltage-gated ion channels represent important
drug targets. This assay allows for robust assess-
ment of state-dependent effects of test agents and
enables direct comparison of compound potency
across several ion channel subtypes at equivalent
levels of inactivation. In addition to determination
of state dependency and selectivity, the assay pro-
vides valuable information on the kinetics of com-
pound association and disassociation (Cern 2016).”

http://www.labroots.com/webcast/the-benefits-of-combining-optogenetics-microscopy-and-electrophysiology
http://www.labroots.com/webcast/the-benefits-of-combining-optogenetics-microscopy-and-electrophysiology
http://www.labroots.com/webcast/the-benefits-of-combining-optogenetics-microscopy-and-electrophysiology
https://pubchem.ncbi.nlm.nih.gooassay/567#section=Topv/bi
https://pubchem.ncbi.nlm.nih.gooassay/567#section=Topv/bi
http://www.labroots.com/webinar/novel-applications-automated-electrophysiology-ion-channel-drug-discovery?
http://www.labroots.com/webinar/novel-applications-automated-electrophysiology-ion-channel-drug-discovery?
http://www.labroots.com/webinar/novel-applications-automated-electrophysiology-ion-channel-drug-discovery?
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Complementary imaging information on
aspects of structure/function of the human brain
and its mapping (Beatty et al. 2015) also provides
new insights into brain organization/circuity and
may potentially validate neurotransmission find-
ings. A general link to imaging studies can be
found at http://www.humanconnectomeproject.
org (NIH HumanConnectome project 2016).
Conclusion

An informatics approach was used to inform the
reader of progress in translational research to bet-
ter understand the process of neuronal transmis-
sion and to provide some insight into the
complexity of identifying and characterising syn-
aptic molecules and their population variants. The
use of bioassays that incorporate optogenetic and
chemogenetic approaches, electrophysiological
methods/tools, and microscopy is contributing to
improve our knowledge of synaptic transmission
and neural circuitry in normal and disease states.
N
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Neutral Information
Processing
▶Cold Cognition
New York Longitudinal Study
(NYLS)
Margaret E. Hertzig
Weill Cornell Medicine, New York, NY, USA
Definition

It can be defined as Study of Temperament during
infancy, childhood, adolescence and young
adulthood.
Introduction

The New York Longitudinal Study (NYLS),
launched by Alexander Thomas and Stella Chess
in 1956, marks the beginning of modern interest in
the study of temperament. Although the scientific
study of temperament is relatively recent, the idea
of grouping human beings into basic behavioral
types is centuries old. Historically, temperament
refers to those biologically based differences
between individuals that emerge early in life and
are expressed with relative consistency across sit-
uations and over time. Galen described four basic
temperaments – choleric, melancholic, sanguine,
and phlegmatic – attributable to a preponderance
of one or another of Hippocrates’s four cardinal
humors, black bile, yellow bile, phlegm, and
blood. In the early years of the twentieth century,
Kretchmer in Germany and Sheldon in the United
States examined the relationship between basic
temperaments and endomorphic, mesomorphic,
and ectomorphic body types. As the century pro-
gressed, individual differences with respect to a
range of discrete functional areas including motil-
ity, perceptual responses, sleeping and feeding
patterns, autonomic response patterns, and
biochemical individuality had begun to be
described in infants and young children. However
efforts to relate early individual differences to
later psychological organizations were only min-
imally successful (Thomas et al. 1960).

Thomas and Chess did not set out to study
temperament. Dissatisfied with the prevailing
wisdom of the time which held that individual
differences in behavior resulted from the differen-
tial impact of environment and experience during
development, they sought to explore what chil-
dren might contribute to their own development.
By identifying aspects of behavioral individuality
early in life and tracing their vicissitudes over
time, these investigators sought to (1) determine
the persistence of these initially identified charac-
teristics and (2) delineate their pertinence to later
psychological organizations including the possi-
ble emergence of psychopathology. Thomas and
Chess were clinicians, not trained investigators.
Nevertheless they were committed to the devel-
opment of a research methodology that would
insure that the techniques used to gather and ana-
lyze data were reliable, valid, and reproducible by
others. Their success in this regard accounts for
the success of the investigation and the ongoing
influence of its findings (Hertzig 2012).
Subjects and Methods

The NYLS sample consisted of 133 children
(67 males, 66 females) from 85 families, recruited
over 12 years. When enrolled, subjects, who
derived from intact, highly educated, and eco-
nomically well-situated families, were under
3 months of age. Parents were the primary source
of information about their children. A semi-
structured interview protocol, informed by the
Gesell Behavior Day (1942), was developed, and
parents were interviewed when their children were
3 months of age and at 3-month intervals during
the first year and at 6-month intervals until 5 years
and yearly thereafter. Parents were guided to pro-
vide details of their child’s behavior during activ-
ities of daily living including sleep, feeding,
dressing and undressing, bathing, responses to
sensory stimuli, new situations, and illnesses. As

https://doi.org/10.1007/978-3-319-24612-3_967
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the children grew older, parents were questioned
about additional developmentally appropriate
activities including play patterns, responses to dis-
cipline, acquisition of self-care skills, and peer
relationships. Individually administered cognitive
assessments were obtained at 3, 6, and 9 years of
age, and the children were observed and their
teachers interviewed in nursery school, kindergar-
ten, and 1st grade. Psychiatric consultation was
made available “on demand.” At 16 years, chil-
dren and parents were interviewed separately
about school functioning, extracurricular activi-
ties, sexual behavior, drug use, current problems,
and future plans. A specially designed measure of
adult temperament was administered when sub-
jects were between 18 and 22 years of age at
which time they were again interviewed individu-
ally. A narrative summary of all contacts with
informants was prepared within 24 h (Thomas
et al. 1963; Thomas and Chess 1977, 1984).
N

Analysis of Data

The narrative summaries of 60 parental interviews
(20 children at 3, 6, and 9 months) were subjected
to an inductive content analysis which resulted in
the identification of 9 temperamental categories
defined as follows:

1. Activity level: The motor component present
in a child’s functioning.

2. Rhythmicity (regularity): The predictability or
unpredictability in time of any biologic function.

3. Approach orwithdrawal: The nature of the initial
response to a new stimulus (e.g., new food, new
toy, new person). Approach responses are posi-
tive and withdrawal reactions negative, whether
displayed by mood expression or motor activity.

4. Adaptability: This category describes the ease
with which an initial response (irrespective of
its character) can be modified in the desired
direction.

5. Threshold of responsiveness: The intensity
level of stimulation that is necessary to evoke
a discernible response regardless of the specific
form that the response may take or the sensory
modality affected.
6. Intensity of reaction: The energy level of
response regardless of its quality or direction.

7. Quality of mood: The amount of pleasant, joy-
ful, and friendly behavior, as contrasted with
unpleasant, crying, or unfriendly behavior.

8. Distractibility: The effectiveness of extraneous
environmental stimuli in interfering with or
altering the direction of the ongoing behavior.

9. Attention span and persistence: Two categories
that are related. Attention span concerns the
length of time the child pursues a particular
activity; persistence refers to the continuation
of an activity direction in the face of obstacles.

Each category was scored on a 3-point Likert
scale (high, intermediate, or low), and each cate-
gory was scored independently to avoid halo
effects. Reliability (0.01 level of confidence) was
obtained between two independent scorers. Valid-
ity of NYLS parent’s reports was assessed through
comparison with two direct observations
conducted different times within 2 weeks of the
parent interviews. Each direct observation was
found to agree with the parent interview at the
0.01 level of confidence (Thomas et al. 1963).
Results

Initially, quantitative analysis of the NYLS data
was directed toward the exploration of stability of
temperamental attributes over time. Year-to-year
consistency of each of the nine temperamental
attributes was examined through the first 5 years
of life using correlational techniques. Correlations
from 1 year to the next ranged from 0.05 to 0.51.
All were statistically significant with the excep-
tion of approach/withdrawal (years 1–2, 2–3),
distractibility (years 1–2, 2–3, 3–4), and persis-
tence (years 1–2, 4–5). As the time between years
compared was increased to 2, 3, or 4 years, the
number of significant correlations decreased
accordingly (Thomas and Chess 1977, p. 161,
Thomas and Chess 1982).

Factor analysis of the nine individual tempera-
mental attributes led to the identification of three
temperamental constellations: Children with an
easy temperament (40%) were characterized by
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regularity, positive approach responses to new
stimuli, rapid adaptability to change, and mild or
moderate predominantly positive intensity of
mood. Children described as temperamentally
difficult (10%) displayed irregular biological
functions, predominantly negative withdrawal
responses to new situations, slow adaptability to
change, and intense expression of predominately
negative mood. Children who were slow to warm
up (15%) displayed the temperamental attributes
of initial withdrawal to new situations, combined
with slow adaptability and mild intensity. The
remaining 35% displayed different combinations
of temperamental attributes, so in order to include
the entire sample in subsequent quantitative ana-
lyses, an index of difficulty was constructed for
each child by determining the means of the scores
of the five categories that made up the difficulty
child temperamental constellation. The pattern of
inter-year correlations for the index of difficulty
was similar to that obtained when each tempera-
mental attribute was considered separately.
Although few significant correlations between
individual temperamental attributes during child-
hood and early adulthood were obtained, difficult
temperament at year 3 was found to be signifi-
cantly negatively correlated with an omnibus
measure of early adult adjustment (Chess and
Thomas 1990, p. 207).

These results suggest that consistency of tem-
peramental attributes over time is unlikely to
account for more that 10–15% of the variance.
Thomas and Chess have proposed that genetic,
developmental, and environmental factors all con-
tribute to this substantial potential for change.
Additionally they have emphasized that the tem-
peramental differences between NYLS subjects,
whether described qualitatively as easy, difficult,
or slow to warm up or quantitatively by the mag-
nitude of the index of difficulty, are to be under-
stood as variations within the range of usually
expectable behavior. Even a relatively extreme
score for a specific temperamental attribute is
not, in and of itself, to be considered as evidence
for psychopathology (Chess and Thomas 1990).

Nevertheless, the risk of developing a clini-
cally significant behavior disorder was different
for children with different temperamental charac-
teristics. The difficult children were at the greatest
risk; of the 10% of the NYLS sample who were
characterized as difficult, 71% were found to have
behavior problems. In the much larger group of
easy children (40% of the total NYLS sample),
behavior problems were found in less than 7%.
The slow-to-warm-up children were also at some-
what higher risk for behavior disorder, with
approximately 50% becoming clinical cases. To
account for this pattern of differential risk, the
NYLS investigators advanced the concept of
“goodness of fit”which occurs when the attributes
and capacities of the individual are in accord with
the demands and expectations of the environment.
Such consonance between the characteristics of
the individual and environmental expectations
potentiates optimal positive development,
whereas dissonance between individual attributes
and environmental expectations increases the
likelihood of maladaptive functioning and
distorted development (Chess and Thomas 1984;
Thomas et al. 1968).
Conclusions

It has been somewhat more than half a century
since Alexander Thomas and Stella Chess first
sought to examine what it was that children
might bring to their own development. In the
years since the initiation of the NYLS tempera-
ment, researchers have been focused on how to
define temperament and to specify and measure
the developmental course of its dimensions. Clin-
ically, Chess and Thomas have called attention to
relations between temperamental attributes –most
particularly those of the difficult child – and the
emergence of behavioral disturbance. The con-
cept of “goodness of fit” has also been used to
provide an organizing framework for parental
guidance, as a treatment modality for childhood
behavior disorders and as part of preventative
efforts in such high-risk populations as low birth
weight infants and babies of teen-aged mothers.
The focus of investigations of relations between
temperament and psychopathology is currently
expanding to include a focus on the neural cir-
cuitry underlying different temperamental dimen-
sions to further illuminate their contributions to
the etiology, pathogenesis, and treatment of
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behavioral and emotional disorders as they pre-
sent in children and adolescents (Hertzig 2012).
N
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Definition

The Newcastle Personality Assessor (NPA) is a
very brief (12-item), freely-available questionnaire
for assessing the five-factor personality domains
of openness, conscientiousness, extraversion,
agreeableness, and neuroticism, using a five-point
Likert response format. It was originally published
in a book by Daniel Nettle (Nettle 2007).
Introduction

The Newcastle Personality Assessor is one of a
number of similar very brief assessment tools for
the five-factor model of personality (Gosling et al.
2003; Rammstedt and John 2007). These have
been shown to capture much of the variation at
the broad trait-level captured by longer question-
naires, using only a couple of items per trait, thus
vastly reducing demand on participants. It follows
from standard psychometric principles that con-
struction of a useful but very brief inventory ought
to be possible. In longer questionnaires, all of the
questions measuring a particular trait are required
to produce responses that are well correlated to
one another (this is what is indicated by a high
value of Cronbach’s a, the conventional test of
scale reliability). Thus, by choosing the one or two
items with the highest average correlation to all
the others, one captures most of the variation
captured by the full scale.

The NPA is intended to be used in general adult
samples. The items focus on behaviors and
thoughts characteristic of high and low scorers
on each of the five personality domains. Partici-
pants are instructed: “There follow some descrip-
tions of behaviours and thoughts. Rate the extent
to which they are usually characteristic of you.”
Responses are given on a five-point scale of
very uncharacteristic, moderately uncharacteris-
tic, neither uncharacteristic nor characteristic,
moderately characteristic, and very characteristic.
Scores for each domain are the sum of the indi-
vidual items.
Validity and Reliability

In a community sample of 563 adults (mean age
34.87 years, standard deviation 13.17 years), the
NPA-derived scores were shown to have high
correlations with scores from a standard 50-item
five-factor personality questionnaire (Goldberg
et al. 2006). The correlations were openness 0.74,
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conscientiousness 0.77, extraversion 0.77, agree-
ableness 0.77, and neuroticism 0.82 (Nettle 2007).
Questionnaire

Item Domain
1
 Starting a
conversation
with a stranger
Extraversion
2
 Making sure
others are
comfortable
and happy
Agreeableness
3
 Creating an
artwork, piece
of writing, or
piece of music
Openness
4
 Preparing for
things well in
advance
Conscientiousness
5
 Feeling blue or
depressed
Neuroticism
6
 Planning parties
or social events
Extraversion
7
 Insulting
people
Agreeableness
 Reverse
scored
8
 Thinking about
philosophical
or spiritual
questions
Openness
9
 Letting things
get into a mess
Conscientiousness
 Reverse
scored
10
 Feeling stressed
or worried
Neuroticism
11
 Using difficult
words
Openness
12
 Sympathizing
with others’
feelings
Agreeableness
Conclusion

The NPA has the advantage of providing a very
brief, freely-available method of measuring the
five-factor personality domains.
Cross-References
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John B. Nezlek is a faculty member at The Col-
lege ofWilliam &Mary inWilliamsburg, Virginia
(USA) and at the SWPS University of Social
Sciences and Humanities in Poznań, Poland. He
is a social-personality psychologist whose pri-
mary research is daily experience, broadly
defined.
Early Life and Educational Background

Nezlek was born on January 12, 1952 on Staten
Island, NY. At the age of 11, his family moved to
Oceanside, NY, and he graduated from Oceanside
High School in 1969. Following this he attended
Duke University and earned an AB in Psychology
and Sociology in 1973. He was introduced to
psychology by Jack Brehm, from whom Nezlek
took a freshman seminar on attitude change and
social influence. Brehm became Nezlek’s advisor
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and supervised his honors thesis, which was later
published in the Journal of Personality. Also of
note, Camille Wortman was the teaching assistant
for the methods course Nezlek took with Brehm,
and Nezlek took classes from Kurt Back and
James House in the sociology department. Fol-
lowing Duke, Nezlek attended the University of
Rochester and received his MA and PhD in
December of 1978. While at Rochester, Nezlek
worked primarily with Ladd Wheeler, with whom
he developed the Rochester Interaction Record
(RIR), a technique that became (and remains) a
standard method of studying daily social interac-
tion (Wheeler & Nezlek, 1977). In the middle of
Nezlek’s time at Rochester, Harry Reis joined
Wheeler and Nezlek and helped to develop the
RIR further. While at Rochester, Nezlek’s think-
ing was also influenced by Miron Zukerman and
Edward Deci. Deci’s work on intrinsic motivation
(and later self-determination theory) was a partic-
ularly important influence on Nezlek’s views of
personality. Nezlek was also influenced by Alfred
L. Baldwin who was on Nezlek’s dissertation
committee.
N

Professional Career

With the exception of a few years, Nezlek has
spent his academic career at the College of Wil-
liam & Mary. He was hired as a visiting assistant
professor in the fall of 1977, was tenured in 1985,
and was promoted to professor in 1994. He
accepted a position at SWPS University in Poland
in 2012, and in 2015 he received his doctor of
habilitation from SWPS University. He spent a
year as a visiting professor at Purdue in 1980, a
year in Leuven, Belgium as a visiting scholar
(2005), and a year in Poland as a Fulbright Fellow
(2013). Nezlek has also had short-term fellow-
ships in Belgium, France, and Germany. He has
authored more than 100 publications and chapters
that have appeared in publications such as the
Journal of Personality, Journal of Personality
and Social Psychology, Personality and Social
Psychology Bulletin, Personality and Individual
Differences, and the Journal of Cross-Cultural
Psychology. In addition, he has written two
books: one concerning the application of
multilevel models in social and personality
(Nezlek, 2011) and another concerning diary
methods in personality and social psychology
(Nezlek, 2012).
Research Interests

Nezlek’s primary research interest concerns indi-
vidual differences in naturally occurring experi-
ence. This research has taken two general forms:
studies of social interaction using the Rochester
Interaction Record, and studies of daily experi-
ence, typically using end-of-day reports. The
studies of social interaction have concerned social
contact per se (what happens when people are
together, e.g., Nezlek, Schütz, Schröder-Abé, &
Smith, 2011), whereas the studies of daily
experience have a broader focus and have
concerned how and why people change from day
to day (e.g., Nezlek & Gable, 2001). By examin-
ing how people vary across situations, studies of
both types are meant to complement “traditional”
trait-focused models that have emphasized con-
sistency across situations.

In addition to an emphasis on within-person
variability, studies of both types emphasize the
need for precision when conceptualizing andmea-
suring constructs and when analyzing the data
collected in a study. The studies of social interac-
tion have focused on various topics ranging from
relationships between physical attractiveness and
interaction to relationships between interaction
and psychological well-being. Although the spe-
cific conclusions of these studies vary as a func-
tion of the focus of the study, one general
conclusion is that quantity of social interaction
(e.g., how many social interactions a person has
each day) needs to be distinguished from the
quality of social interaction (e.g., how enjoyable
a person’s interactions are). For example, it
appears that depressive symptoms are relatively
unrelated to how socially active someone is, but
they are negatively related to the quality of some-
one’s interactions (e.g., Nezlek, Hampton, &
Shean, 2000). Similarly, the focus of his research
on daily experience has varied considerably from
study to study, but there is also a theme that
emerges from this research taken together. When



3242 NFC
studying daily experience and how people change
day to day, Nezlek has established that it is impor-
tant to distinguish the types of experiences people
have (e.g., work vs. social), the types of reactions
to these experiences being studied (e.g., affective
vs. more cognitively focused measures, e.g.,
Nezlek, 2005), and the broader context within
which people live (e.g., different cultures e.g.,
Nezlek, Sorrentino, Yasunaga, Otsubo, Allen,
Kouhara, & Shuper, 2008).

An overarching concern of Nezlek’s scholar-
ship has been the methods used to measure daily
experience and the analyses of these data. In addi-
tion to his pioneering work on the Rochester
Interaction Record, he was also among the first
researchers to use online data collection. Perhaps
more important has been his work on the applica-
tion of multilevel modeling to analyzing data col-
lected in studies of daily experience (e.g., Nezlek,
2007). In addition to writing numerous papers and
chapters (and the aforementioned books) about
using multilevel modeling, he has offered over
30 workshops (across the world) on multilevel
modeling analyses.
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Definition

The niche refers to the ecological role of an organ-
ism in, and its relationship to, its ecosystem.
Introduction

Organisms can exploit a variety of niches that in
turn exert selection pressure on the population and
hence explain adaptive genetic variation between
members of the population. Recent discussions
within evolutionary theory have invoked two
quite distinct concepts of the niche. Niche con-
struction theory (NCT) and developmental niche
construction (DNC) are both theories designed to
put the active organism back at the center of
evolutionary theory, albeit with different concep-
tion of the niche at their center.
N

Theories of Niche Construction

NCT refers to the process by which an organism
alters its own environment and hence influences
its own and its species selection pressure. It sug-
gests that rather than populations of organisms
passively adapting to a changing environment,
they actively construct their environment – their
selective niche – and thereby change the dynamics
of evolution. Niche construction shapes the selec-
tion pressure of the population and can result in
the ecological inheritance of its selective niche;
both of these processes affect the fitness of future
generations (Odling-Smee et al. 2003).

Some recent work on human evolution has
emphasized the role of ecological niche construc-
tion in human evolution: the evolution of the
unique characteristics of human psychology and
social structure has been substantially driven by
the selection pressures created by earlier psycho-
logical and social structures (Laland et al. 2000;
Sterelny 2003). Niche construction theory deals
with the selective niche, defined by the parameters
that determine the relative fitness of competing
types in a population. The ecological niche of
humans overlaps mostly with its cultural niche
that features inmodels of gene-culture coevolution,
with genetic and cultural inheritance involved in a
complex feedback loop via natural selection.

A quite different aspect of niche construction
refers to the dependency of development on a rich
developmental niche, which is actively
constructed by the parents in interaction with the
offspring, and other conspecifics. It may involve
the physical and biological environment, and cog-
nitive artifacts from tools to languages. Just like
the construction of the selective niche, the devel-
opmental niche plays an important role in
(human) evolution: The environment not just
selects for, it also constructs new heritable varia-
tion. The developmental niche is defined by the
parameters needed to ensure the reconstruction of
the evolved life cycle.

The developmental niche figures dominantly
in developmental system theory (DST), another
account of evolution that focuses on the active
role of the organism. At the center of DST lies
the life cycle of a developmental system, which is
comprised of the organism and its relationship to
its developmental environment, the developmen-
tal niche. While most accounts of human nature
focus mainly on the genetic heritage, a DS
account of human nature pays attention to the
role of the legacy of our developmental environ-
ment in constituting human nature (Stotz and
Griffiths 2017). There is an old saying within
anthropology that culture is not only part of
human nature but that our nature is culture. The
concept of the developmental niche is designed to
integrate and formalize the nongenetic yet herita-
ble factors influencing an organism’s develop-
ment. It is therefore the evolved developmental
niche that provides channels of sustenance for
the developing organism, such as nutrients,
warmth, insulation, and behavioral and social
stimuli. It “nurtures” the offspring in the form of
resources, stimulation, and affordances for devel-
opment, i.e., it gates what is available to be
learned. Hence the evolved developmental niche
defines several pathways by which effects of
experience on the parental generation can be
transmitted to later generations (Stotz 2014,
2017; Narvaez et al. 2013a, b).

The concept goes back to the “ontogenetic
niche” coined by developmental psychobiologists
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West and King (1987). In the current formulation
of the concept (Stotz 2014, 2017; Stotz and
Griffiths 2017), the developmental system con-
sists of genetic and epigenetic resources and an
exogenetic developmental niche, which contains
reliably inherited physical, social, ecological, and
epistemic resources needed to reconstruct, or in
the case of phenotypic plasticity to modify, that
developmental system. These resources can be
actively constructed by the parents (producing
the “parental effects” of quantitative genetics) or
by the larger group, co-constructed by parent and
offspring, or sourced passively from a stable envi-
ronment.Wherever they come from, if there exists
an evolutionary explanation for the interaction of
the evolved developmental system with the
resource then that resource is part of the system.
What evolves by natural selection is a relationship
between system and each resource.
The Developmental Niche and Human
Development

How does the developmental niche influence
human development? Human babies are needy.
They are born early in comparison to other pri-
mates, meaning that for several months postna-
tally, relative to other primates, human babies
share characteristics of fetuses rather than of
infants in those other primates (Trevathan 2011).
Comparing brain size at birth among primates,
humans should be born at 18 months of age.
A large part of brain development takes place
outside the uterus, influencing human offspring
epi- and exogenetically much more postnatally
than their ape cousins, which makes the early
niche fundamental for human development.
Over the course of human evolution, as brains
became bigger and human infants more immature
at birth, human child-rearing practices evolved in
tandem with these changes to ensure the survival
of the helpless infant. As bipedalism, hemochorial
placenta, large brains, and the need for a great
amount of learning after birth emerged, human
evolution intensified parental care. The latter
were important preconditions for selection to
favor the evolution of a large brain in a bipedal
animal (Trevathan 2011). The evolution of a more
complex and resource-demanding developmental
niche has been a key feature of human evolution.

For this reason, it seems to us entirely natural to
say that that human nature resides partly in the
human developmental environment. We are a spe-
cies that is particularly strongly influenced by
niche construction, both selective niche construc-
tion over evolutionary timescales and develop-
mental niche construction over ontogenetic
timescales. A concept of nature according to
which what is natural must come from the inside
is particularly unsuitable for such a species. Ima-
gine trying to determine the real nature of an ant,
another powerful niche constructor, by removing
the influence of the nest on the developing egg and
embryo. The result would be either dead or bio-
logically meaningless, and so it is for humans. The
concern is that when the developmental niche is
not provided, the offspring will not develop in a
species-typical manner.

As social mammals, humans have an intensive
developmental niche for their young – soothing
perinatal experience; warm responsive care; nearly
constant physical touch (carrying, co-sleeping);
years of breastfeeding, free play in the natural
world (Konner 2005). The human developmental
niche became more intensive because of the imma-
turity of the neonate, adding to the social mamma-
lian practices a positive climate of mother-dyad
support and multiple adult caregivers (Hrdy 2009).
All these practices have known epigenetic and
plasticity effects on neurobiological systems and
long-term well-being of the child (for reviews see:
Narvaez et al. 2013b). The developmental niche has
powerful effects on the type of human nature one
develops, as notable among societies who routinely
provide it – small-band hunter-gatherers (e.g.,
Ingold 2005), the type of society in which the
human genus spent 99%of its genus history. Recent
empirical studies also show the developmental
niche’s relation to adult mental health, sociality,
and morality (Narvaez et al. 2013b).

The developmental niche has two fundamental
functions. One function is to ensure the stable,
reliable development of species-typical traits. So
what explains Typicality is the developmental sys-
tems dynamics within what we may call “normal”
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parameters, some of which are provided by pre-
existing physical and developmental constraints.
The rest are ensured by reliably and stably inherited
resources, which are not just the genome but essen-
tial environmental resources that assist, among
other functions, in the species-typical expression
of the genetic factors. These stable resources are
also what partially explain fixity. In addition there
are buffering internal mechanisms of the organism
that buffer against internal (genetic, epigenetic,
metabolic) and external perturbations. These are
invoked when we talk about canalization.

But human nature needs to embrace and
explain human diversity: Here the second func-
tion of the developmental niche comes in. Beyond
ensuring reliable, species-typical development,
the developmental niche also provides input to
developmental plasticity. Plasticity is often
defined in terms of a genotype’s ability to produce
different phenotypes in response to the environ-
ment. It would be more accurate, however, to say
that the shape of the norm of reaction is a property
of the whole developmental system. So what
explains human diversity are differing develop-
mental systems dynamics supported by modifica-
tions in the developmental niche. In other words,
human diversity results primarily from the inter-
action between the evolved developmental system
and a wide range of environments, including
novel environments. We should find order by
identifying underlying patterns of similarity and
difference rather than universal elements
(Griffiths 2011). Developmental niche construc-
tion therefore provides dependability, but also
adaptive flexibility, in the provision of necessary
developmental resources.
Cross-References
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Introduction

The term “nomological net” has been coined in
the seminal paper by Cronbach and Meehl (1955)
on construct validity (see also American Psycho-
logical Association 1954). Cronbach and Meehl
introduced the idea of construct validity to vali-
date theoretical attributes or qualities (i.e., con-
structs) for which there is no adequate criterion or
which cannot be defined operationally, for exam-
ple, personality traits or intelligence. The concept
of construct validity as defined by Cronbach and
Meehl did not only refer to measures of con-
structs, as did the earlier validity concepts of con-
tent validity or predictive validity, but intertwined
the construct validation of measures with theory
testing. According to construct validity theory, a
construct is implicitly defined by its position in a
network of other constructs that is deduced from
theory and based on scientific laws – the “nomo-
logical net” (Cronbach and Meehl 1955). The
laws in the nomological net or network
(nomological: Greek for lawful) relate different
constructs to each other (i.e., theoretical rela-
tions), at least some of these constructs to obser-
vations and the different observations to each
other (i.e., empirical relations). In a nutshell, a
nomological network can be understood as a sys-
tem of scientific laws that relates constructs to
each other and to observations. Campbell and
Fiske (1959) extended construct validity theory
by pointing out that theoretical as well as empir-
ical relations should not only focus on convergent
validity of related attributes but also on discrimi-
nant validity of unrelated attributes.
The Nomological Net Idea in Behavioral
Science

The concept of the nomological network has been
highly influential in research in the behavioral
sciences and is still widely used. For example, a
recent PsychINFO search in May 2016 revealed
655 journal articles published in the new millen-
nium in the field of differential or personality
psychology and assessment that apply the terms
“nomological net” or “nomological network”
(Search string: “nomological net” OR “nomolog-
ical network” AND “personality differences” OR
“individual differences”OR “differential psychol-
ogy” OR “measurement” OR “assessment” OR
“diagnosis” OR “testing” OR “psychometrics”).
Most of these publications, however, are not
concerned with the concept of the nomological
network per se but rather use this term to frame
their research (e.g., “investigation of the nomo-
logical network of construct x”). Scientific
research and debates on the concept of the nomo-
logical network as such have typically been moti-
vated to clarify the concept of construct validity
and the practice of construct validation.

If constructs are defined by their position in a
nomological net, the availability of such a lawful
network of relations deduced from theory is a
precondition for construct validation of measures
and theories. Psychological theories often lack
this theoretical precision. This has led to a disso-
ciation between construct validity qua theory and
the practice of construct validation (Brennan
2013), a weakening of the theory testing part of
construct validity (Colliver et al. 2012), and a
renewed discussion of the concept of validity as
such (Borsboom et al. 2004; Embretson 2007;
Newton and Shaw 2013; Special Issue on Validity
of the Journal of Educational Measurement,
2013, 50/1).

https://doi.org/10.1007/978-3-319-24612-3_1376
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Nomological Nets and Construct
Validation

The nomological network idea provides no frame-
work for addressing practical validation issues.
Nevertheless, it helps to refine the construct vali-
dation process. Specifically, Cronbach (1988)
contrasted programs of strong and weak construct
validation. Strong programs are based on fully
developed formal theories (i.e., nomological
nets) and deductive theory testing, while weak
programs are based on less developed theories
that – put to the extreme – would allow
interpreting any relation as validation evidence
(“anything goes”). Strong and weak programs
combine in construct validation in “an iterative
process in which tests of partially developed the-
ories provide information that leads to theory
refinement and elaboration, which in turn pro-
vides a sounder basis for subsequent construct
and theory validation research” (Strauss and
Smith 2009, p. 9; see already Cronbach and
Meehl 1955, for a discussion of these top-down
and bottom-up processes in construct validation).
In doing so, construct validation becomes an
open-ended process in which validity is an overall
evaluative judgment of the degree to which theo-
retical arguments and empirical findings support
the plausibility and appropriateness of interpreta-
tions and uses of test scores (Messick 1995). Kane
(2001, 2013) offered a pragmatic argument-based
approach to construct validation that should avoid
the extremes of the strong and weak program,
thus, fitting better to actual research practice. In
the argument-based approach, construct validity
is established through theoretical and empirical
evidence for a specific and clearly proposed
use or interpretation of a measure instead of rig-
orous theory or nomological network testing
(cf. Kane 2013).

In construct validation studies, convergent and
discriminant relations are typically reported as
correlations; researchers rarely refer to logical
arguments or experimental results. Correlations
can be estimated within a latent variable frame-
work, e.g., by confirmatory factor analysis or
structural equation modeling. When using such
confirmatory methods, the nomological network
idea guides psychological research in differential
and personality psychology by pinpointing the
importance of theory in the formulation of
hypotheses about convergent and discriminant
construct relations, by linking constructs to obser-
vations, by distinguishing between latent relations
and observed relations, by distinguishing between
conceptual and empirical overlap, or by
distinguishing between theoretically and opera-
tionally defined constructs. There are various
tools available to visually display network rela-
tions (e.g., Epskamp et al. 2012), as well as
methods to evaluate construct validity based on
convergent and discriminant construct relations
(Westen and Rosenthal 2003).
Challenges

However, despite more than 50 years of research
on nomological nets and construct validity, many
open questions regarding theory and application
of the nomological network idea remain:

First, convergent validity arguments are fre-
quently based on correlations. High correla-
tions of two or more measures of the same
construct are interpreted in support of the con-
vergent validity of a measure. However, no
consensus has yet been reached on what con-
stitutes a high enough correlation or how to
deal with inconsistent correlational findings.
Correlations are also influenced by the psycho-
metric properties of a measure, the sample, or
the method of assessment (e.g., tests, self-
report). Further, for construct validation, there
is the need to differentiate between the level
of observations and the level of constructs.
These aspects are not consistently taken
into account in current validation studies
(Schweizer 2012). Taken together, these issues
undermine the idea of convergent validity as a
vague and somewhat indetermined concept
(Schweizer 2012).

Second, when measures of different constructs are
not meaningfully correlated, this is typically
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interpreted as supporting the discriminant
validity of these measures. However, many
validation studies lack a clear theoretical ratio-
nale for selecting constructs for discriminant
relations (Ziegler et al. 2013). Frequently, the-
oretically unrelated constructs are chosen.
However, to strongly support the construct
validity of measures of (new) constructs, it is
most informative to investigate relations
between different but closely related constructs
(Shaffer et al. 2015; Ziegler et al. 2013). And
again, there is the need to differentiate between
the level of observations and the level of con-
structs (see Shaffer et al. 2015, for a guideline
for conducting a discriminant validation study
that takes these aspects into account).

Third, the nomological net relates theoretical con-
structs to observations assessed with a certain
method. Methods refer to key factors that
define the measurement process. That is,
so-called method factors (e.g., rater response
styles, characteristics of the item wording,
high- vs. low-stakes measurement contexts)
may introduce systematic variance over and
above variance attributable to the target con-
struct. Method factors may threaten the con-
struct validity of a measure, particularly,
because method variance has been estimated
to make up between 18 and 32 percent of the
total item variance (Podsakoff et al. 2012). Fur-
ther, the nature of method variance remains
elusive as theories explaining the phenomena
producing method variance are scarce (Ziegler
et al. 2013). Podsakoff et al. (2012) present an
overview of procedural and statistical
approaches that may help to minimize the
impact of method variance.

Fourth, Embretson (1983) differentiates two com-
ponents of construct validity: nomothetic span
and construct representation. While nomothetic
span comprises convergent and discriminant
relations of a measure, construct representation
refers to a cognitive theory that explains
response behavior for that measure. Nomologi-
cal nets include laws that relate constructs to
observations, that is, construct representation;
however, most studies that use the nomological
network idea focus on convergent and
discriminant relations or nomothetic span and
neglect construct representation. But if we lack
a theory of response behavior, that is, if we
cannot explain our data, an important precondi-
tion for interpreting nomothetic span is missing.
Borsboom et al. (2004) therefore argue for a
shift to an attribute-based view of measurement
that assigns validity to a measure only if theo-
retical and empirical arguments support the
assumption that an attribute causes the measure-
ment outcomes. In this respect, rational or
theory-based item and test construction as well
as scaling and scoring of test behavior become
of paramount importance (Brennan 2013).
Conclusion

The idea of the nomological net was introduced
to guide construct validation. To this end, the
network in its strong form specifies the laws
that explain to what extent and why theoretical
constructs are related with each other and with
corresponding measures. In its strong form, the
network also informs on the circumstances (i.e.,
moderator variables) when these relations can or
cannot be observed. Given its iterative nature,
the nomological network idea underscores that
theory development hinges on both clear con-
struct definitions (see Podsakoff et al. 2016, for
guidelines) and the development of excellent
measures.
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Definitions

Nomothetic is derived from a Greek word
“nomos” or law or general law. Thus, nomothetic
study of personality is an approach to establish
general principles or law about human personal
attributes and characteristics which, through
many and acceptable research work, lead to the
formation of a theory.
Introduction

During early period of studies on human person-
ality, the focus was on understanding the nature
and characteristics of people – with the assump-
tion that people seem to possess personality basic
templates or traits that are common, shared, and
universal among different cultures globally.
Nomothetic approach was introduced by Allport
in 1937 to identify general pattern of personality
across different groups of individuals. The
approach is more of quantitative in nature because
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in order to explore universal law of personality, the
method should be valid, reliable, and replicable.
Statistics were used as the major analytical tool
where significant results become the acceptable
and valid evidence of generalization of specific
aspects of personality and individual differences
among groups of persons (Kline 2013). Correla-
tional and experimental studies are among designs
of study that are nomothetic in nature.

Along, but different, with nomothetic is idio-
graphic approach. It opposes to the notion that
human personality is universal and shared
human properties. Instead, idiographic approach
posits that humans are special individuals and
possess specific personality templates and charac-
teristics that are culture specific (Kenrick and
Braver 1982). Case study design is among
methods adopting the idiographic approach. This
section, however, focuses on the nomothetic
approach in personality.
Characteristics of Nomothetic Approach

A basic and fundamental aspect of nomothetic
approach is that it is a between-person-centered
analysis, not within-person which is more of idi-
ographic approach (Grice 2007). It means that the
information about the personality of individuals
are generated from the accumulation of data and
systematic analysis of aggregate statistics. Com-
mon tools in nomothetic research work are instru-
ments or questionnaires that are tested to be valid
and reliable prior to the administration of the
instruments. These instruments are administered
among the targeted samples, and the data, treated
as a group data, are then subjected to the statistical
analyses.

In normal practices, one important assumption
for the analyses is the normality of data distribu-
tion. If the data is normally distributed, the para-
metric analytical approach would be employed. In
contrast, the nonparametric analyses would be
used for data not normally distributed. In either
both approaches, the findings are generally based
on the aggregate analyses across individuals –
such as computing means, standard deviations,
correlation, factor analysis, regression and other
analyses. Lexical studies is one example of
nomothetic research in which scores of adjective
terms are aggregated and subjected to further ana-
lyses like exploratory and confirmatory factor
analyses. The number of the extracted factors is
the targeted findings to be generalized and
become the “law” of universal structure of per-
sonality traits across cultures. Lexical approach
has been widely used in studying diverse cultures.
Recent development in methods in personality
psychology indicates the focus has gradually
been shifted from between-individual to within-
individual analyses (Beltz et al. 2016). New
advances in analytical research tool such
as multilevel modelling or hierarchical linear
modelling analyses has been used to study
intraindividual or within-person individual struc-
ture and dynamics processes besides continuing
the existing between-person analyses.
Application of Nomothetic Approach

Nomothetic approach has penetrated and has
been applied in many aspects of personality
research (Cone 1986). It allows theories to be
tested through systematic empirical observation,
and this helps psychology to develop. In this
section, three aspects of personality are selected
to describe the application of nomothetic
approach: personality trait structure and dimen-
sions, assessment of personality traits, and predic-
tive function of personality traits.

Personality Trait Structure and Dimensions
Nomothetic approach has been used to study the
underlying personality structure and dimensions
among different cultures around the globe. Two
major types of research methods are commonly
used in investigating personality structures: etic
and emic. Etic approach refers to the use of concept
and constructs derived from the culture of its origin
and then imposes upon the targeted local cultures.
A clear example of etic-nomothetic approach is the
cross-cultural study of Big Five or five-factor
model of personality (FFM) or Big Six HEXACO
as the universal dimensions of personality (McCrae
and Costa 1996; Ashton et al. 2014).

In the cultural study of Big Five, items of the
NEO PIR were translated into the targeted
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language authorized and validated by the original
authors of the instrument (Boudreaux 2016).
Translation involved some modification of items
to suit the targeted cultures. Exploratory factor
analyses (EFA) were normally used to explore
whether five factors were extracted. If five factors
were retrievable and factor congruences were high
in many cultures, then the existence of Big Five or
FFM became stronger. In the Personality Profiles
of Cultures (PPOC) project, both adult and ado-
lescent studies supported the existence of Big Five
factor of personality in more than 50 countries
(McCrae and Terracciano 2005; Terracciano
et al. 2005). This is based on generalization prin-
ciple embedded in nomothetic approach.

Assessment of Personality
Nomothetic approach allows assessment of per-
sonality which involves measuring and assessing
personality variations between individuals. Vari-
ous psychometric methods are used to study the
inter-individual variation such as mean scores
comparison, personality profiling, group compar-
ison, and other quantitative methods which are
nomothetic in nature. Studies to compare gender,
age, and cultural differences in personality traits
have been widely conducted. Most of the studies
use large number of samples so as to establish
valid findings and generalization such as in the
global studies on world views (Saucier et al.
2015). Such analyses are widely used in the ana-
lyses of personality reports, even though its
assumption of homogeneity across people and
time might be violated. On contrary, case studies,
interviews, unstructured observation, and other
qualitative methods are idiographic and person-
specific in nature – not looking at culture-specific
phenomenon. The idiographic approach focuses
on an individual personality testing to conduct
individual case studies and determine the scope
of personality characteristics unique for each per-
son (Weiner and Greene 2017).

Predictive Functions of Personality
Since personality traits normally considered as
stable and enduring characteristics influence
behavior, most studies conceptualized the person-
ality traits as antecedents or independent vari-
ables. In other words, the nomothetic model
attempts to find independent variables that
account for the variations in a given phenomenon.
Nomothetic assessments give evidence to the
influence of individual personality on life experi-
ences (Martin 2005; Roberts et al. 2007; Carducci
2009). Analysis of group similarity allows
suggesting specific behavior patterns and reac-
tions to different situations and social events.
Using nomothetic findings, researchers not only
suggest of behavior patterns but peculiar to par-
ticular personality traits, which allows predicting
responses to various factors such as work produc-
tivity (Mount and Barrick 1998).
Limitation

Although nomothetic approach is indispensable in
studying personality, generally, it has three limi-
tations. First, since the nomothetic approach
mainly uses statistical tools to infer generaliza-
tion, using the whole-person perspective ignores
the individual level of personality. Thus, predic-
tion is about groups and not individuals. Second,
some subjective experience may not be tapped
using standardized instrument in order to compre-
hend the personality beyond the traits. McAdams
(2015) proposed three levels of personality
constructs – level of dispositional traits, charac-
teristic adaptation, and life stories – which tell a
comprehensive picture of human personality.
Third, the possible existence of confounding var-
iable in nomothetic approach – not all variable can
be included in the research – thus lacks ecological
validity. Studying human personality is not
merely scientific, but cultural factors may some-
how influence the way one think, feel, and act.
However, the challenge in nomothetic approach is
to develop items that capture dimensions of uni-
versality among people of different cultural
background.
Conclusion

In nomothetic approach, the aim of researchers is
to identify common, shared personality traits
whether they are imported or indigenously
explored in which generalization principle is
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applied. Through research perspectives, however,
both nomothetic and idiographic approaches are
necessary, important, and mutually dependent in
explaining the comprehensive, universal, and spe-
cific aspects of personality. The nomothetic
approach is highly useful to create a general pic-
ture of personality characteristics in contrast to the
idiographic specific group of people. Although
nomothetic approach produces different school
of thoughts on the personality structure and
dimensions, it accumulates the body of knowl-
edge about human nature. On the ground of the
observed commonalities, nomothetic assessors
formulate universal principles and rules for under-
standing personality. Though the nomothetic
approach to personality assessment differs from
the idiographic testing, they are typically used to
complement one another. Indeed, each person is
unique in terms of some traits and temperament,
which make him or her distinct from the group. At
the same time, each person shares a set of com-
mon personality characteristics and behavior
styles as a member of the group (McKenna 2000).
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Definition

Nonaffective constraint is a personality trait
concerned with the modulation of activity in
motor, emotional, and cognitive domains.
N

Introduction

Nonaffective constraint (NC) is a personality trait
with roots in both neuroscience and personality
research. Depue and Collins (1999) first concep-
tualized NC as a neuroregulatory system that
modulates activity in motor, emotional, and cog-
nitive domains. High levels of NC allows for
greater levels of control over reactive behaviors,
emotions, and cognitions (Depue and
Lenzenweger 2015; Moore and Depue 2016).
Rooted in a threshold model of behavioral reac-
tivity, NC assumes a central neural contribution
for such inhibition (see below). While there is no
single neurobiological correlate for NC, self-
report and neurocognitive tasks are well
established in measuring NC at the behavioral
level. Self-report instruments such as the constraint
scale within the Multidimensional Personality
Questionnaire (Tellegen 1982) assesses aspects of
NC as well. Neurocognitive tasks such as the
Go-No Go Task (Goldstein et al. 2007) and the
Wisconsin Card Sorting Tasks (Heaton et al.
1993) represent performance-based measures of
aspects of NC. The closest neighbor personality
trait in the Five Factor Model to NA is Conscien-
tiousness. However, Conscientiousness and NC
have significant conceptual differences as well.
Further, Conscientiousness is not rooted in basic
neuroscience findings and includes elements of
moral values and perfectionism not that are not
central to NA.

Breakdowns in NA contribute to various forms
of psychopathology, particularly through the trait
of impulsivity, or, impaired NC (Eysenck and
Eysenck 1977; Tellegen and Waller 1997). Atten-
tion Deficit Hyperactivity Disorder (Nigg 2001),
substance use disorders (Jentsch and Taylor
1999), personality disorders (particularly border-
line personality disorder) (Fertuck et al. 2005,
2006; Lenzenweger et al. 2004; Perez et al.
2016) and schizophrenia (Gut-Fayand et al.
2001) all exhibit impairments in NA in some
form and degree. There is preliminary research
indicating that effective treatment for borderline
personality disorder is associated with improve-
ment in NC at behavioral and neurofunctional
levels (Perez et al. 2016). This increased NAwas
reflected in increased activity in prefrontal regions
and decreased reactivity of fear processing
regions (i.e., the amygdala) that occur in conjunc-
tion with symptom reduction.

Neurochemically, early animal models pointed
to serotonergic pathways as possible neurochem-
ical source of NC (Depue and Collins 1999), as
serotonin depletion often triggers loss of behav-
ioral inhibition (Spoont 1992). However, when
NC is conceptualized as a more general inhibitory
mechanism (Bari and Robbins 2013), recent evi-
dence using the stop-signal task (which requires
the withholding of prepotent responses) (Logan
1982, 1983) suggests that noradrenergic pathways
predominate (Aston-Jones and Cohen 2005;
Aston-Jones et al. 1999; Berridge andWaterhouse
2003; Sara 2009; Yu and Dayan 2005), especially
for inhibition of behaviors already activated
(Eagle et al. 2008; Robbins and Arnsten 2009),
with only a minor contribution of the serotonergic
system (Clark et al. 2005; Nandam et al. 2011;
Overtoom et al. 2009). A recent suggestion (Aron
2011) divides NC into a reactive process that
directly halts activated responses, perhaps norad-
renergic through the involvement of the locus
coeruleus and a proactive process that inhibits
behaviors selectively, perhaps through the dopa-
minergic involvement of the striatum (Boehler
et al. 2011).
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Neuroanatomically, the executive management
of NC is the purview of the prefrontal cortex
(PFC). Here, a division of labor is evident, with
motor inhibition controlled by the supplementary
motor area (SMA) and pre-SMA (Aron and
Poldrack 2006; Fried et al. 1991; Li et al. 2006),
distractor and emotional inhibition controlled by
the dorsolateral PFC (Delgado et al. 2008), and
the monitoring of errors and conflict of competing
responses by the anterior cingulate cortex
(Botvinick et al. 2001; Holroyd and Coles 2002).
Inhibitory control is seen as hierarchical, with
PFC affecting a variety of cortical and subcortical
brain regions through its projections to amygdala,
hypothalamus, basal ganglia, premotor cortex,
cingulate cortex, and posterior parietal cortex.
Although originally conceived as a stable feature
of the central nervous system, NC is amenable to
neural plasticity, revealing long-lasting enhance-
ments in inhibitory control following cognitive
training interventions (Eldar and Bar-Haim
2010; Melara et al. 2002).
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Synonyms

Anthropoids; Apes; Monkeys; Primate order;
Primates; Prosimians
Definition

Primates comprise an order within Mammalia and
consist of prosimians, monkeys, and ape species.
Introduction

Despite the popularity of the topic of human per-
sonality within Psychology, research into the per-
sonality of animals was discouraged until fairly
recently in Psychology’s history. Even in modern
times, the term “personality” has been eschewed
in favor of terms such as “behavioral syndrome,”
“behavioral type,” “temperament,” or “disposi-
tion.” Alternatively, researchers have simply
referred to “individual differences.” This aversion
to the idea of animal personalities likely owes a
debt to the Cartesian notion that only humans had
souls or were capable of emotion. Animals were
likened to machines, and intraspecies variability
was considered uninteresting relative to interspe-
cies differences. In contrast, today, researchers are
actively exploring the extent to which nonhumans
exhibit stable and enduring characteristics akin to
human personality traits (for two recent edited vol-
umes devoted to this topic see Carere and
Maestripieri 2013 and Vonk et al. under contract).
An entire volume has been devoted solely to per-
sonality in nonhuman primates as well (Weiss
et al. 2011b). Acknowledging such differences
within species can help to guide animal welfare
decisions in captive settings and to inform
conservation efforts both in thewild and in captivity.
The study of animal personality can also enhance
understanding of differences in cognitive perfor-
mance in psychological research with nonhumans.
Studies of Personality in Nonhuman
Primates

References to unique dispositions of animal sub-
jects appear in the writing of researchers long
before the empirical study of temperament in non-
humans was deemed acceptable. For example,
Kinnaman spoke of individual temperaments in
his monkey subjects as far back as 1902. Better
known work is that of Ivan Pavlov, who explicitly
studied such topics as neuroses in his canine sub-
jects. Pavlov recognized that dogs exhibited
markedly distinct reactions to the same environ-
mental stimuli, with dogs showing extreme reac-
tivity being most likely to develop anxious and
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neurotic behaviors later, and more likely to forget
conditioned responses (Pavlov 1966). These
behavioral syndromes in dogs were likened to
the human concept of Type A personality, but
the concepts of passivity and extreme reactivity
may also relate to Eysenck’s notion of introver-
sion and extraversion. Pavlov was far ahead of his
time in linking broad classes of behaviors to phys-
iological components, for example, believing
traits to arise as a function of the animal’s nervous
system. Although not fully appreciated in its time,
today’s researchers have found great value in such
basic research. Temperament can now be used to
predict an animal’s performance in roles such as
service dogs, police dogs, animal demonstrators,
and so on. Furthermore, researchers can use infor-
mation about the genetic or physiological basis for
such traits to aid in selective breeding or conser-
vation programs. Enrichment items and even
pet-owners can be matched to individuals based
on their unique personalities. Thus, along with
providing a deeper theoretical understanding of
the evolution of personality in humans, the study
of nonhuman personality has many practical
applications.

The majority of the work on personality in
nonhumans has focused on nonhuman primates,
in particular, the closest living relatives to
humans – chimpanzees. Crawford (1938) devel-
oped the first behavior rating scale that provided
evidence of variable chimpanzee personalities.
Crawford forecasted later debates in the field by
voicing concern with the use of both rating scales
and observations of specific behaviors by trained
observers. These two techniques exemplify the
methods of rating versus coding that are often
used today in assessing nonhuman personality.
Although both techniques require expertise, only
the rating method requires the rater to be inti-
mately familiar with the subjects. Of course,
both methods rely on human observers and, thus,
are subject to anthropomorphism and lack of
objectivity.

Crawford’s early attempts to quantify individ-
ual differences in chimpanzees were followed by
Hebb’s 1949 project, “Temperament in Chimpan-
zees.” Hebb, like Crawford, was interested in the
consistency of behavior across time and contexts,
such as feeding, but relied primarily on observa-
tion, rather than rating scales. Hebb identified
broad categories of behaviors such as friendliness,
aggression, avoidance, and unresponsiveness.

Later projects followed in the tradition of cod-
ing behavior across contexts, such as group inter-
actions, exposure to infants, but added the use of
factor analytic techniques to reduce the observed
behaviors into factors. Chamove et al. (1972)
found that factors of hostility, fear, and sociality
emerged from such analyses. These factors
appeared roughly analogous to the human person-
ality factors of psychoticism, neuroticism-
stability, and extraversion-introversion. Factor
analysis was also applied to the rating scale
approach of Crawford, in Stevenson-Hinde’s
work with macaques (Stevenson-Hinde and
Hinde 2011). Hinde’s work suggested two impor-
tant factors; a confident to fearful dimension and
an active to slow dimension. Later versions of her
scale produced a third dimension of traits from
sociable to solitary. These dimensions also align
with the earlier work of Chamove et al. (1972).
More recent work from Suomi’s lab (e.g., Suomi
et al. 2011) has identified traits of fearfulness or
anxiety, impulsivity, and more relaxed traits,
which also appear somewhat analogous to a sub-
set of human specific traits. Suomi and colleagues
have extended the study of personality traits to
identify influences of rearing and genetics on per-
sonality. In addition to clarifying the development
of personality in nonhuman primates, such studies
are crucial to understanding human personality.
One reason for this is that experimental tech-
niques that are not possible with humans can
sometimes be applied to nonhumans. For exam-
ple, infant primates can be cross fostered, which
allows researchers to disentangle the influence of
genetics and rearing environment on later person-
ality development.

Conversely, data from humans can also inform
the study of nonhuman personality. Because the
study of human personality is farther along,
researchers can also extend findings from tech-
niques used only in humans, such as questionnaires,
to seek similar factors in nonhuman personality
structure. Although researchers have applied the
five-factor model (e.g., introversion/extraversion,
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conscientiousness, neuroticism, openness, agree-
ableness) to nonhuman primates, these studies
have failed to confirm the presence of the same
five factors and have also often indicated an addi-
tional factor. This sixth factor is sometimes identi-
fied as dominance, which appears to be extremely
important for describing variability in chimpanzee
behavior (King and Figueredo 1997). Since this key
publication, the study of animal personality has
virtually exploded and it is likely that the human
conception of nonhuman primate personality will
continue to evolve over the next several decades.
Freeman et al. (2013) also identified six factors to
describe chimpanzee personality, but their sixth
factor was tentatively labeled, “Methodical” and
awaits further data. This factor includes, in addition
to methodical itself, intelligence and self-caring.
Freeman et al. identified the challenges of both
“top-down” approaches that apply ideas about traits
previously identified in other species to the species
in question, with “bottom-up” approaches that
derive traits specifically for the species in question,
but may hinder comparisons to other species. Other
approaches, such as the circumplex model of
human personality, have not yet been applied to
nonhuman primates, but should prove to be a fruit-
ful approach (see Zeigler-Hill and Highfill in press).
A circumplex model might examine where individ-
uals fall along a continuum of complimentary traits
such as dominance/subordination and affiliation/
aggression.
Conclusion

Because this is a bourgeoning area of research, the
current state of knowledge should be viewed as
preliminary. Although there are some basic simi-
larities between the personality of humans and
other apes that cannot be attributed to anthropo-
centric biases (Weiss et al. 2012), Weiss
et al. (2011a) have also shown that a single gen-
eral factor of personality does not appear to be
shared between chimpanzees, orangutans, and
rhesus macaques, suggesting the need to study
each species separately. Some authors have also
argued for four, rather than five- or six-factor
solutions, and it is not yet clear how neatly the
factors derived from studies of nonhumans map
onto the traits validated in human samples. What
can be conclusively determined, however, is that
nonhuman primates show as much variability as
their human counterparts and can no longer be
considered machine-like counterparts to humans.
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▶Body Language
▶ Facial Expressions and Emotion
Nonverbal Display of Power
▶ Power Posing
Nonverbal Emotional
Expression
▶Emotional Expressiveness
Noradrenaline
Seiichiro Amemiya
Department of Neuroscience, University of
Minnesota, Minneapolis, MN, USA
Synonyms

Norepinephrine
Definition

Noradrenaline is an endogenous substance classi-
fied into catecholamine family.
Introduction

Noradrenaline is a catecholamine produced in the
body and brain and works as a neurotransmitter
and hormone. It has been revealed that noradren-
aline plays various roles in regulation of the body
and brain and dysfunction of noradrenaline is
related to multiple disorders.
Synthesis

Noradrenaline is synthesized from the amino acid
tyrosine through a series of enzymatic reactions
(Daubner et al. 2011). This biosynthetic cascade
begins with the hydroxylation of tyrosine into
L-dihydroxyphenylalanine (L-DOPA) by tyrosine
hydroxylases, followed by the decarboxylation of
L-DOPA to dopamine by dopa-decarboxylase.
Beta-hydroxylase catalyzes hydroxylation of
dopamine to noradrenaline.
Receptors

Noradrenaline acts via adrenergic receptors, which
are G protein-coupled receptor (Strosberg 1993).
Noradrenergic receptors are classified into two
main groups a and b. The a receptors are further
divided into two subtypes a1 and a2, and the b
receptors are divided into three subtypes b1, b2,
and b3. The a1 and b receptors have excitatory
effects on target tissues and neurons via different
intracellular signal transduction pathways. The a2
receptor mainly locates on presynaptic terminal
and cell body of noradrenergic neurons and causes
feedback inhibition to noradrenaline release.
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In the Peripheral Nervous System

In the peripheral nervous system, noradrenaline is
released from postganglionic sympathetic neu-
rons, which innervate the effector organs
(McCorry 2007). Noradrenaline is also released
as a stress hormone into blood vessels from the
adrenal medulla by the sympathetic activation
(McCorry 2007). The noradrenaline release trig-
gers homeostatic responses referred to as the
“fight or flight response,” such as dilating the
pupil and increasing heart rate, blood pressure,
glucose release, and perspiration (Ulrich-Lai and
Herman 2009; McCorry 2007).
In the Central Nervous System

In the central nervous system (CNS), noradrena-
line is released from noradrenergic neurons
located in the brain stem. The largest aggregate
of noradrenergic neurons is the locus coe-
ruleus and is known as the locus coeruleus-
noradrenergic system (Sara 2009; Berridge
2003). Noradrenergic neurons in the locus
coeruleus innervate majority of brain regions
including the cortex, hippocampus, amygdala,
hypothalamus, and brain stem and supply nor-
adrenaline throughout the central nervous system
(Berridge 2003; Sara 2009). The locus coeruleus-
noradrenergic system is involved in sleep-arousal
cycle, emotional responses, sensory information
processes, attention and memory, and executive
functions (Berridge 2003; Sara 2009). Another
major aggregate of noradrenergic neurons is
nucleus of the solitary tract, and these cells supply
noradrenaline to the amygdala and hypothalamus,
mediating emotional and hormonal responses
(Ferry et al. 1999).

Noradrenaline release in the brain depends on
arousal state, which is a brain state being sensitive
to environmental stimuli. Noradrenaline level
increases during awaking and decreases during
sleep and enhances and maintains arousal and
alertness (Berridge 2003). Within waking state,
noradrenaline release increases in response to
salient environment stimuli (Berridge 2003).
Especially in cognitive tasks, noradrenaline is
released in response to task-relevant stimuli to
guide performance of the cognitive tasks (Sara
2009). The noradrenaline response to relevant
stimuli controls attention to the important infor-
mation for executive control and adaptive behav-
iors and enhances memory about it.
Stress

Noradrenaline is remarkably released into the
brain under various stressful events, including
emotional stresses, and induces hormonal
defensive responses. Noradrenaline release is
driven by aversive and noxious stimuli/
environment (Berridge 2003) and activates
the hypothalamic-pituitary-adrenal axis, which
secretes corticotropin-releasing factor from the
hypothalamus and glucocorticoids from the adre-
nal grand (Ulrich-lai and Herman 2009). The
stress-induced noradrenaline, especially from the
locus coeruleus, increases the sympathetic tone
via projections to the spinal cord and autonomic
nuclei in the brain stem to control autonomic
functions and associated with fearful/anxiety
responses and behaviors (Ulrich-lai and Herman
2009). The stress-induced noradrenaline also
affects cognitive functions. For example, high
level of noradrenaline release in the prefrontal
cortex impairs executive functions, such as work-
ing memory and attentional control (Arnsten
2009), and, in contrast, enhances memory consol-
idation about the emotional events through affect-
ing the amygdala (Sara 2009).
Disorders

Noradrenaline plays a role in mood and anxiety
and malfunction of noradrenaline causes in psy-
chiatric (mental illness) symptoms. It is thought
that symptoms of panic disorder are caused by
hyperactivation of noradrenaline in the central
and/or the sympathetic nervous system (Sullivan
et al. 1999). Chronic hyper release of noradrena-
line is associated with generalized anxiety disor-
der (Sullivan et al. 1999). While stress-induced
noradrenaline enhances memory consolidation
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about fearful events, inappropriate expression of
the fearful memories is a cause of post-traumatic
stress disorder (PTSD) (Sara 2009). Low level of
noradrenaline also links to psychiatric disorders
such as depression (Moret and Briley 2011). Fur-
thermore, inappropriate release of noradrenaline
in the prefrontal cortex causes cognitive deficits in
psychiatric disorders including attention-deficit
hyperactivity disorder (ADHD) (Arnsten 2009).
Conclusion

Noradrenaline peripherally and centrally contrib-
utes to multiple functions including autonomic
and hormonal responses, stress responses, emo-
tional responses, and cognitive functions in
response to the environment. The regulation of
the body and brain by noradrenaline can influence
affect, behavior, and cognition.
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Synonyms

Mean-level change; Normative change; Typical
development
Definition

Normative personality development refers to the
stages of growth or maturation that the majority
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of people of a specific age are expected to
achieve (Meggit 2006) or generalizable trends
of trait expression across the lifespan (Caspi
et al. 2005).
Introduction

Personality is defined as individual differences
in the way one thinks, feels, and behaves.
These differences are viewed as characteristic
and enduring pattern cognitions and behavior,
presented by the individual (McCrae and Costa
2008), while there is some debate as to whether
these patterns are stable over time, described
as traits, or whether external, environmental
factors, or states, irrevocably change personal-
ity expression. Indeed changes in personality
expression may result from intrinsic factors,
such as maturation and motivation, or external,
environmental factors, such as social pressure
to find and follow a specific role.

Normative personality development is the
generalizable trends in trait expression across the
lifespan. The development of personality traits
result from physical, environmental, and psycho-
social changes, which occur at predictable age
periods, and are referred to as normative change,
or mean-level change. Several theories describe
both intrinsic and extrinsic factors that create
change; however, few have been supported by
empirical evidence.
Normative Development

Normative personality development is the rela-
tively stable and predictable change in personali-
ty traits over the lifespan. The development of
a person’s personality occurs throughout the
lifespan. While much of the research in this field
focuses on the development of personality from
early childhood through young adulthood, it is
widely recognized that the developmental process
continues through old age. Several theories seek
to describe, explain, and predict these normative
changes.
Two Personality Models

Erikson’s Psychoanalytic Theory of
Psychosocial Development
Erikson (1950, 1963) put forth a theory of devel-
opment that breaks down an individual’s whole
lifespan into eight stages, each of which includes
a psychosocial crisis. How the individual ex-
periences and resolves the crisis, according to
Erikson, would create a positive or negative out-
come for personality development.

Erikson, unlike his predecessor Freud, empha-
sized the role of culture and society in the devel-
opment of personality. According to Erikson,
inner conflict, as described by Freud as between
the id and superego, actually takes place solely
within the ego. Indeed, the ego develops as it
successfully resolves the conflict between an indi-
vidual’s desires and the desires of the society in
which they live. Successful navigation of this
process allows an individual to develop trust in
others, develop a sense of autonomy and identity,
and determine how one will live out the rest of
one’s life.

Erikson’s theory is based on the epigenetic prin-
ciple, or that personality develops in a specific
predetermined order that builds on earlier develop-
ment. This “maturation timetable” describes the
acquisition and integration of life skills and abilities
that presumably creates an autonomous individual
who is a functioning member of society.

Research has demonstrated that resolution
(or lack thereof) of these stages at an early age
have significant impact on the individual in adult-
hood. For example, those who struggle creating
secure attachment in infancy show later difficul-
ties in romantic relationships (Pittman et al. 2011).
Five-Factor Theory of Personality

The Five-Factor Theory of Personality (McCrae
and Costa 1987) is comprised of five broad cate-
gories of traits that are biologically based. The
five traits represented in the big five were discov-
ered through statistical factorial analysis. In
other words, it is one of the relatively few,



Normative Personality Development 3263

N

empirically based personality theories. Each of
the dimensions of personality is viewed as a con-
tinuum with extreme endpoints. For example,
Extroversion represents one end of the spectrum,
with Introversion anchoring the other end. Each
individual would find their level of Extroversion
on that continuum. The five traits include Extra-
version, Agreeableness, Openness to new experi-
ence, Neuroticism, and Conscientiousness.

Much research on normative personality devel-
opment has utilized the Five-Factor model to test
for stable and predictable personality change
across the lifespan.

Soto (2015), researching normative personali-
ty development of adolescents, found that curvi-
linear, U-shaped age trends for Agreeableness,
Conscientiousness, and Openness, such that as
adolescents age, they first demonstrate declining
levels for these traits, but then it rebounds and
increases in levels. Additionally, Soto discovered
higher levels of Conscientiousness and Agree-
ableness among girls than boys, as well as higher
levels of Neuroticism, with girls scoring higher
than boys by mid-adolescence.

Milojev and Sibley (2017) reported that Extra-
version decreased as people aged, with the most
pronounced declines occurring in young adult-
hood, and then again in old age. Agreeableness
decreased in young adulthood and remained rela-
tively unchanged thereafter. Conscientiousness
increased among young adults remained stable
over their lifespan. Neuroticism and Openness
to experience decreased as people aged.

As Durbin and Hicks (2014) reported, Agree-
ableness increased in young adulthood from ages
22–30 through middle age. Conscientiousness
increased steadily throughout adulthood from
ages 22–70, while Neuroticism decreased steadily
until about age 40 and was stable thereafter. Open-
ness to experience increased in adolescence and
young adulthood and decreased in old age.
Causes for Personality Change

There are many explanations for why individ-
ual personalities develop at a normative pace.
A number of longitudinal studies produced results
that allowed the creation of a number of
principles of normative personality development.
Two concepts, outlined by Caspi et al. (2005) help
shed light on current theories for personality
development.

The Maturity Principle. The Maturity Princi-
ple refers to the idea that specific personality traits
will typically trend in a certain direction as one
ages. Maturity can be described as the process
in which an individual becomes a functioning,
productive member of society. When an individ-
ual expresses a need in society, the manner in
which they express that (through personality) is
either rewarded or punished. As individuals learn
how to interact with the environment to meet their
needs, they learn more successful strategies to
meet those needs. This is viewed as maturation.
An individual achieves this maturity through
planning, decisiveness, deliberation, consider-
ation, and charity. These characteristics are corre-
lated to the Big Five Personality Traits of
Emotional Stability (Neuroticism, Conscientious-
ness, and Agreeableness) and have been found to
increase with age.

The Cumulative Continuity Principle. Per-
sonality traits tend to stabilize as we age. Factors,
such as genetic “set-points” the individual’s
environment, commitment to identity, and posi-
tive feedback, contribute to normative personal-
ity development. An individual may end up, seek
out, or create an environment that corresponds
with their personality. This niche building, pro-
motes continuity of personality by eliminating
competing environments that may elicit person-
ality change. As the individual ages, they
begin to develop and commit to an identity.
Stronger identities filter life experiences, and
the selection of future life experiences, which
create a personality reinforcement feedback
loop. The individual selects the environment
that is most likely to reinforce his or her person-
ality trait expression. Additionally, the individ-
ual’s identity becomes known to others in the
community in the form of a reputation. Thus,
an individual may “act in to” the reputation he
or she is known for.
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Conclusion

Normative personality development is the predict-
able and relatively stable stages of growth or
maturation that the majority of people of a specific
age are expected to achieve. Several theories
explain what stages or environmental presses are
likely to cause personality change in an individ-
ual, as well as what successful navigation of these
crises should look like in personality expression.
Cross-References
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Nosology
▶ International Classification of Diseases 11th
Edition (ICD-11)
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Not Guilty by Reason of
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▶M’Naghten Rule
Novel
▶Creativity
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Synonyms

Novelty seeking or sensation seeking
Definition

Novelty seeking (or sensation seeking) is a
personality trait that refers to a tendency to
pursue new experiences with intense emotional
sensations. It is a multifaceted behavioral con-
struct that includes thrill seeking, novelty
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preference, risk taking, harm avoidance, and
reward dependence.
N

Introduction

The novelty-seeking trait is considered a heritable
tendency of individuals to take risks for the pur-
pose of achieving stimulation and seeking new
environments and situations that make their expe-
riences more intense. This trait has been associ-
ated with the level of motive and excitement in
response to novelty. Persons with high levels of
novelty seeking have been described as more
impulsive and disorderly than low novelty seekers
and have a higher propensity to get involved in
risky activities, such as starting to misuse drugs,
engaging in risky sexual activities, and suffering
accidental injuries. Novelty seeking has been
linked to basal dopaminergic activity, and it is
one of the individual factors that predict a person’s
vulnerability to develop pathological gambling, as
well as substance use and eating disorders (Black
et al. 2015; Norbury and Husain 2015). Hence,
this trait is considered an endophenotype, since it
is a phenotype with a genetic connection which
may exert an effect on an individual’s susceptibil-
ity to develop some behavioral disorders.
History

The sensation-seeking term was defined in 1964
by Zuckerman, who developed the “Sensation
Seeking Scale,” which contained four dimensions
interrelated into a multidimensional measure:
thrill and adventure seeking, new experience
seeking, boredom susceptibility, and disinhibi-
tion. Subsequently, the scale was validated and
replicated, and it is one of the most common
psychological instruments for measuring novelty
seeking. Later, Cloninger and co-workers
extended the work of Zuckerman and postulated
a tridimensional model of temperament: novelty
seeking, harm avoidance, and reward depen-
dence, developing “Cloninger’s Tridimensional
Personality Questionnaire” (TPQ). Cloninger
et al. (1994) proposed excitability surrounding
novel experiences (exploratory excitability) and
impulsive decision making (impulsiveness) to
parse the novelty-seeking construct. Both authors
correlated the scales of their structural models for
personality and defined novelty or sensation seek-
ing as a fundamental dimension of temperament
(Zuckerman and Cloninger 1996).
Evaluation

The novelty-seeking trait is measured by means
of scales and questionnaires in humans and
behavioral tests in animals, since it can be evalu-
ated with similar behavioral patterns in both
animals and humans. The most common tests
used to measure novelty seeking in humans are
(1) “Zuckerman Sensation Seeking Scale,” with
four subscales (thrill and adventure seeking, dis-
inhibition, experience seeking, and boredom sus-
ceptibility); (2) “Tridimensional Personality
Questionnaire,” with novelty-seeking, harm
avoidance, and reward-dependence subscales;
and (3) “Temperament and Character Inventory,”
with seven subscales (novelty seeking, harm
avoidance, reward dependence, persistence, self-
directedness, cooperativeness, and self-
transcendence) (Wingo et al. 2015).

Numerous animal models have been devel-
oped for studying this phenotype. Rodents also
show an innate preference for novelty, which is
conditioned by the interaction of factors such as
level of activity, motivation to explore, and fear/
anxiety. Novelty/sensation seeking in rodents
has been defined as the enhanced specific explo-
ration of novel situations, unknown objects, or
stimuli. Two different approaches are employed
to model the novelty/sensation-seeking trait: pro-
cedures that measure animals’motor reactivity to
a new “inescapable/forced” environment and
procedures that evaluate animals’ “free-choice”
preference for novel objects or environments. In
the first procedure, animals are confined to a
determinate place, and its novelty-induced loco-
motor reactivity is assessed, while in the second
procedure, they can freely choose between the
novel and familiar environment/object (Arenas
et al. 2016).
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Sex Differences in Novelty Seeking

In general, men tend to show higher novelty-
seeking levels than women, and this difference
has been reported across populations, and it has
remained stable across the years. However, sex
differences have diminished in some novelty-
seeking behaviors, such as thrill and adventure
seeking, while they have persisted in others, like
disinhibition and boredom susceptibility. There-
fore, men’s propensity to report higher novelty-
seeking behaviors than women seems to remain
the same, whereas the sex differences in the
behavioral manifestations do not. This fact could
reflect an interaction between genetically
influenced predispositions and changes in social
norms (Cross et al. 2013).
Novelty Seeking and Adolescence

Adolescent subjects present higher level of nov-
elty seeking in comparison with adults. Adoles-
cence is a critical developmental period associated
with risk-taking behavior due to its hyper-
responsiveness to rewards and its lack of the
capacity for self-restraint and emotional regula-
tion (Braams et al. 2015). The characteristic
behaviors of adolescents, such as impulsivity,
emotional liability, increased risk taking, and
enhanced novelty seeking, seem to be related to
changes in functions of dopaminergic activity and
the lack of prefrontal cortical maturation. Thus,
this predisposition of adolescents to impulsive
and novelty-seeking behaviors is related with an
imbalance between the mesolimbic pathway
reward and prefrontal areas of inhibitory control
(Ernst et al. 2009).
Neurobiological Substrates

The novelty/sensation-seeking trait seems to be
associated with differences in striatal dopamine
function; specifically, animal higher novelty
seekers may have higher endogenous striatal
dopamine levels, stronger dopaminergic
responses to reward cues, and lower availability
of D2-type (D2/D3/D4) dopamine receptors in the
striatum. Thus, a combination of high dopaminer-
gic tone and a lower density of D2-type receptors
in the striatum are potential contributors to the
higher novelty/sensation-seeking endophenotype,
as reflected by an increased tendency to exhibit
approach reactions toward novel stimuli which,
on the contrary, elicit aversive reactions in others
(Norbury and Husain 2015).
Novelty Seeking and Drug Abuse

There is strong evidence that high novelty seekers
exhibit an increased risk of drug abuse in compar-
ison with low novelty seekers. This endophenotype
may explain the development to addiction among
some individuals exposed to drugs of abuse,mainly
during adolescence (Bidwell et al. 2015). Studies
have demonstrated that the novelty-seeking trait is
associated with sensitivity to the rewarding effects
of drugs of abuse, as well as with drug craving and
a relapse to drug consumption.
Conclusion

Novelty or sensation seeking is considered a
major personality dimension for its important bio-
logical basis and its high heritability (Zuckerman
and Cloninger 1996). This endophenotype desig-
nates individual differences in motivation for nov-
elty and has been associated with impulsivity and
risk-taking behaviors. It has also been identified as
a personality trait that predicts an individual’s
vulnerability to develop a drug use disorder.
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Definition

In formal hypothesis testing, the null hypothesis
(H0) is the hypothesis assumed to be true in the
population and which gives rise to the sampling
distribution of the test statistic in question (Hays
1994). The critical feature of the null hypothesis
across hypothesis testing frameworks is that it is
stated with enough precision that it can be tested.
Introduction

A hypothesis is a statement or explanation about
the nature or causes of some phenomena of inter-
est. In the process of scientific study, we can
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distinguish two forms of hypotheses. A research
hypothesis poses the question of interest, and if
well stated, will include the variables under study
and the expected relationship between them.
A statistical hypothesis translates the research
hypothesis into a mathematically precise, statisti-
cally testable statement concerning the assumed
value of a parameter of interest in the population.
The null hypothesis is an example of a statistical
hypothesis.

In order to test these hypotheses, the researcher
designs a study, measures the variables of interest,
and calculates a statistic, such as a mean differ-
ence, or a correlation, which acts as a sample
estimate of the population parameter defined by
our statistical hypothesis. The researcher will then
seek to make some inferences about the popula-
tion, from the evidence (data) they have collected
in their sample.
An Example

Suppose a researcher was interested in levels of
conscientiousness in university students. They
have a research hypothesis that males and females
differ in their level of conscientiousness. The
researcher randomly samples 50 male and
50 female first year university students. They ask
each student to answer a self-report conscientious-
ness questionnaire and calculate a score for each
individual. They then take the average, arithmetic
mean, value for males and females. The researcher
finds males have a mean of 15 and a standard
deviation of 4, whereas the females have a mean
of 17 and a standard deviation of 4. From these
values, the research can calculate a test statistic for
the difference in means, a t-statistic. Here, the
value is t = 2.5.
The Null Hypothesis, Populations,
Samples, and Sampling Distributions

In order to move from this single value of a test
statistic, to drawing inferences about the popula-
tion, a formal hypothesis testing framework is
required that allows an evaluation of a sample
statistic with reference to a corresponding popu-
lation parameter. Here, the null hypothesis plays a
central role in that it states a specific value for the
population parameter. As the true value of the
population parameter is rarely, if ever, known,
the specific value specified in the null hypothesis
can only be assumed to be true. For the mean
difference example presented here, the researcher
assumes that the mean difference in the popula-
tion is 0 (t = 0). Put differently, this null hypoth-
esis assumes the mean scores for males and
females are equal. This leads to a formal statement
of the null hypothesis as:

H0 : Xmale ¼ Xfemale

Where Xmale is the sample mean for males, and
Xfemale is the sample mean for females.

Though the null provides a specific statement
as to the value of the parameter of interest in the
population, it is actually quite unlikely that any
population value will exactly equal that set in the
null hypothesis. Further, the value of the statistic
calculated on any sample drawn from the popula-
tion may vary from the population value due to
chance factors (error). In order for us to be able to
use our null hypothesis to make better statistical
inferences, we need to capture this variation. To
do so, we build sampling distributions for our test
statistics.

A sampling distribution assigns probabilities to
all possible values a test statistic may take in a
sample. Probabilities are assigned based on the
notion that if the null hypothesis is true, as we
draw samples of a fixed size, any variation we
observe should be due to random (error) variation.
In the long run, this random variation should mean
we are likely to see more values close to the
population value and fewer values which fall a
long way from the population value.

Figure 1 shows the theoretical sampling distri-
bution for tests of mean difference, the t-distribu-
tion, under the null hypothesis that the means are
equal across two groups, as is the case in the
conscientiousness example. The area under the
curve provides the probability for a given section
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of the distribution. As can be seen in Fig. 1, the
mass of this distribution centers on zero
(no difference, the null), and as the t-values
(x-axis) become larger in either a positive or neg-
ative direction, they are seen less frequently.

From this distribution the p-values for a given
value of the test statistic can be determined. The
grey vertical line in Fig. 1 indicates a t-value of 2.5
from our example. This has an associated p-value
of 0.0141 (4 d.p.). What this value specifies is the
probability of observing a value at or more
extreme than that observed, if the null hypothesis
is true. In Fig. 1, the “at of more extreme” is
demonstrated by the shaded area. The p-value is
the cumulative probability or all values to the right
of the line, or the area of the shaded region. This
interpretation of the p-value is important as it
further demonstrates that the evaluation of the
findings is based on the assumption that the null
hypothesis is true.
Specifying the Null Hypothesis

In a large majority of statistical tests applied in
personality and individual difference research, the
null hypothesis specifies no effect. As is conven-
tional, in the mean difference example presented
above, the null was assumed to be zero or no
difference between the groups. Similarly, for test-
ing correlation coefficients the null is often speci-
fied such that there is no association. However, it is
interesting to note that the etymology of the term
“null hypothesis” is not what many assume. Null
here does not refer to zero effect but was intended
to refer to the process of nullifying, or falsifying, a
hypothesis (Szucs and Ioannidis preprint).

There is no reason why our null hypothesis
needs to specify population values to be zero.
Our null hypothesis could be that a given statistic
takes on any other specific value of our choosing;
it is the specificity which is important. The selec-
tion of the null hypothesis should be theory
driven. However, in practice, often theories are
not specified with enough precision that it is pos-
sible to do so, and as a result, researchers often fall
back on the “default” null hypothesis of no effect.
Hypothesis Testing and Making
Inferences About the Null

Ultimately, the purpose of specification of the null
hypothesis and associated sampling distributions
is in hypothesis testing. In short, hypothesis test-
ing frameworks provide rules by which we can
evaluate the probabilities of the sample statistics
calculated in research studies and as such allow
researchers to draw inferences concerning the null
hypothesis.

There are a variety of frameworks used for
hypothesis testing. The current dominate frame-
work, null hypothesis significance testing
(NHST), represents an amalgam of two
approaches developed in the early part of the
twentieth century by Fisher (1925) and Neyman-
Pearson (Neyman and Pearson 1933). Although
these approaches differ in a number of ways, both
have a central place for the null hypothesis as the
hypothesis which is actually tested and in relation
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to which subsequent evaluations of results are
made (See ▶ “Hypothesis Testing”).

There is currently much debate in the meth-
odological literature as to whether NHST is a
useful hypothesis testing framework (For critical
discussions see Gigerenzer 2004; Szucs and
Ioannidis preprint). However, even in competing
hypothesis testing frameworks, specifically
Bayesian and likelihood-based approaches, the
null hypothesis remains a key concept. In both
approaches, hypothesis testing is based on a
comparison of multiple specifically stated
models (or hypotheses), of which the null is one.
Conclusions

The null hypothesis is an important concept in the
application of statistical procedures in scientific
study. It has a central role in hypothesis testing,
not only in NHST but also in other frameworks for
making statistical inferences, in providing the ref-
erence to which our sample data can be compared.
The null is specific, mathematically formulated,
and theory driven. It is critical to statistical infer-
ence and hypothesis testing across multiple frame-
works (see “▶Hypothesis Testing”).
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