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Preface

To date, seven volumes have been both published and well received by the scientific

community, the very first volume 11 years ago in 2004. Since that time we have

seen the continued growth of fluorescence techniques, as well as recognition for

two fluorescence-based Nobel Prizes, namely, “GFP” (Nobel Prize in Chemistry

in 2008) and, more recently, “Super Resolution Microscopy” (Nobel Prize in

Chemistry in 2014).

In this 2015 volume we are pleased again with the broad and timely fluorescence

content. We subsequently thank the authors for their very timely and exciting

contributions again this year. We hope you all will find this volume as useful as

past volumes.

In closing, I would like to thank both Tanja Koppejan and Meran Owen at

Springer for their help is compiling this volume.

Baltimore, MD, USA Chris D. Geddes Ph.D., F.R.S.C.

July 27, 2015
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Chapter 1

Studying ProteinMisfolding and Aggregation
by Fluorescence Spectroscopy

Mily Bhattacharya and Samrat Mukhopadhyay

Abstract Protein misfolding leading to aggregation and amyloid fibril formation

has been implicated in a variety of neurodegenerative disorders. Under suitably

designed in vitro conditions, intermolecular contacts between polypeptide chains

mediated by various non-covalent interactions result in the formation of oligomeric

species that are eventually sequestered into β-sheet-rich amyloid fibrils. Owing to

the inherent heterogeneity and complexity of protein aggregation processes, detec-

tion and structural characterization of the early, transiently-populated cytotoxic

oligomeric intermediates during the amyloid fibrillation cascade still poses a

formidable challenge. Fluorescence spectroscopy is an extremely sensitive

multiparametric technique that provides simultaneous information about the con-

formational- and size changes for both early oligomeric species as well as for the

large-sized aggregates. In this review, we emphasize recent and selected examples

on the application of various fluorescence spectroscopic techniques in the study of

protein aggregation. Additionally, we also summarize the recent results on protein

aggregation studies using fluorescence spectroscopy from our laboratory.

Keywords Fluorescence spectroscopy • Protein misfolding • Protein aggregation •

Amyloid fibrils • Oligomers • Single-molecule fluorescence

1.1 A Brief Introduction to Protein Misfolding
and Aggregation

According to the energy landscape theory, an unfolded polypeptide chain folds into

its native state by sampling through an ensemble of conformations as described by

the protein folding funnel [1]. During the folding process, interplay of a variety of

non-covalent interactions such as hydrogen bonding, hydrophobic interactions,
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electrostatic interactions play key roles in the formation of a correctly folded native

structure. However, it has been conjectured that the protein energy landscape is

significantly complex accompanied by a “dramatic increase” in its ruggedness due

to the localization of the protein in a crowded cellular milieu [2]. Consequently, at

higher protein concentrations in the cells, this confinement results in frequent

collisions between the polypeptide chains initiating both intra- and intermolecular

contacts. Under suitable conditions, when intermolecular interactions predominate

over the intramolecular interactions responsible for correct folding, aberrant protein

folding occurs that lead to the misfolding and aggregation. Protein aggregation that

results in the formation of amyloid fibrils has been implicated in a variety of

neurodegenerative disorders (Alzheimer’s, Parkinson’s, Huntington’s and prion

diseases), localized and systemic amyloidoses (type II diabetes and dialysis-related,

respectively) [3]. The primary agent in protein aggregation and amyloid assembly is

identified to be a partially destabilized conformer of a natively folded or a partially

stabilized conformer of a natively unfolded protein that accumulates, undergoes

conformational changes and ultimately results in the formation of ordered (amy-

loid) aggregates or self-associate non-specifically to form disordered (amorphous)

aggregates depending on the solution conditions namely, pH, ionic strength, tem-

perature etc. [4–6]. The fact that every protein can form aggregates without having

a predisposition towards amyloid assembly indicates that the protein aggregation is

a generic phenomenon and is likely to be independent of the native structure

[7, 8]. However, it has been documented that the amino acid sequence and envi-

ronmental conditions have a significant impact on the fibrillation kinetics, fibril

morphology and architecture along with the fibril stability [9].

It is now recognized that tailoring the solution conditions conducive to protein

aggregation in vitro results in the accumulation of a multitude of non-native

conformers that serve as precursors to amorphous aggregates and amyloid fibrils.

Detection and structural characterization of these non-native oligomeric species in

a heterogeneous and complex mixture along with the elucidation of a molecular

mechanism, especially during the early stages of protein aggregation still proves to

be a formidable task. A number of experimental approaches have been used to

detect and characterize the early intermediates since the oligomers have been

suggested to be more cytotoxic than the fibrils [10, 11] but an in-depth comprehen-

sion of the initial structural details and protein aggregation mechanisms at the

molecular level still remain elusive. In this review, we discuss various fluorescence

spectroscopic techniques that are utilized to study protein aggregation. Addition-

ally, our efforts directed towards investigation and elucidation of aggregation

mechanisms in a few model proteins such as, lysozyme, serum albumins and casein

using fluorescence spectroscopy will also be described.

2 M. Bhattacharya and S. Mukhopadhyay



1.2 Experimental Techniques to Study Protein
Aggregation

Various biophysical techniques that are used to investigate protein aggregation

have indicated that the fibril formation is a stochastic process preceded by the

generation of transient species possessing heterogeneous conformations. These

transient species, that are eventually sequestered into β-sheet-rich amyloids, have

been characterized as oligomeric intermediates that share structural similarities

with the amyloid fibrils but are shown to possess higher cytotoxicity than the fibril

themselves [10, 11]. Therefore, there is a pressing need to detect and characterize

these oligomers that undergo conformational changes and size growth enroute to

amyloid fibrillation (Fig. 1.1). Here, we describe several in vitro spectroscopic

techniques very briefly that are either used in isolation or more routinely, in

combination with other techniques. Solid-state nuclear magnetic resonance

(NMR) [12, 13] and H/D-exchange NMR experiments [14] are extensively used

to investigate the structural details of the amyloid fibrils both at the residue-specific

as well as at the core levels. Dynamic light scattering (DLS) allows the estimation

of the size (hydrodynamic radius) of a protein (and/or protein complexes) [15]. Cir-

cular dichroism (CD) is another essential spectroscopic technique that is routinely

used to analyze the secondary structural elements in protein monomers and aggre-

gates. As amyloid fibrils are composed of a cross-β sheet-rich structure, CD is

commonly utilized to monitor the conformational change from any native confor-

mation (α, αþ β etc.) to a predominantly β-sheet amyloid at 215–218 nm. Recently,

an extension of CD namely, vibrational circular dichroism (VCD) has been shown

to be extremely sensitive towards the detection of amyloid fibrils whereby the

inherent chirality of the supramolecular amyloid fibrils is characterized

[16, 17]. Another prevalent technique in structural amyloid biology is the X-ray

diffraction method [18, 19] that reveals the cross-β structure of amyloids whereby

the β-sheets are oriented parallel to the fiber axis but the constituent β-strands are
oriented perpendicular to the axis. The X-ray diffraction pattern of amyloid fibrils

exhibit two distinct intense reflections, namely, 4.7–4.8 Å meridional and 10 Å
equatorial which denote the spacing between the adjacent β-strands and the “face-

to-face separation” between the β-sheets, respectively. The X-ray diffraction tech-

nique serves as a direct and definitive proof of amyloid fibrils. Additionally,

electrospray ionization mass spectrometry (ESI-MS) has been shown to success-

fully detect various stages of fibril formation whereby the temporarily-formed

oligomeric species can be directly observed [20, 21]. Transmission electron micros-

copy (TEM) and Atomic force microscopy (AFM) are imaging techniques that are

used to shed light into the morphologies of the protein aggregates and fibrils on the

nanometer length-scale [22, 23]. TEM gives information about the sample surface

in two-dimensions and involves staining of the sample to enhance the signal

whereas AFM does not require any extraneous markers and provides a three-

dimensional nanoscale morphology of aggregates and fibrils.

1 Studying Protein Misfolding and Aggregation by Fluorescence Spectroscopy 3



1.3 Fluorescence Spectroscopy and Protein Aggregation

Fluorescence spectroscopy has proved to be a powerful methodology to extract

information about the structural and mechanistic characterization of protein aggre-

gates and amyloid fibrils. The uniqueness of fluorescence spectroscopy lies in the

fact that in addition to extreme sensitivity, the protein conformational changes

occurring concurrently with size changes can be observed which is very important

for monitoring the structural variations occurring during early misfolding and

assembly events as well as during the later stages of aggregation (Table 1.1 and

Fig. 1.2). Probing the conformational changes in the early oligomeric precursors is

particularly useful and important since the fluorescence lifetime of the probes is in

the nanosecond timescale which is much faster than the timescales of most confor-

mational changes and interconversions. Information gathered through these obser-

vations aid in gaining insights into the complex mechanistic pathway of amyloid

formation. Moreover, site-specific fluorophore labeling strategies allow one to

selectively label a protein of interest (at ε–amino group of lysine or thiol group of

cysteine; details are discussed later) covalently with a desired fluorescent probe to

perform the aggregation studies either in the wild-type protein or in its mutants. The

following sections describe the utilization of several oligomer- and amyloid-

sensitive fluorescent probes followed by various fluorescence spectroscopic tech-

niques that have exhibited their potential in the systematic investigation of protein

aggregation.

1.4 Fluorescence Techniques to Study Protein Oligomers
and Amyloids During Protein Aggregation

The advantage of fluorescence spectroscopy also lies in the fact that it is a

multiparametric technique. This means that alterations in various parameters

e.g. fluorescence intensity, fluorescence anisotropy, spectral shifts, lifetimes etc.

of fluorophore(s) can be successfully utilized as distinct structural determinants of

the monomeric, oligomeric and large-sized aggregated species of a protein under

investigation. These possibilities enable one to monitor a number of different

observables from the same reaction mixture populated by an ensemble of

Fig. 1.1 A schematic of protein aggregation process leading amyloid fibrils
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structurally diverse molecular species. Such multiparametric data collection offers

an unambiguous way to monitor the molecular events in protein aggregation that is

commonly endowed with high variability. It is important to mention here that the

measurements of fluorescence properties can be carried out either in the steady state

or in the time-resolved format. The fluorescence intensity, emission maxima,

spectral shifts and fluorescence anisotropy of intrinsic/extrinsic fluorophores can

be observed and analyzed conveniently using steady-state fluorescence spectros-

copy. In the time-resolved format, it is possible to monitor distributions and sub-

populations of molecular species that are on the pathway to amyloid. Additionally,

the time-resolved measurements are independent of concentrations of the

fluorophores. The time-resolved fluorescence spectroscopy measurements are par-

ticularly useful in anisotropy, fluorescence resonance energy transfer (FRET) and

quenching experiments. In the following paragraphs, we will discuss briefly about

the various fluorescence observables and the usefulness of such parameters in

extracting the molecular details during amyloid aggregation. As per the scope of

the review, we have restricted to recent results available in the literature with an

Table 1.1 Readouts of fluorescence measurements

Fluorescence readouts Observed phenomena

Fluorescence spectrum Conformational changes

Fluorescence intensity, lifetime and

quenching

Conformational changes

Fluorescence anisotropy Size change (also local flexibility and/or

microviscosity changes)

FRET Conformational changes and distributions

Fluorescence autocorrelation Size changes & distributions and conformational

dynamics

ANS fluorescence Hydrophobic pockets

Thioflavin-T fluorescence Amyloid formation

Pyrene vibronic band (I3/I1) Local dielectric constants at binding pockets

Pyrene excimer Conformational changes and association

Thioflavin-T fluorescence:
Amyloid indicator

Monomer: fast rotation
(low polarization)

Aggregates: slow rotation
(high polarization)

Fluorescence anisotropy: Size reporter

Steady-state fluorescence anisotropy:
rss = r� / (� + t / f)
r� : intrinsic anisotropy; t : fluorescence 
lifetime; f : rotational correlation time

Fluorescence intensity:
Conformational reporter

Fluorescence intensities
and spectra of intrinsic
tryptophan and extrinsic
fluorophores (non-
covalently bound or
covalently-attached) is
highly sensitive to protein
conformation.

Probes intercalated
in cross-b structure
of amyloid

Fig. 1.2 A schematic showing different fluorescence reporters that are relevant in protein

aggregation and amyloid fibril formation

1 Studying Protein Misfolding and Aggregation by Fluorescence Spectroscopy 5



emphasis on detection of early oligomeric intermediates that are known to be more

cytotoxic than the matured fibrils.

1.4.1 Fluorescence Intensity, Spectrum and Lifetime

The fluorescence intensity and lifetime are related to the fluorescence quantum

yield and are sensitive to microenvironments [24]. This implies that any change in

the protein conformation that affects the surroundings of the intrinsic and/or

extrinsic fluorophores, that are sensitive to environmental changes, will be reflected

as a change in the fluorescence intensity. Moreover, a shift in the fluorophore

emission spectrum is observed depending on whether the fluorophore(s) are

exposed or buried due to the protein conformational changes.

1.4.1.1 Intrinsic Fluorophores

Changes in the steady state fluorescence intensity of intrinsic fluorophores such as

tryptophan and tyrosine have been commonly used as structural markers in the

protein aggregation studies to observe the conformational changes [25–31]. It has

been observed that usually, the tryptophan fluorescence intensity increases as the

aggregation proceeds forward with a concomitant blue-shift in the emission max-

imum. Such observations suggest that the average environment around the trypto-

phan residue(s) progressively becomes non-polar as a function of aggregation. In

few cases, a decrease in tryptophan fluorescence intensity has been reported during

aggregation suggesting quenching of tryptophan(s) by proximal histidines, phenyl-

alanines, disulfide bonds etc upon protein association [31]. Tyrosine is generally

used as an aggregation marker in those cases where the protein is devoid of any

tryptophan residue. Though the quantum yield of tyrosine is much lower than that

of tryptophan, the absence of tryptophan residues limits any possibility of energy

transfer from tyrosine to tryptophan and hence, the fluorescence emission of

tyrosine is not quenched. Like tryptophan, the fluorescence intensity of tyrosine is

dependent on the polarity of its surroundings but its emission maximum at ~305 nm

remains unchanged unless there is a change in pH. An increase in pH results in the

formation of tyrosinate ion and a red-shifted emission at ~340 nm. Quenching of the

tyrosine fluorescence intensity occurs upon exposure to solvent or due to the

presence of aspartic and/or glutamic acid carboxylate side chains in its vicinity

[28]. In addition to fluorescence emission from intrinsic tryptophan and tyrosine, an

intrinsic blue fluorescence emanating from protein aggregates and fibrils has been

observed [32, 33]. As protein aggregates and β-sheet-rich amyloid fibrils comprise

of extensive backbone hydrogen bonding networks (>C¼O---H-N), it has been

suggested that electron delocalization along the peptide backbone due to the

presence of these intra- and intermolecular hydrogen bonds give rise to such

fluorescence emission and the aromatic side chains do not play any role in the

6 M. Bhattacharya and S. Mukhopadhyay



observed blue fluorescence. It was also shown that the fluorescence emission

depends largely on the “retention” of water molecules under ambient

conditions [33].

1.4.1.2 Extrinsic Fluorophores

A large number of extrinsic fluorophores (either non-covalently bound or cova-

lently attached to proteins) have been used to investigate protein aggregation and

amyloid formation (Figs. 1.2 and 1.3) [34]. Generally, thioflavin-T (ThT; amyloid-

specific dye) fluorescence assay is routinely used to determine the formation of

cross-β-rich amyloid fibrils whereby an increase in the fluorescence intensity of

ThT at ~480 nm is observed [35, 36]. It has been reported in a few studies that ThT

binding assay is unresponsive to prefibrillar species and the fluorescence enhance-

ment is solely due to the binding of ThT to mature fibrils [37]. Also, ThT binding

assay is carried out at neutral or slightly higher pH wherein a few protein amyloids

formed at low pH have been reported to dissociate thus, limiting the efficiency of

fibril detection [38]. Nile red has been reported as a better amyloid reporter

compared to ThT, especially, if the aggregation studies are carried out under acidic

conditions [39]. Unbound Nile red emission band exhibits a blue shift with a

concomitant increase in the fluorescence intensity upon binding to amyloid fibrils.

However, like ThT, Nile red is also more sensitive towards amyloid fibrils com-

pared to the oligomeric species. Therefore, attempts have been made to synthesize

new fluorophores to detect the oligomeric species formed at initial stages. DCVJ

(4-(dicyanovinyl)-julolidine) [37] and a pentameric oligothiophene derivative

(4´,3´´´-bis(carboxymethyl) [2,2´;5´,2´´;5´´,2´´´;5´´´,2´´´´] quinquethiophene-

5,5´´´´-dicarboxylic acid; p-FTAA) [40] have been shown to successfully detect

and bind efficiently to oligomeric, prefibrillar intermediates even under low pH

conditions (Fig. 1.3) [41]. DCVJ is a molecular rotor and an “intrinsically

quenched” fluorophore wherein the fluorescence from the julolidine group is

quenched by the freely rotating dicyano functionality in solution [37]. When it

binds to prefibrillar oligomeric species, the torsional flexibility of the dicyano

moiety is lost that results in an increase in DCVJ’s quantum yield. Consequently,

a blue-shift in the emission maximum (from ~510 to ~500 nm) of DCVJ is observed

with a substantial increase in the fluorescence intensity. The free oligothiophene

derivative, p-FTAA, forms π-stacked aggregates in solution which shows a blue-

shift of ~100 nm (from 630 to 530 nm) upon binding to prefibrillar species implying

a disruption of the p-FTAA π-aggregates [40]. Moreover, binding of p-FTAA to the

aggregates causes hindrance in the conformational flexibility of the oligothiophene

backbone, thus, affecting the fluorescence emission properties of the dye which can

serve as an indirect readout for conformational changes of protein aggregates.

Additionally, both the probes are found to be efficient for investigating aggregation

kinetics without influencing the rate of amyloid aggregation even at higher con-

centration of the dye.

1 Studying Protein Misfolding and Aggregation by Fluorescence Spectroscopy 7



In addition to the conjugated fluorescent dyes discussed above, non-covalently

bound naphthalene-based dyes such as ANS (1,8-anilinonaphthalene-sulfonate) and

bis-ANS (Fig. 1.3) have been utilized in probing prefibrillar and fibrillar species

during protein aggregation [30, 31, 37, 42–44]. ANS is weakly fluorescent in

aqueous environment but fluoresces strongly (with a concurrent blue-shift in its

emission maximum from ~510 to ~475 nm) when located in a hydrophobic

environment [45]. Therefore, as expected, an increase in ANS fluorescence inten-

sity accompanied by a blue-shift in the emission is observed upon oligomerization

and fibril formation. ANS has also been found to be a good reporter of the

aggregation kinetics without perturbing the aggregation rate.

Another strategy of monitoring the emergence of oligomeric species and fibrils

during protein aggregation studies involves covalent modification of specific sites

of a protein (or its mutants) by a desired fluorophore. The site-specific fluorophore

labeling approach offers a major advantage of precisely determining different

segments or domains of the polypeptide chain that either participate in forming

the hydrophobic interior of aggregates at different stages of fibril formation or

remain isolated throughout the whole process. However, caution must be exercised

during the external fluorophore labeling procedure to ensure that the secondary

structure remains unaltered, especially in the mutant protein, as well as the attached

fluorophore should not affect the kinetics of overall aggregation process. The

N
CH3

CH3

S

N

CH3

CH3

+

O

N

O N CH3

CH3

N

CN

CN

O
O

N

O

O

O

OH

S
S

S
S

S
O

NaO ONa

O

ONa
O O

NaO

+

+ +

+-

- -

-

Nile redThioflavin-T

ANS bis-ANS

DCVJ MFC p-FTAA

NH SO3
-

N
H

SO3

N
H

SO3

- -

Fig. 1.3 The chemical structures of various extrinsic fluorescent probes for studying protein

aggregation

8 M. Bhattacharya and S. Mukhopadhyay



former can be easily checked by collecting CD spectra of both unmodified and

covalently-modified protein whereas the latter can be examined by observing any

change in fluorescence properties in a concentration-dependent manner by altering

the ratio of the fluorescently-labeled to the unlabeled protein. The labeling of

ε-amino (�NH2) side chain of lysine by the isothiocyanate (�N¼C¼S) and thiol

(�SH) group of cysteine by the maleimide or iodoacetamide derivatives of fluo-

rescein, rhodamine B, pyrene, acrylodan, Alexa-488, Cy3 etc. are quite common

practices. Pyrene is a rigid, polycyclic aromatic hydrocarbon fluorophore whose

fluorescence emission spectrum is dependent on the polarity of its micro-

environment [46]. In a non-polar medium, the fluorescence emission spectrum of

pyrene exhibits five vibronic bands, namely, I1, I2, I3, I4 and I5 at 373 nm, 378 nm,

384 nm, 389 nm and 394 nm, respectively which reduces to three bands in a polar

medium (I1, I3 and I5) [47]. A qualitative estimate of the polarity of the pyrene

microenvironment can be obtained from the ratio of the fluorescence intensities at I3
and I1. Higher I3/I1 ratio indicates that the environment surrounding the pyrene

molecules is more hydrophobic. Additionally, when two pyrene molecules come

closer within a distance of ~5 Å, they stack together and form excited state dimer or

excimer exhibiting an emission in the range of 450–480 nm. The fluorescence

properties of pyrene have been successfully used to detect the formation of oligo-

mers and aggregates whereby a high I3/I1 ratio of pyrene accompanied by a blue-

shift in the excimer emission and an enhancement in the excimer intensity are

observed [48–50]. Additionally, these covalently bound dyes have proven to be

effective in accurate determination of the specific roles of different protein domains

(either sequential or concurrent involvement) in the amyloid fibril assembly kinet-

ics [51–53]. Very recently, a new fluorescent probe called MFC, based on

2-(2-furyl)-3-hydroxychromone (maleimide derivative), has been reported to be

extremely sensitive towards the detection of oligomers during initial stages of

protein aggregation [54]. The probe works on the principles of ESIPT (excited-

state intramolecular proton transfer) whereby upon excitation, there is a rapid

proton transfer within the molecule (keto-enol tautomerization) at subnanoseconds

timescale generating a tautomer. Distinct dual emission profiles are observed from

both the “normal” (N*) and the tautomeric form (T*); the latter being red-shifted.

Since the probe is environmentally-sensitive, the ratio of emission intensities IT*/

IN* is a more convenient way to express the changes in polarity of the microenvi-

ronment. An increase in IT*/IN* ratio suggests a reduction in polarity and hydrogen

bonding capability of the environment. These properties of the probe have been

successfully utilized to monitor the formation of oligomers from α-synuclein
wherein a 15-fold rise in the T* emission was observed compared to a 2-fold rise

in the N* emission and these changes were detected prior to that observed by a rise

in ThT intensity [54]. Using these different fluorescent probes, it is now possible to

detect and distinguish between the prefibrillar oligomers and mature amyloid fibrils

unambiguously leading to a better understanding of the structural diversity of

different species involved in the sequence of events leading to amyloid formation.

1 Studying Protein Misfolding and Aggregation by Fluorescence Spectroscopy 9



1.4.2 Fluorescence Polarization (Anisotropy)

The fluorescence anisotropy measurements offer information about the overall size

and the rigidity of the probe attached to biomolecules [24], a marker of the rate of

reorientation (tumbling) of the fluorophore(s) (Fig. 1.2). This implies that larger the

size, slower is the tumbling, and higher is the anisotropy. The steady-state fluores-

cence anisotropy is related to the overall size of the protein assuming that the

overall size changes are predominant compared to the changes in internal (local)

dynamics. The concentration dependence of fluorescence anisotropy indicates

oligomer formation prior to fibril formation (Fig. 1.4) [31]. In the fluorescence

anisotropy methodology, the fluorophore is excited by a vertically polarized light

from a continuous light source following which the emission is collected using

parallel and perpendicular geometry of the polarizers at a constant emission wave-

length either in L- or in T-format. The steady-state anisotropy is estimated by the

ratio of difference between vertically and horizontally polarized light to the total

light intensity using the following equation:

r ¼ Ik � GI⊥
� �

= Ik þ 2GI⊥
� � ð1:1Þ

where III and I⊥ are parallel and perpendicular fluorescence intensities, respectively

and the perpendicular components are corrected using corresponding G-factors. A

continuous rise in fluorescence anisotropy of intrinsic and/or extrinsic (covalent and

non-covalently bound) fluorophore(s) is expected as aggregation progresses

suggesting the formation and growth of oligomeric and large-sized aggregates

[25, 30, 31, 55]. As mentioned earlier, the steady-state anisotropy gives an average

description of the system whereas time-resolved anisotropy can be particularly

advantageous in differentiating between the local (residue-specific) and the global

dynamics of the fluorophores (Fig. 1.5) [51]. In this technique, the time-dependent

fluorescence anisotropy r(t) decay of the fluorescent species at a fixed emission

wavelength is monitored upon excitation by vertically polarized laser pulse

followed by fitting and analysis of the anisotropy decay in terms of the rotational

correlation time φ. Quantitative analysis results in the determination of the rate of

rotational motion of the fluorophore by using the following equation:

r tð Þ ¼ r0exp �t=φð Þ ð1:2Þ

where r0 is the intrinsic fluorescence anisotropy at time zero for a given fluorophore

(usually close to 0.4). Incidentally, both local (fast rotation) and global (slow

rotation) dynamics of a fluorophore attached to a protein molecule can contribute

to the decay of intrinsic fluorescence anisotropy r0 of the fluorophore which can be

characterized by the following equation (Fig. 1.5):

r tð Þ ¼ r0 βfastexp �t=φfastð Þ þ βslowexp �t=φslowð Þ½ � ð1:3Þ

10 M. Bhattacharya and S. Mukhopadhyay
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Fig. 1.4 The change in fluorescence anisotropy of (a) intrinsic tryptophans and (b) extrinsic Nile
red as a function of BSA concentration at pH 3 and 50 mM NaCl at room temperature. All the

observations suggest that BSA forms soluble oligomeric aggregates under our experimental

condition at which fibrillation experiments were carried out ([BSA]¼ 100 μM, pH¼ 3) (Adapted

from Ref. [31] with permission from the American Chemical Society)

Fig. 1.5 Time-resolved fluorescence anisotropy decay of IAEDANS-labeled barstar in native

form (i), low-pH oligomeric form (ii) and amyloid fibrils (iii). The intrinsic anisotropy (r0) was

measured by immobilizing the probe in glycerol. The inset shows the wobbling-in-cone model to

illustrate the local and global rotational dynamics of fluorophores covalently attached to a protein

(This figure was reproduced with permission from Elsevier (Ref. [51]))
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where φfast is related to the fluorophore which undergoes fast local rotation. On the

other hand, φslow is associated with the global motion of the aggregate which is

directly proportional to the overall aggregate size (V) as given by the Stokes–

Einstein–Debye equation:

φslow ¼ ηV=kT ð1:4Þ

where η is the viscosity and V ¼ 4=3πr3h where rh is the hydrodynamic radius. βfast
denotes the amplitude of the local motion which is a measure of the rotational

freedom (or the “degree of orientational constraint”) of the fluorescent probe.

Larger the volume of the molecular species, slower will be the anisotropy decay

and therefore longer will be the rotational correlation time (φ). The utility of time-

resolved fluorescence anisotropy measurements as a tool to detect protein aggre-

gation was demonstrated [56] whereby an external fluorescein label was employed

to study the aggregation of amyloid-beta peptide. The time-resolved fluorescence

anisotropy measurements have been effectively used to investigate protein aggre-

gation using both intrinsic and extrinsic fluorescent probes in addition to studying

the participation of different residues of a protein at various stages of aggregation

[26, 51, 57, 58]. In these studies the local dynamics indicated the conformational

flexibility/rigidity whereas the global dynamics allowed the estimation of aggregate

size. However, the accurate estimation of the size of large aggregates is not possible

using nanosecond lifetime probes. One would require to use long lifetime probes to

determine the size of large aggregates and fibrils.

1.4.3 Fluorescence Quenching

Fluorescence quenching is a phenomenon by which the fluorescence intensity of a

sample decreases due to intermolecular interaction between a fluorophore (intrinsic

and/or extrinsic) and a quencher [24]. The measurements on fluorescence

quenching provide information about the accessibility of the fluorophore (buried

or exposed) to the quencher such as oxygen, iodide, acrylamide etc. which in turn,

provide a quantitative estimation of the level of exposure of the fluorophore on the

polypeptide chain. Fluorescence quenching can be of two types namely, static and

dynamic. In static quenching, the fluorophore and the quencher form a complex

which does not fluoresce and the distance between the two is fixed. In dynamic or

collisional quenching which is distance-dependent, the quencher diffuses and forms

a complex with the fluorophore in the excited-state whereby the fluorophore does

not emit any photon upon relaxation to the ground-state. Depending on the fluo-

rescence lifetime of the fluorophore, diffusion can occur even at large distances.

Also, by choosing an appropriate quencher, one can selectively quench a

fluorophore of interest. Quenching analysis is generally performed by Stern-Volmer

plots whereby the fluorescence intensities in the presence and absence of a quencher

are collected independently and the ratio of the intensities is plotted as a function of
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varying quencher concentration from which Stern-Volmer quenching constants are

estimated. A high quenching constant would indicate that the fluorophore is

exposed to solvent whereas a low quenching constant would imply that the

fluorophore is buried inside. There are few reports where fluorescence quenching,

in addition to other fluorescence parameters, has been employed in protein aggre-

gation studies [25, 29, 59]. As expected, low quenching efficiency was observed

upon protein oligomer and aggregate formation wherein the fluorophore got buried

inside the interior of the aggregates. Additionally, based on the quenching exper-

iments, site-specific fluorescent protein mutants gave information about solvent

accessibility of various segments of the protein during oligomerization and aggre-

gation [25]. Additionally, internal (inbuilt) amino acid quenchers (Cys, Met, His

etc) can also act as conformational reporters of fluorescently labeled proteins.

1.4.4 Fluorescence Resonance Energy Transfer (FRET)

FRET, also known as F€orster resonance energy transfer, is a photophysical phe-

nomenon providing a quantitative estimate of the biomolecular distance in the

range of 1–10 nm [24]. The FRET technique is used as a reporter of alterations in

biomolecular distance as a function of conformational changes and dynamics. It

involves energy transfer from a donor (D) fluorophore in the excited state to an

acceptor (A) fluorophore in the ground state Consequently, the acceptor emission

intensity increases at the expense of donor emission (in steady-state mode) or the

donor lifetime decreases (in the time-resolved mode). The FRET efficiency (E) is

expressed as:

E ¼ R6
0= R6

0 þ r6
� � ð1:5Þ

where R0 is the F€orster distance (the distance at which energy transfer efficiency is

50 %) for a given donor-acceptor pair and r is the distance between donor and

acceptor whereby the transfer efficiency is inversely proportional to the sixth power

of interchromophore distance (r). The F€orster distance (R0) is simplistically

expressed as:

R0 ¼ 0:211 κ2n�4QDJ λð Þ� �1=6 ð1:6Þ

R0 shows dependence on the following factors: (i) extent of spectral overlap (J(λ))
of the donor emission spectrum with the acceptor absorption spectrum (ii) distance

(r) between the donor and acceptor moieties (iii) the donor’s quantum yield (QD) in

the absence of acceptor and (iv) relative orientation (κ2) of the donor and acceptor

transition dipoles. n is the refractive index which is generally assumed to be 1.4 for
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biomolecules in aqueous solution and κ2 is assumed to be 2/3 since the rotational

motion of the donor and acceptor can “randomize the relative orientation” prior to

energy transfer [24]. The FRET technique has been extended to protein aggregation

studies, especially to oligomer detection, as reported by several groups. By suitably

labeling the protein with donor and acceptor fluorophores, FRET measurements are

performed to investigate and monitor conformational fluctuations in the monomeric

protein as a consequence of changes in solution conditions conducive to aggrega-

tion and oligomeric intermediate formation along with conformational

rearrangement preceding amyloid fibrillation in combination with other fluores-

cence techniques [25, 60, 61]. Earlier efforts in α-synuclein aggregation studies

using FRET from tyrosine to tryptophan indicated the presence of early oligomeric

species during the lag phase which eventually formed amyloid fibrils. Interestingly,

few “partly oligomeric” intermediates were still present in the solution even after

the completion of fibril formation [25]. Another study using FRET in confocal

microscopy during the investigation of polyglutamine (polyQ) oligomer cytotoxic-

ity revealed that polyQ oligomers are soluble and assemble via “length-dependent

manner” inside cells and permeabilize the cell membranes [62]. Very recently,

in vivo FRET imaging studies have been carried out in a living multicellular

organism C. Elegans to probe α-synuclein aggregation that have shed light into

the nature of the aggregated species which were found to be less ordered than the

amyloid fibrils and the aggregation kinetics was also monitored [63].

1.4.5 Single-Molecule Fluorescence Studies

Single-molecule fluorescence methodologies are incredibly powerful tools to inves-

tigate the complex conformational behavior of aggregation prone amyloidogenic

proteins [64, 65]. Using single molecule fluorescence, it is possible to detect,

interrogate and analyze individual fluorescently labeled protein or protein com-

plexes. One of us was involved in characterizing natively unfolded or intrinsically

disordered yeast prion determinant of Sup35 protein [66]. Single-molecule FRET

(SM-FRET) was used to monitor the conformational properties of dual-labeled

protein. These experiments indicated that the protein adopts a collapsed conformer

under native condition. Additionally, fluorescence correlation spectroscopy (FCS)

measurements revealed the presence of nanosecond conformational fluctuations.

These results established that the monomeric form of the yeast prion determinant of

Sup35 protein adopts an ensemble of relatively unordered collapsed states with

rapid conformational fluctuations [66]. Using single-molecule fluorescence, the

mechanism of prion propagation has been suggested [67]. Recently, amyloidogenic

oligomers have been elegantly detected and characterized by single-molecule

fluorescence coincidence [68] and single-molecule photobleaching methods [69].
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1.4.6 Fluorescence Correlation Spectroscopy (FCS)

FCS is an extremely sensitive technique which can be performed at nanomolar

concentration and is sensitive down to single molecules. The basic principle of this

methodology is as follows. As fluorescently-labeled molecules diffuse in-and-out

through an illuminated confocal volume (�1 femtoliter) defined by a focussed laser

beam and pinhole, the fluorescence intensity fluctuates spontaneously as a result of

the translational diffusion. Statistical analysis of these time-dependent fluctuations

in fluorescence intensity using an autocorrelation function yields an autocorrelation

fit/curve from which an average number of molecules in the observation volume

and the average diffusion coefficient of the molecule are determined [70, 71]. The

normalized autocorrelation function for the fluorescence intensity (F(t)) fluctua-

tions is expressed as follows:

G τð Þ ¼ F tð ÞF tþ τð Þh i= F tð Þh i2 ð1:7Þ

which can be further denoted by:

G τð Þ ¼ 1=Veff Ch i�1=1þ τ=τDð Þ � 1=
�

1þ r20=z
2
0

� �
τ=τDð Þ� �1=2� ð1:8Þ

for diffusion-induced intensity fluctuations wherein Veff is the effective volume

(illuminated area), hCi is the average concentration of molecules, VeffhCi¼ hNi
where N is the average number of molecules, τD is the translational diffusion time

of the molecule and is given by:

τD ¼ r20=4D ð1:9Þ

where r0 is the detection volume and D: diffusion coefficient and r20/z
2
0 is the

structure parameter related to the Gaussian observation volume. From the diffusion

coefficient (D), the average size (or hydrodynamic radius; rh) of the molecule can be

estimated using the following equation: [72, 73]

D ¼ kT=6πηrh ð1:10Þ

However, apart from diffusion, fast conformational dynamics and triplet-state

dynamics also contribute to the fluctuations in the observed fluorescence intensity

which typically occur at faster timescales compared to the diffusion and can be

explained by a simple exponential decay function. Hence, in order to incorporate

these factors, the autocorrelation function can be rewritten as:

G τð Þ ¼ GD τð ÞGfast τð Þ ¼ GD τð Þ 1þ T=1� Tð Þexp �τ=τfastð Þf g ð1:11Þ

where T is the number of molecules occupying the dark triplet state [74, 75]. As a

consequence of fast timescales of these processes, a shoulder is commonly

1 Studying Protein Misfolding and Aggregation by Fluorescence Spectroscopy 15



observed in the measured curve. FCS has been widely used to probe protein

aggregates and their size distribution either solely or in conjunction with FRET

both in solution [61, 65, 76–81] as well as in the cells [82–84]. In a recent report on

probing the effect of lipid on tau protein aggregation by FCS at various pH, it was

shown that anionic lipid vesicles induce aggregation of the K18 fragment of tau

protein when the latter reaches a critical aggregation concentration (CAC). The

CAC was found to increase with an increase in pH of the solution. Both FCS and

ThT-assay indicated the presence of tau-lipid co-aggregates and absence of the

vesicles did not promote aggregation [78]. FCS has also been successfully applied

to monitor inhibition of protein aggregation [85]. In another interesting study, FCS

in combination with TEM has been utilized to investigate the size, molecular mass

distribution and morphology of Aβ protein aggregates formed by two distinct

routes. It was observed that at low pH, Aβ forms a dimer and possibly 12-mer

species (spherical intermediates) that serve as precursors to amyloid fibrils whereas

it forms trimers prior to the formation of toxic amylospheroids (ASPDs) which do

not culminate in amyloid fibrils [79]. In another observation, it was pointed out

from diffusion coefficient measurements that the Sup35 protein oligomers (diffused

in the yeast cell cytoplasm) are actually fibrillar-shaped instead of being globular-

shaped [84]. All the FCS measurements generally involve one-photon excitation of

extrinsically-labeled fluorescent species, but recently, two-photon FCS using intrin-

sic tryptophan has been shown to be efficient in probing the formation of soluble

oligomers pertinent to protein aggregation [86]. Additionally, the tryptophan life-

time as a function of aggregation could be monitored simultaneously with

two-photon FCS technique. An extension of FCS is FCCS (fluorescence cross-

correlation spectroscopy) whereby instead of a single-wavelength-labeled fluores-

cent species, the temporal fluctuations in fluorescence intensity of dual-wavelength-

labeled fluorescent species are observed whereby the two colors are cross-

correlated [72, 87] By this technique, one can observe the cross-correlation pattern

arising out of “joint fluctuations” when the dual-colored molecules diffuse through

the observation volume simultaneously [88]. The working principles of both FCS

and FCCS have been used in image correlation spectroscopy. Raster image corre-

lation spectroscopy (RICS) [73, 82] is one such technique which allows one to

generate spatio-temporal autocorrelation curves from the images of the fluorescent

species by raster-scanning the laser beam across the surface to acquire the image.

1.5 Case Studies from our Laboratory at IISER Mohali

In this section, we will briefly discuss our efforts directed towards the elucidation of

aggregation mechanisms of three classes of model proteins, namely lysozyme

(αþβ) and bovine serum albumin (all α-helical) and κ-casein (intrinsically disor-

dered protein) using primarily fluorescence spectroscopy in combination with other

biophysical techniques [30, 31, 89, 90]. In all these studies, steady-state fluores-

cence spectroscopy was employed to monitor the simultaneous changes in both
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conformation and size. Information about the monomeric as well as oligomeric

intermediates and early stages of the aggregation process were extracted by mon-

itoring the aggregation kinetics using a variety of fluorescence readouts.

1.5.1 Lysozyme Aggregation

We have recently studied sodium dodecyl sulfate (SDS)-induced aggregation of

lysozyme [30]. In our study, we investigated the aggregation kinetics in real time by

monitoring the changes in tryptophan, ANS, fluorescein and dansyl fluorescence

intensity and anisotropy with an emphasis towards detection and characterization of

the early stages involved in the fibril assembly. The negatively-charged SDS, at a

concentration (150 μM) much below its critical micellar concentration (8.6 mM),

initiates aggregation of lysozyme (at a very low protein concentration ~5 μM) at

pH 9.2 at room temperature (Fig. 1.6). During aggregation kinetics experiments, an

increase in both fluorescence intensity and anisotropy of all the fluorescent probes

were observed as a function of time suggesting conformational- and size changes

leading to aggregation. The rate of change in fluorescence intensity of the

fluorophores could be fitted to a biexponential function indicating that the confor-

mational change during lysozyme aggregation is a biphasic process whereas the

rate of change in fluorescence anisotropy could be satisfactorily explained by a

single exponential function indicating an overall size growth. Comparison of the

apparent rate constants obtained during intensity and anisotropy kinetics suggested

that conformational changes precede the formation of large-sized aggregates

(Fig. 1.7). It was proposed that interaction between the positively-charged lyso-

zyme and negatively charged SDS results in conformational expansion with

increased hydrophobicity and such conformational expansion facilitates the forma-

tion of soluble oligomers.

1.5.2 Serum Albumin Aggregation

In another study on serum albumin aggregation, we first identified and character-

ized a ‘molten-globule-like’ intermediate of bovine serum albumin (BSA) at pH 3

that served as an amyloidogenic precursor. Using various fluorescence techniques

involving tryptophan fluorescence intensity and anisotropy, ANS fluorescence

intensity and anisotropy and pyrene I3/I1 measurements, we established that BSA

adopts an expanded conformational state at pH 3 [89]. Figure 1.8 shows the plot of

tryptophan fluorescence anisotropy for both bovine and human serum albumins as a

function of pH indicating multiple conformational transitions. At pH 3 and elevated

temperature, BSA fibrillation was observed [31] in the presence of salt whereby

ThT fluorescence assay indicated a dramatic rise in the ThT fluorescence intensity

as aggregation proceeded. The fibrillation occurred instantaneously without any
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lag-phase. A comparative analysis of BSA fibrillation kinetics (monitored by ThT)

at various pH indicated that the rate of fibrillation was the fastest at pH 3. After

establishing the formation of amyloid fibrils at low pH, attempts were made to

extract detailed information about the alterations in conformation and size of the

aggregates by observing the rate of changes in fluorescence intensity and anisotropy

of both intrinsic (tryptophan) and extrinsic (ANS, IAEDANS) fluorophores as a

function of time. Prior to heating, the presence of oligomers was detected by all the

fluorescent probes whereby higher fluorescence anisotropy was observed compared

to that of the monomeric protein indicating an increase in size (Fig. 1.4). After

heating, as the aggregation progressed, the tryptophan fluorescence intensity

decreased as a function of time but an increase in the ANS and AEDANS fluores-

cence intensity with a simultaneous blue-shifted emission were observed. It was

suggested that as the hydrophobically associated oligomers accumulated and

assembled into amyloid fibrils, the tryptophans were quenched due to proximal

amino acid residues such as histidines, phenylalanines and disulfides whereas ANS

and AEDANS served as fluorescent markers for enhanced hydrophobicity. The

fluorescence anisotropy of all the probes showed a monotonic increase as a function

of aggregation suggesting the formation of large-sized aggregates. Both the rate of

change in fluorescence intensity and anisotropy of the fluorescent reporters could be

fitted to a mono-exponential function to extract the apparent rate constants. Com-

parison of the rate constants obtained from various probes yielded a unified

observation that the conformational conversion in the preformed molten oligomers

occurs much faster than the overall size growth. Interestingly, the average rate

constant obtained from ThT-fluorescence kinetics was similar to that observed for

fluorescence anisotropy, thus, re-confirming the fact that ThT is more sensitive to
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Fig. 1.6 The time course of ANS fluorescence intensity during lysozyme aggregation upon

addition of SDS. A triggering experiment shows that SDS is essential for lysozyme aggregation

at pH 9.2 (Adapted from Ref. [30])
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mature β-sheet-rich amyloid fibrils. It was proposed that the ‘molten-globule-like’
conformer of BSA forms soluble oligomers readily at higher protein concentration

assisted by the salt. At an increased temperature, conformational rearrangements

occur in these molten oligomers that culminate in fibrils formation (Fig. 1.9).

1.5.3 Conformational Property of κ-Casein – A Model
Intrinsically Disordered Protein

Caseins are flexible milk proteins which belong to the class of intrinsically disor-

dered proteins (IDPs) that lack specific secondary structure. They form protein

micelles under native conditions. We have used bovine κ-casein as a model IDP to

study conformational and aggregation behaviors. Using pyrene fluorescence

vibronic band ratio (I3/I1), we show concentration dependent micellar aggregation
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Fig. 1.7 (a) The observed rate constants obtained during SDS-induced lysozyme aggregation

using various fluorescence readouts indicate that the conformational changes in lysozyme precedes

overall size growth of the aggregates. (b) A plausible model of SDS-induced lysozyme aggrega-

tion (Adapted from Ref. [30])
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of native κ-casein in water (Fig. 1.10a). We monomerized it by denaturing followed

by disulfide reduction and subsequent carboxymethylation of free cysteines in order

to prevent intermolecular disulfide formation. Upon renaturation,

carboxymethylated κ-casein showed much lower tryptophan fluorescence anisot-

ropy compared to native κ-casein micelles (Fig. 1.10b). We used monomeric

κ-casein as a model protein to study conformational behavior of an IDP. Polypep-

tide chain collapse of IDPs is believed to play a key role in protein misfolding and

amyloid aggregation. Using a variety of fluorescence spectroscopic tools, we have

first established that monomeric κ-casein adopts a collapsed ‘pre-molten globule’
like conformers under native condition. We then took the advantage of two free

cysteines that are separated by 77-amino acid residues and then covalently labeled

the cysteines using thiol-reactive pyrene maleimide. This dual-labeled protein

demonstrated a strong excimer formation upon renaturation from urea- and acid-

denatured states both under equilibrium and kinetic conditions providing a com-

pelling evidence of polypeptide chain collapse under physiological conditions

(Fig. 1.10c) [90]. We believe that our pyrene excimer fluorescence-based method-

ology will be applied to other IDPs. Currently, investigations of aggregation

behavior of IDPs are in progress in our laboratory.

1.6 Conclusions and Future Directions

In this review, we have provided an overview of protein misfolding and aggregation

studies using fluorescence spectroscopy at various levels of sophistication from

steady-state fluorimeter measurements to time-resolved and single molecule fluo-

rescence measurements. It is expected that this review will serve as a benchmark to

the practitioners in the field of protein misfolding and aggregation. Monitoring
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different fluorescence readouts during the course of aggregation will allow us to

delineate the steps that are involved in the aggregation process. In addition to

fluorescence spectroscopic experiments, high-resolution fluorescence microscopy

will provide a handle to directly visualize aggregate formation and maturation.

Such imaging experiments using a variety of fluorescence microscopy techniques

have illuminated intricate structural and mechanistic details of amyloid fibrils. For

instance, total internal reflection fluorescence microscopy has been employed to

watch fibril growth in real time [67, 91]. Recently, amyloid fibrils have been imaged

using near-field scanning optical microscopy technique that is capable of imaging

with the nanoscale resolution (beyond the diffraction limit of conventional micro-

scope) [92]. Another exciting development in the field will be to directly watch

aggregation and fibril formation in living cells. A recent work describes the

methodology to probe fibrillation using FRET imaging in living cells [93]. We

anticipate that in the near future, developments in fluorescent probe chemistry,

protein engineering and (unnatural) fluorescent amino acid incorporation, cell

biology and fluorescence microscopy techniques will further push the boundaries

to drive the amyloid biology field in new and exciting directions.
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Chapter 2

Time-Dependent Spectral Shifts
in Tryptophan Fluorescence: Bridging
Experiments with Molecular Dynamics
Simulations

Dmitri Toptygin

Abstract Molecular dynamics (MD) simulations are widely used to model protein

motions. Although the time resolution of MD simulations is virtually unlimited,

simulated MD is seldom compared with experimental data on the picosecond time

scale because few experimental techniques can probe molecular vibrations in the

frequency range between 300 MHz and 300 GHz. Time-dependent spectral shift

(TDSS, also known as dynamic Stokes shift) in fluorescence emission from

solvatochromic dyes has long been used to study relaxation dynamics of polar

solvents on the picosecond time scale. This chapter reviews the use of TDSS in

connection with protein dynamics. Different methods of calculating TDSS from the

non-equilibrium and equilibrium MD are compared and the limits of their applica-

bility are defined. Methods for separating the contributions of water and protein to

TDSS are considered. Two relaxation modes of bulk water are described and their

effects on the TDSS in proteins are examined. The rates of water relaxation near

interfaces and inside protein pockets are evaluated. A method for identifying

conformational changes responsible for the TDSS on different time scales is

introduced.

Keywords Non-equilibrium protein dynamics • Time-dependent spectral shift •

Solvent relaxation • Longitudinal dielectric relaxation • Transverse dielectric

relaxation

2.1 Introduction

Empirical forcefields, such as AMBER [1], CHARMM [2], and GROMOS [3],

derive the values of the bonded parameters from the experimentally measured

vibrational frequencies in the infrared and Raman spectra, which cover the
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frequency range from 300 GHz to 400 THz. This ensures that simulated molecular

dynamics (MD) is always in good agreement with experimental measurements at

frequencies between 300 GHz and 400 THz. MD simulations have also been

extensively compared to Nuclear Magnetic Resonance (NMR) [4–6], in which

the bandwidth of the recorded dynamic signal usually does not exceed 300 MHz.

The frequency range from 300 MHz to 300 GHz did not receive as much attention

as the frequencies outside of this range. Using the uncertainty principle ΔfΔt ~ 1/
(2π) where Δf is the bandwidth on the frequency scale and Δt is the pulse width on

the time scale, the 300 MHz to 300 GHz frequency range translates to the pulse

width range from ~0.5 ps to ~0.5 ns on the time scale. The time scale between

~0.5 ps and ~0.5 ns is here referred to as the “picosecond time scale”.

MD simulations are widely used to study protein folding and ligand docking, to

estimate thermodynamic stabilities and binding affinities of proteins and other

biomolecules [7–10]. Much less often MD simulations are used to study

nonequilibrium protein dynamics, such as the dynamics of conformational changes

in response to an instantaneous change in one parameter. How well the dynamics

obtained from MD simulations agrees with experimental observations on the

picosecond time scale is still an open question. The picosecond time scale and the

corresponding 300 MHz to 300 GHz frequency range are of critical importance for

two reasons. First, all elementary conformational changes in proteins (such as

flipping of just one dihedral angle to a different energy minimum) take place on

the picosecond time scale. Biologically significant conformational changes, such as

folding and unfolding, binding of enzymes to coenzymes and substrates, etc.,

consist of a multitude of elementary conformational steps and thus take much

longer time, but the rates of the big conformational changes are determined by

the rates of the elementary conformational steps, which occur on the picosecond

time scale.

The second reason why the picosecond time scale is so important has its origin in

quantum physics. All existing MD packages are based on the classical (Newtonian)

description of nuclear motion, where the rotation of small molecules (like H2O)

about their principal axes of inertia and small groups (like –CH3, �NH3
þ, �CO2

�,
�C6H5) about the single bonds connecting these groups to the rest of the biomol-

ecule is not quantized. In quantum mechanics the projection of the angular momen-

tum on the rotation axis can assume only discrete values, which are multiples of h
(where h is the Planck’s constant divided by 2π), the rotational energies are

multiples of h2/(2I ) (where I is the moment of inertia for the rotation about the

selected axis), and the rotational transition frequencies are multiples of h/(4πI)
[11]. Using atomic masses, bond lengths and angles it is not difficult to calculate the

fundamental rotational transition frequencies h/(4πI) for small groups and mole-

cules: 5.6 GHz for the phenyl group (�C6H5), 11.5 GHz for the carboxyl group

(�CO2
�), 157 GHz for the methyl group (�CH3), 186 GHz for the amino group

(�NH3
þ), and either 286 GHz or 822 GHz for TIP3P water molecule (depending on

the choice of the rotation axis). The biggest difference between classical and

quantum mechanics will be observed at frequencies near h/(4πI), most of which,

as we just saw, fall in the 300 MHz to 300 GHz range.
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Classical description of nuclear motion also fails to explain the operation of the

ammonia maser [12]. Amplification of microwave radiation by ammonia molecules

is due to a transition between two vibrational states [12, 13], which are character-

ized by different wavefunctions. The most interesting property of these

wavefunctions is that the probability density for the normal vibrational coordinate

has two equal peaks, i. e., the nitrogen nucleus is on both sides of the plane

containing the three hydrogen nuclei [14, 15]. The excited-state wavefunction

changes its sign when the nitrogen nucleus crosses the hydrogen plane, whereas

the ground-state wavefunction has the same sign on both sides of the plane

[14, 15]. Classical description of the nuclear motion cannot handle the case

where some (or all) nuclei are delocalized between two (or more) locations at the

same time, therefore some of the terms in the interaction energy between molecules

with delocalized nuclei are missing in every forcefield that is based on the classical

description of nuclear motion. The missing energy terms may play an important

role in protein folding. The difference between the classical and quantum descrip-

tion of the nuclear motion is most apparent at frequencies close to those at which

masers operate: 24 GHz for the ammonia maser, 22 GHz and 96 GHz for the water

maser, etc.. Again, all these frequencies fall between 300 MHz and 300 GHz, where

simulated MD has not been adequately tested against experimental data.

Consider the experimental techniques that can be used to study protein dynamics

in the 300 MHz to 300 GHz frequency range. Microwave spectroscopy can be used

to study protein molecules in vacuum but not in aqueous solution, since liquid water

is not transparent in the frequency range between 300 MHz and 300 GHz. The

signals measured in dielectric relaxation studies of aqueous protein solutions are

overwhelmed by the relaxation of bulk water and contain only a small contribution

from the protein molecules, which is largely attributable to the rotation of the

protein as a whole. Thus, it is difficult to extract information about vibrational

and conformational dynamics in specific protein regions from the dielectric relax-

ation data. To study the dynamics of elementary conformational changes in proteins

and other biomolecules in their native aqueous environment it is necessary to use

electromagnetic radiation within the window of transparency of water, which

extends over the wavelengths from 200 nm to 900 nm and covers all the visible

range, a significant part of the UV range, and a small part of the near-IR range. To

convert the spectrum of the electromagnetic signal from the optical range to the

low-frequency range ( f< 300 GHz), and then back from the low-frequency range

to the optical range, there must be a nonlinear electro-optical element inside the

biomolecule. Any solvatochromic fluorescent dye can play the role of the nonlinear

element. Excitation of the solvatochromic dye by a short laser pulse results in a

redistribution of its π-orbitals electron density, which, in turn, results in an abrupt

change of the magnitude and/or direction of its permanent electric dipole moment.

This instantly changes the electrostatic forces acting between the solvatochromic

dye and the partial charges on the atoms in its environment. If the system was in the

state of equilibrium before the laser pulse, then what we observe after the laser
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pulse is known as the nonequilibrium dynamics. As the system relaxes to a new

equilibrium, the charged atoms in the vicinity of the solvatochromic dye move in a

systematic (non-random) manner, generating a time-variant electric field that acts

back on the solvatochromic dye and modulates the energy gap between its ground

and excited state via the linear Stark effect. The time variation of the electronic

energy gap results in the Time-Dependent Spectral Shift (TDSS) in fluorescence

emission.

TDSS has been experimentally observed in the fluorescence of solvatochromic

dyes in polar solvents [16–24] and in the fluorescence of solvatochromic

fluorophores incorporated in biological macromolecules, such as proteins [25–52]

and DNA [53, 54]. While there is a broad consensus that the TDSS in the emission

from dyes in polar solvents reflects the relaxation dynamics of the solvent [17],

there is still no agreement on the origins of TDSS in biological macromolecules.

Some authors attributed experimentally-observed TDSS in proteins to the relaxa-

tion of the protein matrix [25–28, 30, 33, 38, 41, 47, 48]. Others argue that the

relaxation of the solvent (water) is entirely responsible for TDSS in proteins [32, 35,

36, 39, 42, 46, 49–51]. There are also several reports in which the authors found

experimental evidence for contribution from both water and protein matrix to the

TDSS [29, 34, 40, 43–45, 52].

One approach that may help to separate the contributions of water and protein

matrix to TDSS in proteins is based on the different time scales of these contribu-

tions. In bulk water TDSS occurs on the sub-picosecond time scale [18]. TDSS in

proteins covers a wide range of time scales, from femtoseconds to at least tens of

nanoseconds [25–52]. Abbyad et al. [43] measured TDSS at seven different sites

within the same protein. Both sub-picosecond and slower (picosecond and nano-

second) relaxations were found to be contributing to TDSS at every site, however,

the sub-picosecond relaxations were found to be dominant at those sites where the

fluorophore was in contact with water, and the slower relaxations were found to be

dominant at the sites buried deep inside the protein. Based on these findings Abbyad

et al. [43] attributed the sub-picosecond TDSS to the relaxation of water, and the

slower TDSS to the relaxation of the protein matrix. In accordance with this point of

view, in those experiments where the time resolution was much slower than 1 ps,

the experimentally observed TDSS would be entirely due to protein relaxation,

which is in agreement with the conclusions in most studies where the time resolu-

tion was insufficient to detect the relaxation of bulk water [25–27, 33, 38, 41, 48].

A different point of view on the origin of slow TDSS in proteins was expressed

by a group of authors [32, 35, 36, 39, 42, 45, 46, 49–52]. According to the latter

point of view, the motion of water molecules in the vicinity of the protein is highly

constrained, and this “biological water” layer is the sole origin of the slow TDSS in

proteins [32, 35, 36, 39]. In later papers it is suggested that the fluctuations of water

and protein atoms are coupled and TDSS is attributed the motion of water mole-

cules in the protein hydration layer [42, 45, 46, 49–52]. Thus, there are two

diametrically opposite points of view on the origin of slow TDSS in proteins, and
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each one has serious implications. If the slow TDSS represents the relaxation of the

protein matrix, then it can be used to study the dynamics of elementary conforma-

tional changes on the picosecond time scale. However, if the slow TDSS represents

the relaxation of “biological water”, then it calls for developing a physically viable

theory that would explain the properties of this form of H2O. Unfortunately,

experimental evidence alone cannot distinguish the contribution to TDSS due to

the relaxation of the protein matrix from that due to the relaxation of the solvent.

MD simulations offer more than one way to separate the contributions of water

and protein atoms to TDSS. Numerous MD simulations of TDSS in proteins have

been reported [35, 44, 45, 55–62]. In some of these reports the contributions of

water and protein atoms to TDSS were separated [45, 56, 57, 59–62], and here the

points of view regarding the contributions of water and protein to slow TDSS

diverged again. According to Nilsson and Halle [57] water cannot contribute to

slow TDSS. According to Golosov and Karplus [60], depending on the location of

the solvatochromic fluorophore, TDSS may be due to water, due to protein, or due

to both water and protein. In addition, several groups of authors found indepen-

dently that in those cases where both protein and solvent contribute to the spectral

shift, the contributions from protein and water have a negative correlation, i. e.,

when protein shifts the emission spectrum to the red, water shifts it to the blue and

vice versa [56–59, 62]. Halle and Nilsson [63] proposed a simple explanation for

the negative correlation based on a dielectric continuum model.

It is likely that the differences in the methods of converting MD trajectories to

spectral shifts contributed in part to the differences in the conclusions regarding the

relative contributions of protein and water. Non-equilibrium hybrid quantum

mechanics - molecular dynamics (QM-MD) simulations were used to calculate

TDSS in all papers that came out of the group of Callis [55, 56, 64]. A much faster

approach, based on Coulomb’s equation, was employed by Hassanali et al. [59] to

estimate TDSS from non-equilibrium MD trajectories. A large group of authors

used the linear-response method to estimate TDSS [44, 57, 58, 60]. This method

makes it possible to estimate TDSS from correlations of random fluctuations in an

equilibrium MD trajectory. Some reports describe the application of both the

non-equilibrium MD and the linear-response method [45, 61, 62].

This chapter reviews the explicit and implicit assumptions on which different

methods of calculating TDSS from the non-equilibrium and equilibrium MD are

based and defines the limits of applicability for each method. Also it reviews

methods of separating the contributions of water and protein to the TDSS. Two

different dielectric relaxation modes of bulk water are considered and their effects

on the TDSS of fluorophores in bulk water and those incorporated in protein

molecules are examined. The rates of dielectric relaxation of bulk water near

interfaces and of isolated water molecules in protein pockets are evaluated. This

chapter also describes how one can identify the mode of protein conformational

changes responsible for the TDSS on every time scale.
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2.2 Relationship Between Spectral Shifts and Electronic
Energy Levels

The energies E0 and E1 of the singlet electronic states S0 and S1 vary with the

electric field (Stark effect). Motions of charged and polar chemical groups in the

environment of the fluorophore result in a time variation of the energies E0 and E1,

which will be denoted below as E0(t) and E1(t) to emphasize their time dependence.

The energy gap E1(t)-E0(t) defines the frequency ν00 of the vibrationless electronic
transition (the 0-0 transition):

hν00 tð Þ ¼ E1 tð Þ � E0 tð Þ ð2:1Þ

In UV-visible absorption and emission spectra of solvatochromic fluorophores in

polar environments, at T ~ 300 K, the vibrational structure cannot be resolved,

therefore the value of ν00 cannot be determined from experimental data, which

makes it impossible to obtain E1(t)-E0(t) using Eq. (2.1). In most experimental

studies the time variation of E1(t)-E0(t) is estimated from either the peak or the

mean frequency in the absorption/emission spectra using one of the following

relationships:

hνab,c tð Þ ¼ E1 tð Þ � E0 tð Þ þ hνvibex,c ð2:2Þ
hνab, pkðtÞ ¼ E1ðtÞ � E0ðtÞ þ hνvibex, pk ð2:3Þ
hνem,c tð Þ ¼ E1 tð Þ � E0 tð Þ � hνvibgr,c ð2:4Þ

hνem, pkðtÞ ¼ E1ðtÞ � E0ðtÞ � hνvibgr, pk ð2:5Þ

In these equations h is the Planck constant, νvib denote vibrational frequencies, ν
without a superscript denote frequencies in UV-visible absorption and emission

spectra, the subscripts ab and em refer to absorption and emission, respectively, the

subscripts gr and ex refer to the vibrational frequencies in the ground-state and in

the excited-state electronic configuration, respectively, subscript c indicates the

“center of gravity frequency”, i. e., the Franck-Condon factor weighted mean

frequency, and the subscript pk refers to the peak position in the Franck-Condon

factor envelope. The shapes of the Franck-Condon factor envelopes are not iden-

tical to the shapes of the absorption and emission spectra, since for transitions with

equal Franck-Condon factors the probabilities of emission vary proportionally to ν3,
and the probabilities of absorption vary proportionally to ν1. To obtain Franck-

Condon factor envelopes one has to divide the extinction coefficient spectrum ε(ν)
by ν and the emitted photon density spectrum F(ν) by ν3. Thus, the mean frequen-

cies for the absorption and emission spectra should be calculated as follows:
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νab,c tð Þ ¼

ðν2
ν1

ε ν; tð Þdν

ðν2
ν1

ε ν; tð Þν�1dν
ð2:6Þ

νem,c tð Þ ¼

ðν4
ν3

F ν; tð Þν�2dν

ðν4
ν3

F ν; tð Þν�3dν
ð2:7Þ

The frequency intervals (ν1,ν2) and (ν3,ν4) must completely include the absorp-

tion band S1 S0 and the emission band S0 S1, respectively. The importance of

dividing F(ν) by ν3 prior to the calculation of the center of gravity has been

emphasized in previous work [33, 65], where an expression for emission center

of gravity similar to that in Eq. (2.7) was derived.

Equations (2.2, 2.3, 2.4, and 2.5) are similar in one respect: the right-hand side in

each of them equals E1(t)-E0(t) plus a constant term. This means that no matter

whether the absorption or emission spectrum is measured and whether the central

frequency or the peak frequency is calculated from the instantaneous spectra,

essentially the same equation can be used; the only difference is a constant term.

A somewhat more complicated situation exists in the case of the time variation of

the Stokes shift. Stokes shift is defined as the difference in frequency between the

absorption and the emission peak. By subtracting Eq. (2.5) from Eq. (2.3) one can

obtain

h νab, pk t0ð Þ � νem, pk t00ð Þ� � ¼ E1 t0ð Þ � E1 t00ð Þ � E0 t0ð Þ
þ E0 t00ð Þ þ h νvibgr, pk þ νvibex, pk

h i ð2:8Þ

Here t0 and t00 are the instances when the absorption spectrum and the emission

spectrum are measured, respectively, and the difference in square brackets on the

left-hand side of Eq. (2.8) represents the Stokes shift. If we assume, for instance,

that t0 ¼ t00, then the Stokes shift equals νvibgr, pk þ νvibex, pk, i. e. the Stokes shift is not

time-dependent. The latter appears to be in contradiction with the concept of the

time-dependent Stokes shift. However, the condition t0 ¼ t00 cannot be achieved in

reality, since the absorption spectrum can be measured only when the fluorophore is

in the ground state, and the emission spectrum can be measured only when it is in

the excited state. In time-resolved fluorescence emission experiments the instance

of excitation is usually taken for t¼ 0, therefore in Eq. (2.8) t0 ¼ 0 and t00> 0.

In pump-dump-probe experiments [30] one can take the instance of dumping
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for t¼ 0, therefore in Eq. (2.8) t0> 0 and t00 ¼ 0. In general, however, the

Stokes shift is a function of two variables rather than one. This makes the terms

Time-Dependent Stokes Shift (TDSS) and Dynamic Stokes Shift (DSS) somewhat

more confusing than the term Time-Dependent Spectral Shift (TDSS), which

represents a function of just one variable. From the second law of thermodynamics

it follows that in the case of a homogeneous fluorophore population the TDSS in

fluorescence emission is always the Time-Dependent Red Shift (TDRS), and in

pump-dump-probe experiments (where the time-resolved absorption spectra after

stimulated emission are measured) the TDSS is always a Time-Dependent Blue

Shift (TDBS).

2.3 Effect of the Electric Field on the Electronic Energy
Levels

Quantum-mechanical perturbation theory has long been used to describe the Stark

effect in atoms and molecules [11]. Here we use the perturbation theory to derive a

simple equation relating the energy gap E1(t)-E0(t) that enters in each of Eqs. (2.1,

2.2, 2.3, 2.4, and 2.5) to the local electric field acting on the fluorophore. Within

the framework of the perturbation theory, the Hamiltonian operator Ĥ of the

fluorophore (in the fixed-nuclei approximation) must be represented as a sum of

an unperturbed Hamiltonian Ĥ ð0Þand a perturbation V̂ ,

Ĥ ¼ Ĥ ð0Þ þ V̂ ð2:9Þ

The theory of the Stark effect is usually applied to an atom or a molecule in

vacuum. In this case the Hamiltonian operator in the absence of the external

electric field is taken for Ĥ(0), and V̂ describes the additional potential energy of

interaction between the electrons and the external electric field. It is shown below

(see Sect. 2.4, “Nonlinear Stark Effect”) that this approach may yield inaccurate

results in the case of a solvatochromic fluorophore in a polar environment,

especially if the fluorophore possesses two close electronic energy levels. Here

Ĥ(0)is defined as the Hamiltonian operator for the fluorophore in a uniform electric

field [66] E(0), and V̂ is defined as the additional potential energy due to the

difference between the actual electric field (which does not have to be uniform)

and E(0). If E(0) does not differ too much from the mean [67] electric field in the

environment of the fluorophore, then the errors resulting from the use of the

method described here will be insignificant, see Sect. 2.4, “Nonlinear Stark

Effect”. The perturbed energies En of the two lowest singlet electronic levels

(n¼ 0,1) can be expressed in the form suggested by Landau [11]:
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En ¼ E 0ð Þ
n þ E 1ð Þ

n þ E 2ð Þ
n þ . . . ð2:10Þ

E 1ð Þ
n ¼ Vnn ð2:11Þ

E 2ð Þ
n ¼

X
m 6¼n

Vmnj j2
E 0ð Þ
n � E 0ð Þ

m

ð2:12Þ

Here En
(0) denote the unperturbed energy levels, i. e. the eigenvalues of the

unperturbed Hamiltonian Ĥ(0), En
(1) denote the first-order corrections, En

(2) denote

the second-order corrections, and Vnn and Vmn represent the diagonal and

off-diagonal matrix elements of the perturbation Hamiltonian V̂ . In a uniform

electric field E the matrix elements of the perturbation Hamiltonian can be conve-

niently expressed in terms of the matrix elements of the electric dipole operator:

Vmn ¼ �μð0Þmn � ðE� Eð0ÞÞ ð2:13Þ

Here · denotes a scalar product of two vectors. Vectors μð0Þmnare the matrix

elements of the electric dipole operator, defined on the basis set of eigenfunctions

Ψ n
(0) of the Hamiltonian Ĥ(0), which represents the fluorophore in the uniform

electric field E(0).

The electric field acting on a fluorophore in a polar environment is generated

mostly by charged and polar groups in close proximity to the fluorophore; this field

is not expected to be uniform. For our purposes it is more convenient to describe the

non-uniform electric field by its scalar potential ϕ rather than by the vector E. The
uniform electric field E(0) corresponds to the following potential,

ϕ 0ð Þ rð Þ ¼ � r � E 0ð Þ ð2:14Þ

Thus, the deviation of the electric field from the uniform field is described by the

potential

δϕ rð Þ ¼ ϕ rð Þ � ϕ 0ð Þ rð Þ ¼ ϕ rð Þ þ r � E 0ð Þ ð2:15Þ

The perturbation Hamiltonian is defined as follows,

V̂ ¼
X
k

qkδϕðrkÞ ð2:16Þ

Here the summation is carried out over all charged elementary particles, includ-

ing electrons and nuclei, qk is the charge of the particle k and rk is the radius-vector
describing its coordinates. Matrix elements of this perturbation Hamiltonian are

calculated as usual [11], which involves integration over the coordinates of all

electrons, but not over the coordinates of the nuclei, because here we are using the
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fixed-nuclei approximation. For the diagonal matrix elements the result of this

integration can be reduced to the following expression:

Vnn ¼
X
j

Q
0ð Þ
jn δϕ r j

� � ð2:17Þ

Here the summation is carried out over all atoms of the fluorophore, rj is the

radius-vector of the center of atom j, and Qjn
(0) is Mulliken atomic charge [68] on

atom j when the fluorophore is in the state Sn. The partial charges Qjn
(0) must be

calculated using eigenfunctions Ψ n
(0) of the Hamiltonian Ĥ ð0Þ, which represents

the fluorophore in the uniform electric field E(0). In transition from Eq. (2.16) to

Eq. (2.17) we have assumed that the electron density can be attributed to individual

atoms as suggested by Mulliken [68] and that the electron density attributed to each

atom is symmetrically distributed about the atom’s center (spherical symmetry).

The latter assumption is accurate only for the inner-shell electrons; the distribution

of valence electrons is not spherically symmetrical. However, the errors associated

with deviations from the spherical symmetry are smaller than the errors associated

with using the electric dipole approximation in a non-uniform electric field, there-

fore Eq. (2.17) is likely to give more accurate results than Eq. (2.13).

From Eqs. (2.10, 2.11, and 2.17) follows the first-order estimate for the energy

En:

En ¼ E 0ð Þ
n þ

X
j

Q
0ð Þ
jn r j � E 0ð Þ þ

X
j

Q
0ð Þ
jn ϕ r j

� � ð2:18Þ

or

En ¼ G 0ð Þ
n þ

X
j

Q
0ð Þ
jn ϕ r j

� � ð2:19Þ

where the constant energies Gn are defined as follows

G 0ð Þ
n ¼ E 0ð Þ

n þ
X
j

Q
0ð Þ
jn r j � E 0ð Þ ð2:20Þ

Now En from Eq. (2.19) can be substituted for E1 and E0 in each of the Eqs. (2.2,

2.3, 2.4, and 2.5). The following equation was obtained from Eq. (2.5), however,

similar results can be obtained from Eqs. (2.2), (2.3), or (2.4):

hνem, pk tð Þ ¼ G
0ð Þ
1 � G

0ð Þ
0 � hνvibgr, pk þ

X
j

Q
0ð Þ
j1 � Q

0ð Þ
j0

� �
ϕ r j; t
� � ð2:21Þ
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Note, that Qj1
(0)�Qj0

(0) represents the difference between the partial atomic

charge on atom j in the excited and in the ground state. This difference will be

denoted ΔQj
(0):

ΔQ 0ð Þ
j ¼ Q

0ð Þ
j1 � Q

0ð Þ
j0 ð2:22Þ

Using this new notation we can rewrite the sum on the right-hand side of

Eq. (2.21) in the form

ΔE tð Þ ¼
X
j

ΔQ 0ð Þ
j ϕ r j; t

� � ð2:23Þ

Replacing the first three constant terms on the right hand side of Eq. (2.21) with a

new constant hν0 and the last term with ΔE(t) from Eq. (2.23) yields

hν tð Þ ¼ hν0 þ ΔE tð Þ ð2:24Þ

Here we have dropped the subscripts em and pk on the left-hand side because

Eq. (2.24) equally applies to absorption and emission spectra and it also equally

applies to peak frequencies and center-of-gravity frequencies; only the definition of

the constant term hν0 is different in these cases.

2.4 Nonlinear Stark Effect

In transition from Eqs. (2.10, 2.11, 2.17) to Eq. (2.18) we have omitted the second-

order and higher correction terms that appear on the right-hand side of Eq. (2.10). A

sum of the terms that have been omitted represents the error arising from the use of

Eq. (2.23). This error will be considered now.

Equation (2.12) gives the second-order correction term, which is usually the

most significant of the terms that have been omitted. The off-diagonal matrix

elements Vmn in Eq. (2.12) cannot be expressed in terms of Mulliken partial atomic

charges as we did it with the diagonal matrix elements in Eq. (2.17). This means

that in estimating the errors we will have to limit ourselves to the case of a uniform

electric field, where Eq. (2.13) can be used. Substituting Vmn from Eq. (2.13) into

Eq. (2.12) yields

Eð2Þn ¼
X
m 6¼n

jμð0Þmn � ðE� Eð0ÞÞj2
Eð0Þn � Eð0Þm

ð2:25Þ

Equation (2.25) explicitly shows that the second-order correction term En
(2) is

quadratic in E�E(0). Furthermore, it can be shown that every other term En
(k) also

varies with the field as the k-th power of E�E(0). Thus, the series in Eq. (2.10)
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represents an expansion of the energy En in powers of E�E(0). This series has a

finite convergence domain. The convergence domain is limited by a convergence

boundary. When the point E(0), in the neighborhood of which the series expansion is

made, is at the convergence boundary, the convergence is lost completely. This will

be used to identify the convergence boundaries for the expansion in Eq. (2.10). If

Em¼En for some m 6¼ n, then one of the denominators in the sum in Eq. (2.25)

equals zero. This is also true for all correction terms En
(k) with k� 2. The set of all

points where the condition Em¼En is met for at least one m 6¼ n, represents the

convergence boundary. Since we are only interested in the series expansions for E0

and E1, the convergence domain is limited by the boundaries Em¼E0 and Em¼E1.

For most fluorophores, the ground state is separated from the lowest electronically-

excited state by a large energy gap, therefore the condition Em¼E0 is not likely to

be reached in a realistic experimental setting. On the contrary, the condition

Em¼E1 is commonly achieved when two excited electronic states “cross” each

other. For example, 3-methylindole, which plays the role of the fluorophore in

tryptophan (Trp), has two excited electronic configurations commonly referred to as
1La and 1Lb [69]. In vacuum 1Lb is the lowest excited state and 1La is higher in

energy [64]. In a polar solvent the lowest excited state is 1La and
1Lb has a greater

energy [64]. This means that in some electric field of intermediate strength between

that in a polar environment and in vacuum the energies E1 and E2 must be equal,

and this defines the convergence boundary. If we choose E(0) on one side of that

boundary, then the series expansion of E1 will diverge on the other side of that

boundary. This means that if we choose E(0)¼ 0, which corresponds to vacuum,

then the series in Eq. (2.10) is going to diverge for the fluorophore in a polar

environment. However, if we choose E(0) equal to the Onsager reaction field in a

polar solvent, then the series in Eq. (2.10) are going to diverge in vacuum.

In those cases where the first-order estimate from Eq. (2.23) is used for ΔE(t), the
question of convergence becomes irrelevant, however, the question of accuracy still

comes down to the correct choice of E(0). Since the second- and higher-order

correction terms En
(k) vary with the field as the k-th power of E�E(0), minimizing

the absolute value of the difference E�E(0) is the obvious way of reducing the

errors. To achieve this goal, the value of E(0) should be chosen close to the mean

[67] value of E experienced by the fluorophore in the specific environment where

the TDSS is studied. This choice of E(0) will ensure the most accurate values of the

differential partial charges ΔQj
(0) and it will ultimately result in accurate first-order

estimates of TDSS.

2.5 Hybrid QM-MD Versus Classical MD

Quantum mechanical (QM) calculations provide the most accurate way of calcu-

lating ΔE(t) for a fluorophore in an electric field. Hybrid QM-MD simulations of

TDSS in proteins and peptides have been reported by the group of Callis [55, 56,

70]. Hybrid QM-MD simulations usually cover only a short period of time, from
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2 ps [55] to 30 ps [56] for proteins, and up to 60 ps for small peptides[70]. In those

cases where several nanoseconds of TDSS must be calculated, the use of QM-MD

simulations is not desirable because of their slow speed. This has encouraged many

authors [44, 45, 57, 59–62] to use a faster method of calculating ΔE(t) from MD

trajectories, which is based on Eq. (2.26) or its equivalent,

ΔE tð Þ ¼ 1

4πε0

X
i

X
j

Qi ΔQ 0ð Þ
j

r j tð Þ � ri tð Þ
�� �� ð2:26Þ

Here ε0 is the dielectric permittivity of vacuum, index i counts all atoms except

those that belong to the fluorophore, Qi is the partial electric charge on atom i, ri(t)
is the radius-vector of this atom at time t, index j counts only the fluorophore

atoms, ΔQj
(0) is defined in Eq. (2.22), rj(t) is the radius-vector of atom j at time t,

and ja� bj denotes the magnitude of the difference between the vectors a and b.

Although Eq. (2.26) may be obvious to those who use it, it is important to

understand how it is obtained and what are the errors associated with the use of this

equation. Here Eq. (2.26) is obtained by substituting into Eq. (2.23) the following

expression for the electric potential ϕ(r,t):

ϕ r; tð Þ ¼ 1

4πε0

X
i

Qi

r� ri tð Þj j ð2:27Þ

Equation (2.27) represents the electrostatic potential generated by the partial

electric charges of all atoms except those that belong to the fluorophore. The same

electrostatic potential is used in hybrid QM-MD simulations, therefore any differ-

ences in accuracy between the hybrid QM-MD simulations and the faster method

based on Eq. (2.26) must arise from Eq. (2.23) and not from Eq. (2.27). Equation

(2.23) was obtained from the first-order quantum-mechanical perturbation theory

[11]. The use of the perturbation theory is inevitable when we deal with a quantum

system containing more than two elementary particles: analytical solution of the

Schrodinger equation exists only for the hydrogen atom, while for any atom with

more than one electron as well as for any molecule the use of the perturbation

theory is unavoidable. The QM portion of the hybrid QM-MD simulations is

entirely based on the perturbation theory. Thus, the errors associated with the faster

method of calculating ΔE(t) do not result from the use of the perturbation theory,

but they result from the use of the first-order perturbation theory. The errors are

equal to the sum of the higher-order correction terms that were originally included

in Eq. (2.10), but were then dropped. These terms are discussed in Sect. 2.4,

“Nonlinear Stark Effect”, where it is concluded that in order to minimize the

omitted higher-order correction terms one has to use the differential partial charges

ΔQj
(0) corresponding to the fluorophore in the electric field E(0) that closely

resembles the mean local field acting on the fluorophore. The mean local field

can be obtained from a hybrid QM-MD simulation, which does not have to be very

long. Thus, the best way to evaluate Qj1
(0), Qj0

(0), and ΔQj
(0) is to run a short hybrid
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QM-MD simulation and to average the instantaneous partial charges on the

fluorophore atoms over a time period of several picoseconds. Callis and

co-workers [56, 64] ran QM-MD simulations (using CHARMM forcefield) for

3-methylindole in 1La excited state in a drop of 1100 explicit TIP3 waters and

averaged the charges over the last 4 ps of the trajectory. Then all Qj1
(0), Qj0

(0), and

ΔQj
(0) were scaled by a factor of 0.80 [56], which was necessary to obtain the best

match between the simulated and experimental ΔE values. It is still unclear why the

calculated ΔE values were not accurate without the scale factor. From Eq. (2.26) it

follows that the scaling of all ΔQj
(0) by some factor has the same effect on ΔE as the

scaling of all Qi by the same factor, therefore one possible explanation is that in

CHARMM the partial charges Qi on protein and solvent atoms are exaggerated on

average by a factor of 1/(0.80). The other possible explanation is that CHARMM is

not a polarizable forcefield; using a polrizable forcefield would probably decrease

the electric field on average by a factor of 0.80, which would make the calculated

ΔE values closer to the experimental ones. The charges Qj1
(0), Qj0

(0), and ΔQj
(0) that

were originally obtained by Callis and co-workers [56, 64] and then used by others

to calculate TDSS from MD trajectories [62] are given in Table 2.1. This appears to

be the best set of charges to be substituted in Eq. (2.26) in combination with the

partial charges Qi from the CHARMM forcefiled. The use of ΔQj
(0) from Table 2.1

and Eq. (2.26) makes possible to accurately calculate TDSS from a non-equilibrium

MD trajectory without the use of hybrid QM-MD simulations.

2.6 Direct-Response Versus Linear-Response Method

Non-equilibrium MD is commonly triggered by switching the partial charges of the

fluorophore atoms from Qj0
(0) to Qj1

(0) at t¼ 0. TDSS is then calculated using

Eq. (2.26) directly from a non-equilibrium MD trajectory; this approach will be

called the direct-response method to distinguish it from the linear-response method.

TDSS calculated using the direct-response method from just one MD trajectory is

overwhelmed by random noise, therefore averaging over about 100 trajectories is

usually necessary. An alternative approach, known as the linear-response method,

makes it possible to obtain the same information from the autocorrelation of

random fluctuations in just one very long equilibrium trajectory. The method is

described below.

Consider some interaction with the energy ΔE(t) that can be instantaneously

turned on. For example, Coulombic interaction between the additional charges

ΔQj
(0) on fluorophore atoms and the common partial charges of other atoms

instantaneously turns on when the fluorophore jumps from the ground state to the

excited state. Equation (2.26) gives the energy of this interaction. According to the

fluctuation-dissipation theorem, in the linear-response approximation, the ensemble

average response ⟨ΔE(t)⟩ averaged over an infinite number of non-equilibrium
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trajectories, in which the interaction is turned on at t¼0, is connected to the

autocorrelation function C(t) defined below by a simple relation:

ΔE tð Þh i � ΔE 1ð Þh i ¼ β C tð Þ ð2:28Þ

Here β is the inverse temperature, β¼ 1/(kBTA), where kB is Boltzmann constant

and TA is absolute temperature. The autocorrelation function C(t) can be defined

either as ensemble average, i. e. the average over infinite number of trajectories, or

as a time average over one infinitely long trajectory. We will use the second

approach, because in practice the autocorrelation function is always obtained

from one trajectory [44, 45, 57, 58, 60–62]. Time-averaged C(t) is defined as the

limit at T!1 of the autocorrelation function obtained from a finite-length

trajectory,

C tð Þ ¼ lim
T!1

CT tð Þ ð2:29Þ

Here CT(t) is calculated from a trajectory of length T; it is defined as follows:

CT tð Þ ¼ 1

T � t

ðT�t

0

ΔE t0ð Þ � ΔET

� �
ΔE t0 þ tð Þ � ΔET

� �
dt0 ð2:30Þ

Table 2.1 Trp side chain

atom charges in units of

positive electron charge e.
Reprinted with permission

from Ref. [62], copyright

2010 American Chemical

Society

Trp atom Qj0
(0) Qj1

(0) ΔQj
(0)

CB �0.003 þ0.004 þ0.007
HB1 þ0.013 þ0.017 þ0.004
HB2 þ0.016 þ0.015 �0.001
CG �0.046 þ0.184 þ0.230
CD1 þ0.011 þ0.122 þ0.111
HD1 þ0.030 þ0.047 þ0.017
NE1 �0.130 þ0.017 þ0.147
HE1 þ0.125 þ0.132 þ0.007
CE2 þ0.052 þ0.082 þ0.030
CD2 �0.009 �0.087 �0.078
CE3 �0.027 �0.214 �0.187
HE3 þ0.027 þ0.028 þ0.001
CZ3 �0.033 �0.077 �0.044
HZ3 þ0.005 �0.003 �0.008
CZ2 �0.039 �0.243 �0.204
HZ2 þ0.017 þ0.021 þ0.004
CH2 �0.026 �0.063 �0.037
HH2 þ0.017 þ0.018 þ0.001

2 Time-Dependent Spectral Shifts in Tryptophan Fluorescence: Bridging. . . 43



ΔET ¼ 1

T

ðT

0

ΔE t0ð Þdt0 ð2:31Þ

ΔE(t0) must be calculated from an equilibrium trajectory, i. e. the interaction

should not be turned on or turned off during the MD simulation that generates ΔE(t0)
to be used in Eqs. (2.30 and 2.31).

The results obtained using the linear-response method contain both random

errors and systematic errors. The random errors originate from substituting CT(t)
instead of C(t) into Eq. (2.28). For a short trajectory the difference between CT(t)
and C(t) can be substantial, which can easily lead to false interpretations. The most

common artifacts in CT(t) resulting from averaging over a finite-length trajectory

are illustrated in Fig. 2.1.

The random noise in panel 1A of Fig. 2.1 is a sum of the random fluctuations in

16 noise-driven damped harmonic oscillators with different frequencies and differ-

ent damping ratios (Langevin dynamics) [62]. This random noise visually resem-

bles ΔE(t) from a real MD simulation, yet, computing this random noise is millions

of times faster than a real MD simulation for a real protein, which makes it easy to

study the evolution of CT(t) up to T¼ 10,000 ns. Panel 1A shows only the first 10 ns

of ΔE(t), however, the “trajectory” was actually generated all the way up to

t¼ 10,000 ns. In panel 1B of Fig. 2.1 the black line depicts C10ns(t), calculated
from the part of the trajectory in panel 1A. The red line depicts C10000ns(t), which is
practically identical to C(t), since it was established that the increase in T from 5000

to 10000 ns produces no visible changes in CT(t) [62]. The difference between

C10ns(t) and C10000ns(t) is the low-frequency noise, which is a common artifact

associated with the use of the linear-response method. Theoretically, it should be

possible to decrease the amplitude of the low-frequency noise to a desired level,

however, in practice this would require a very long MD trajectory, since the

amplitude of the noise in CT(t) decreases as T
�½. The low-frequency noise, also

known as pink noise, is potentially more dangerous than the white noise in direct-

response TDSS, because the low-frequency noise is not subjectively perceived as

noise.

The noise pattern in panel 1A of Fig. 2.1 resembles near-equilibrium atomic

fluctuations in a protein that does not change its conformation at all. If the entire

protein or just one side chain in close proximity to the fluorophore jumps between

two discrete isomers, then the noise pattern may look like the ones shown in panels

2A or 3A. ΔE(t) in panels 2A and 3A were generated using a random switch that

jumps between two discrete levels [62]. The switch in panel 2A spends equal times

(on average) in both states; the average time between jumps for this switch equals

5 ns. The switch in panel 3A spends 90 % of time in the lower energy state and 10 %

in the upper energy state, with the residence times of 0.33 ns for the upper energy

state and 3 ns for the lower energy state. The random noise from the 16 damped

harmonic oscillators was also added to the signals depicted in panels 2A and 3A. ΔE
(t) curves were generated for a total of 10000 ns in all cases.
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Panel 2A of Fig. 2.1 shows a selected 10 ns window during which the protein

spent the first 5 ns as isomer 1 (low ΔE) and the following 5 ns as isomer 2 (high

ΔE). The autocorrelation C10ns(t) calculated from the selected window (black line in

panel 2B) and the autocorrelation C10000ns(t) calculated from the full trajectory (red

line in panel 2B) are close to each other, and this is for a good reason: the average

times the protein spends as isomer 1 or isomer 2 equal 5 ns, and during the selected

10 ns window it spent exactly 5 ns as isomer 1 and 5 ns as isomer 2. Random

switching between isomers makes a large contribution to C(t) and it is solely

responsible for the difference between the red line in panel 2B and the red line in

Fig. 2.1 Random noise patterns (panels 1A, 2A, 3A) and corresponding autocorrelation functions
CT(t) (panels 1B, 2B, 3B). The black line in each #B panels represents C10ns(t) calculated from the

10 ns trajectory in the corresponding #A panel using Eqs. (2.30 and 2.31). The red line represents

C10000ns(t) calculated from the 10000 ns trajectory generated by the same random process as the

10 ns trajectory in the corresponding #A panel. The green and the blue lines in panel 2B depicts

C5ns(t) calculated from for the first 5 ns and from the last 5 ns of the trajectory in panel 2A,
respectively. Reprinted with permission from Ref. [62], copyright 2010 American Chemical

Society
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panel 1B. This switching increases the full amplitude of the autocorrelation func-

tion from 1.0 in panel 1B to 7.2 in panel 2B. It also increases the correlation time

from less than 0.5 ns in panel 1B to more than 2.5 ns in panel 2B. Thus, switching

between two (or more) isomers could be the main source of the slow TDSS

observed experimentally on the time scales of nanoseconds or even tens of nano-

seconds [25–27, 33, 38, 41, 48]. The green and blue lines in panel 2B depict C5ns(t)
calculated from for the first 5 ns (during which only isomer 1 was present) and from

the last 5 ns (during which only isomer 2 was present) of the trajectory in panel 2A.

Since there were no transitions between the isomers during the time windows used

to calculate either C5ns(t), the slow TDSS is not observed in this case. An example

of splitting MD trajectory in two parts can be found in the work of Li et al. [45, 61],

who separately analyzed the trajectories for the isomers 1 and 2 using the linear-

response method. No nanosecond-scale relaxation was found in this work

[45, 61]. This example clearly shows how insufficient trajectory length T can

radically alter the results obtained using the linear-response method.

The example shown in panels 3A and 3B illustrates a possible but unlikely

situation. During the 10 ns window selected for panel 3A the protein jumped from

the low ΔE state (isomer 1) to the high ΔE state (isomer 2) and back three times in a

row. ΔE(t) does not behave like this during every 10 ns window, thus, the piece of

trajectory shown in panel 3A is atypical. This explains the big difference between

the black and the red line in panel 3B. The black line represents C10ns(t) calculated
from the selected 10 ns window. The red line represents C10000ns(t) calculated from
the full trajectory, and it closely approximates C(t). While the red line approaches

the zero level aperiodically, the black line shows oscillations characteristic of an

underdamped oscillator. Golosov and Karplus [60] found the underdamped behav-

ior in just one of the eleven linear-response MD trajectories they simulated. This

can be the case of a real underdamped oscillator or the case where the

low-frequency noise resembles the behavior of an underdamped oscillator, similar

to that shown in panels 3A and 3B. To find out which is the case, one would have to

generate a much longer linear-response MD trajectory.

The results obtained using the linear-response method may also contain system-

atic errors. The systematic errors have their origin in deviations from linearity.

Equation (2.28) is valid only in the linear-response approximation, therefore in the

case where β|ΔE|>1, i. e., |ΔE|>kBTA, the use of Eq. (2.28) can result in significant

systematic errors. The systematic errors will be further investigated here using a

very simple model system, which consists of just one TIP3P water molecule in a

uniform electric field that is turned on at t¼0. The orientation of the water molecule

is described here using Euler angles (ϕ,θ,ψ) [71]. The Z’ axis of the molecular

frame is chosen parallel to the permanent electric dipole moment μ of the water

molecule, and the Z axis of the laboratory frame is chosen parallel to the electric

field E. With this choice of axes, the interaction energy depends on only one Euler

angle:

ΔEðtÞ ¼ �μ � E ¼ �jμjjEjcos θ ð2:32Þ
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Using the fact that in the absence of the electric field the orientation of the water

molecule is random, and therefore ⟨cos2θ⟩¼1/3, we can calculate the value of C(t)
for t¼0:

Cð0Þ ¼ ⟨ΔE2ðtÞ⟩ ¼ jμj2jEj2⟨cos 2θ⟩ ¼ 1

3
jμj2jEj2 ð2:33Þ

According to the linear-response method,

⟨ΔEð0Þ⟩� ⟨ΔEð1Þ⟩ ¼ βCð0Þ ¼ 1

3
βjμj2jEj2 ð2:34Þ

Taking into account that ΔE 0ð Þh i ¼ 0and ⟨ΔEð1Þ⟩ ¼ jμjjEj⟨cos θ⟩, one can

obtain the following expression for the equilibrium value of ⟨cosθ⟩ in the presence

of the electric field:

⟨cos θ⟩ ¼ 1

3
βjμjjEj ð2:35Þ

The estimate in Eq. (2.35) is based on the linear-response approximation, therefore

it is accurate in weak electric fields only. A general expression for the equilibrium

value of the first-rank order parameter ⟨cosθ⟩ in the electric field of any strength can
be obtained using the equilibrium orientational distribution of the molecule, which

is essentially a Boltzmann distribution in Euler angles:

d3Pðϕ, θ,ψÞ ¼ AexpðβjμjjEjcos θÞ dϕ sin θdθ dψ ð2:36Þ

The constant A in Eq. (2.36) must be chosen so that the integral over all orientations

equals unity. Multiplying the distribution in Eq. (2.36) by cosθ and integrating over
all orientations yields

⟨cos θ⟩ ¼ cothðβjμjjEjÞ � ðβjμjjEjÞ�1 ð2:37Þ

In Fig. 2.2 the estimate obtained using the linear-response method, Eq. (2.35), is

depicted by the red line, and the value from Eq. (2.37), which is accurate at any

level of the electric field, is depicted by the blue line. The curves in Fig. 2.2 were

calculated using β¼ 1/(kB� 300 K), which corresponds to the temperature of

300 K, and |μ|¼ 7.829·10�30C·m, which is the magnitude of the permanent electric

dipole moment of a TIP3P water molecule. The relative deviation of the linear-

response estimate from the actual value reaches 10 % at the electric field strength of

7 MV/cm. The additional excited-state charges ΔQj
(0) on the Trp side chain (see

Table 2.1) generate an electric field of 7 MV/cm magnitude at distances up to 8.5 Å
from the center of the fluorophore. Thus, if the distance between the center of the

indole moiety and the center of at least one water molecule is less than 8.5 Å, then
the amplitude of the TDSS obtained using the linear-response method is likely to be
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overestimated. A water molecule in van der Waals contact with the Trp side chain

may experience electric fields up to 50 MV/cm; in electric fields of this magnitude

the estimate obtained using the linear-response method is 3.5-fold greater than one

obtained using the direct-response method. An overestimated amplitude is always

accompanied by a distorted shape of the TDSS, therefore re-normalization does not

solve the problem, it just makes it more difficult to be acknowledged. Maroncelli

and Fleming [72] questioned the validity of the linear-response method when they

discovered that in linear-response MD simulations the solvation response to a

charge jump in ST2 water does not vary linearly with the magnitude of the charge

jump. Comparing the theoretical estimates in Eqs. (2.35) and (2.37) makes it

possible to determine in advance whether the results of a future linear-response

MD simulation will be valid or not.

2.7 Separation of Contributions from Different Motions

A trivial method for separating the protein and solvent contributions to TDSS is

based on splitting the summation over the index i in Eq. (2.26) into two partial

sums. The first partial sum covers the range of i that corresponds to protein atoms;

this partial sum represents the protein contribution to TDSS. The second partial sum

involves only those i values that correspond to solvent atoms and represents the

solvent contribution to TDSS. This method of separating the protein and solvent

contributions to TDSS was used several times [45, 56, 57, 59, 60]. The main

drawback of this method is that it attributes the TDSS resulting from the motion

of the fluorophore itself in part to the protein and in part to the solvent. In rigid

proteins where the fluorophore is tightly packed in the protein core and cannot

Fig. 2.2 The first-rank

order parameter ⟨cosθ⟩ for a
TIP3P water molecule in a

uniform electric field E. Red
line: the estimate obtained

using the linear-response

method, Eq. (2.35). Blue
line: the exact value from
Eq. (2.37). The curves were

calculated for 300 K

temperature and

7.829·10�30C·m dipole

moment. Reprinted with

permission from Ref. [62],

copyright 2010 American

Chemical Society
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rotate relative to the protein this drawback is unimportant and the use of the trivial

separation method is justifiable. On the other hand, if the protein is not rigid and/or

the fluorophore is on the surface, then the use of the trivial separation method may

result in significant errors. A method allowing the separation of contributions from

the motion of the fluorophore itself, from the motion of other protein atoms, and

from the motion of solvent atoms was recently proposed [62]. A description of this

method is given below.

According to Eq. (2.23) the spectral shift depends on the radius-vectors rj of the

fluorophore atoms and also on the electric potential ϕ(r,t) generated by the partial

charges of all atoms except those of the fluorophore. Thus, the motion of the

fluorophore as well as the motion of the surrounding atoms contribute to the

spectral shift. To be able to tell which atoms moved and how far, we will have to

choose a reference frame. It makes little sense to consider atomic motions in the

laboratory frame, since in this frame the rotation and translation of the protein as a

whole results in much greater atomic displacements than those relative atomic

motions that actually produce TDSS. It makes even less sense to use the reference

frame attached to a small atomic group (e. g., one side chain) of the protein

molecule, or to a water molecule. The only reasonable choice is to attach the

reference frame to the protein molecule. Since the molecule is flexible, the question

how this can be practically accomplished is not trivial. An algorithm (based on

successive iterations) for defining the reference frame attached to the protein is

described in Ref. [62]. Coordinate transformations between the laboratory reference

frame and that attached to the protein molecule are described by the following

equations:

rlab ¼ Rrmol þ u ð2:38Þ
rmol ¼ RT rlab � u

� � ð2:39Þ

Here rlab denotes the column vector of three Cartesian coordinates xlab, ylab, zlab

in the laboratory reference frame; these are the coordinates used in MD simulations.

Likewise rmol denotes the column vector of three Cartesian coordinates xmol, ymol,
zmol in the reference frame attached to the protein molecule. Throughout this

chapter equations containing radius-vectors r without superscripts are valid regard-

less of the choice of the reference frame; for example Eq. (2.26) is valid both in the

laboratory and in the molecular reference frame. If radius-vectors from more than

one reference frame appear in the same equation, then each radius-vector is

provided with a superscript to identify its reference frame, as in Eqs. (2.38 and

2.39). R denotes a 3 � 3 rotation matrix of the special orthogonal group SO(3); its

transpose RT is equal to its inverse. u is the translation vector, which describes the

position of the origin of the molecular reference frame in the laboratory reference

frame. The rotation and translation of the protein molecule results in the time

variation of the matrix R and vector u.

For every protein atom n (including fluorophore atoms) the vector of mean

equilibrium coordinates ⟨rn
mol⟩ is defined as the ensemble averages of rn

mol at
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long times after excitation. In practice one can average rn
mol over all MD trajecto-

ries and also over a time period that starts after the bulk of the TDSS is over and

continues to the end of the trajectory. Note, that averaging is carried out on the

coordinates of protein atoms only and in the reference frame attached to the protein;

it makes no sense to average any Cartesian coordinates in the laboratory reference

frame or to average the coordinates of solvent atoms in the protein reference frame.

Using the mean coordinate vectors ⟨rj
mol⟩ for the fluorophore atoms it is possible

to split the energy ΔE(t) in Eq. (2.23) into the part ΔEf(t) that varies due to the

motion of the fluorophore itself and the part ΔEe(t) that varies due to the changes in
the electric field:

ΔE tð Þ ¼ ΔE f tð Þ þ ΔEe tð Þ ð2:40Þ
ΔE f tð Þ ¼

X
j

ΔQ 0ð Þ
j ϕ rmolj ; t

� �
� ϕ rmolj

D E
; t

� �h i
ð2:41Þ

ΔEe tð Þ ¼
X
j

ΔQ 0ð Þ
j ϕ rmolj

D E
; t

� �
ð2:42Þ

Here ΔQj
(0) is the charge difference defined in Eq. (2.22) and ϕ is the electric

potential defined in Eq. (2.27). If the fluorophore does not move in the reference

frame attached to the protein, then all the differences in square brackets on the right-

hand side of Eq. (2.41) equal zero, and therefore ΔEf(t) also equals zero. On the

other hand, in the hypothetical situation where all protein atoms except those of the

fluorophore itself and all water atoms are fixed in the reference frame attached to

the protein, the potentials ϕ(⟨rj
mol⟩,t) are time-invariant, and therefore ΔEe(t) is also

time-invariant. In other words, without the motion of the fluorophore there is no

time variation in ΔEf(t), and without the motions of other atoms there is no time

variation in ΔEe(t). This justifies treating ΔEf(t) as the contribution of the

fluorophore atoms and ΔEe(t) as the contribution of non-fluorophore protein

atoms and solvent atoms.

To split ΔEe(t) further into the contributions of protein and solvent atoms, the

electric potentials ϕ(⟨rj
mol⟩,t) that appear in Eq. (2.42) must be expressed explicitly

in terms of the coordinates of these atoms,

ϕð⟨rmolj ⟩, tÞ ¼ 1

4πε0

X
i

Qi

jrmoli ðtÞ � ⟨rmolj ⟩j ð2:43Þ

Here index i counts all atoms except those that belong to the fluorophore, Qi is

the partial charge on atom i, and ri
mol the coordinate vector for this atom. The time

variation of ϕ(⟨rj
mol⟩,t) results only from the time variation of ri

mol, since the partial

atomic charges Qi and the mean coordinates ⟨rj
mol⟩ are time-invariant. The contri-

bution of one non-fluorophore atom i to ΔEe(t) and also to ΔE(t) can be obtained by
taking just one term from the sum in Eq. (2.43) and substituting it in Eq. (2.42),
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ΔEi tð Þ ¼ 1

4πε0

X
j

ΔQ 0ð Þ
j Qi

rmoli tð Þ � rmolj

D E��� ��� ð2:44Þ

The contribution of one fluorophore atom j to ΔEf(t) and also to ΔE(t) can be

obtained by taking just one term from the sum in Eq. (2.41). The solvent contribu-

tion can be determined by summing up ΔEi(t) from Eq. (2.44) over all water atoms.

The contribution of the protein can be determined by summing up ΔEi(t) from
Eq. (2.44) over all non-fluorophore protein atoms; in the case where the fluorophore

(e. g., tryptophan) is considered to be a part of the protein it is also necessary to add

ΔEf(t) from Eq. (2.41) to the sum. The protein contribution, water contribution, and

contributions of individual atoms must be then averaged over all nonequilibrium

trajectories (ensemble averaging).

2.8 Dielectric Relaxation of Bulk Solvent

Dielectric relaxation of the solvent usually has a significant contribution to the

TDSS of fluorophores in proteins. Dielectric relaxation of polar solvents occurs on

multiple time scales [73]. The Debye model of dielectric relaxation in polar liquids

contains only one characteristic time constant τD, which is commonly called the

Debye relaxation time [17, 73–76]. An exponential term of the form exp(�t/τD) is
directly observed in the time variation of the electric displacement D after a jump in

the electric field E in the form of Heaviside step function θ(t) [76], as shown in the

top panel of Fig. 2.3. However, if the step-function jump is applied to the electric

displacement D, then the relaxation of the electric field E does not contain the term

exp(�t/τD). Instead, it contains a faster exponential term exp(�t/τL) [76], as shown
in the bottom panel of Fig. 2.3. The relationship between τL and τD is well known

[17, 73–76],

τL ¼ ε1
εS

τD ð2:45Þ

In Eq. (2.45) εS is the static (low-frequency) dielectric permittivity of the

solvent, ε1 is the high-frequency dielectric permittivity of the solvent, τL is the

longitudinal relaxation time, and τD is the transverse relaxation time and also the

Debye relaxation time. The terms “transverse” and “longitudinal” are relevant in

the case of a continuous homogeneous polar liquid without borders or foreign

objects. Using Helmholtz decomposition the dielectric polarization density P can

be separated into two independent parts: (i) the longitudinal part, for which the

divergence of P is non-zero (∇·P 6¼0) and the curl of P equals the zero vector

(∇�P¼0), and (ii) the transverse part, for which the divergence of P equals zero

(∇·P¼0) and the curl of P is not equal to the zero vector (∇�P 6¼0) [73]. If the
dielectric response is described by the Debye model, then both the longitudinal and
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the transverse component relax exponentially, but with different relaxation times τL
and τD [73, 76].

The dielectric polarization near a spherical ion immersed in a continuous

homogeneous polar solvent consists of the longitudinal part only, therefore a

step-function jump in the charge of the ion would induce an exponential relaxation

process with the characteristic time τL. Such a charge jump contradicts the principle

of electric charge conservation, therefore it cannot be achieved in practice. A step-

function jump in the electric dipole moment is practically achievable; it occurs

when a solvatochromic fluorophore jumps from the ground state to the excited state.

Maroncelli and Fleming [74] have shown that for a point-dipole centered inside a

spherical cavity a step-function jump in the dipole moment induces a relaxation

process containing a single exponential term exp(�t/τF), where [74, 75]

τF ¼ 2ε1 þ εC
2εS þ εC

τD ð2:46Þ

In Eq. (2.46) εC is the dielectric permittivity of the spherical cavity, which is

intended to represent fluorophore polarizability. From Eqs. (2.45 and 2.46) it

follows that εC¼ 0 results in τF¼ τL, while εC¼1 results in τF¼ τD. According
to realistic estimates [17, 74, 75], for spherical fluorophores in polar solvents τF is

only slightly greater than τL, while τD is much greater then both τL and τF.
The above example with a dipole jump in a spherical cavity shows that the

observed dielectric relaxation cannot be always separated in two parts with the

characteristic relaxation times τL and τD. Complete separation of the transverse and

longitudinal polarization components can be accomplished only in the absence of

Fig. 2.3 Graphical

definitions of the transverse

relaxation time τD (top
panel) and longitudinal

relaxation time τL (bottom
panel). E(t) is the electric
field, D(t) is the electric
displacement, and θ(t) is
Heaviside step function.

Adapted with permission

from Ref. [62], copyright

2010 American Chemical

Society
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borders and foreign objects (such as the spherical cavity in the above example). In

the case of a parallel-plate capacitor the concepts “transverse” and “longitudinal”

become completely irrelevant. The electric field E between the plates of such a

capacitor is uniform, and so is the dielectric polarization density P, therefore the

divergence of P equals zero (∇·P¼ 0) and the curl of P equals the zero vector

(∇�P¼ 0), which fits neither the definition of longitudinal polarization nor the

definition of transverse polarization [73]. Yet, with a parallel-plate capacitor one

can observe both relaxation times τL and τD. If a step-function jump is applied to the

voltage across the capacitor, then the charge on each plate of the capacitor will

change with time as D(t) in the top panel of Fig. 2.3. However, if a step-function

jump is applied to the charge on the plates of the same capacitor, then the voltage

across the capacitor will change with time as E(t) in the bottom panel of Fig. 2.3.

In all previous examples the relaxation curve contained only one exponential

term, which could be exp(�t/τL), or exp(�t/τF), or exp(�t/τD). Now the question is

whether two or more exponential terms can be observed simultaneously in a

relaxation curve if the solvent is described by the Debye relaxation model. One

physical structure in which both exp(�t/τL) and exp(�t/τD) can be observed

simultaneously is depicted in the top panel of Fig. 2.4. A layer of a non-polar

solid dielectric (such as polyethylene or diamond), shown by the yellow color in the

top panel of Fig. 2.4, is immersed in a polar liquid (such as water), shown by the

blue color. A narrow cylindrical channel, whose diameter is much smaller than the

thickness of the layer, is drilled through the solid dielectric and is also filled with the

polar liquid. The whole structure is placed between the plates of a parallel-plate

capacitor (shown by black color, with theþ and � labels) and a step-function jump

is applied to the charge on the plates of this capacitor. This creates a step-function

jump in D1 (the electric displacement in the polar liquid). Since D1 and D2 are both

normal to the interface between the two dielectrics, D1¼D2, and therefore there is

also a step-function jump in D2 (the electric displacement in the non-polar dielec-

tric). For the non-polar dielectric the static dielectric constant and the high-

frequency dielectric constant is the same quantity, which will be denoted εNP.
The relationship between the electric field and the electric displacement in the

non-polar dielectric is instantaneous, i. e. D2¼ εNPE2, which results in a step-

function jump in E2 (the electric field in the non-polar dielectric). Since E2 and

E3 are both parallel to the walls of the cylindrical channel, E2¼E3, and therefore

there is also a step-function jump in E3 (the electric field in the polar liquid inside

the channel). A step-function jump in the electric field in the polar liquid results in a

relaxation process that contains the exponential term exp(�t/τD). The relaxation of

the polar liquid outside the channel will result in the term exp(�t/τL). Therefore,
both τL and τD can be observed at the same time in one dielectric relaxation curve.

Using a conformal transformation the planar structure shown in the top panel of

Fig. 2.4. can be transformed to a near-spherical structure shown in the left bottom

panel of Fig. 2.4. Since conformal transformations preserve the solutions of

Maxwell-Lorentz equations, the dielectric relaxation curves observed with the

structures in the bottom left panel and in the top panel of Fig. 2.4 are identical;

exponential terms with both τL and τD will be observed in the dielectric relaxation
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curve using either of these structures. Furthermore, the size of the structure shown

in the bottom left panel of Fig. 2.4 is not important, it can be reduced to that of a

protein. In the next step we remove the capacitor plates (shown by black color, with

the þ and � labels) and replace them by a solvatochromic fluorophore, such as the

sidechain of tryptophan. The result is shown in the bottom right panel of Fig. 2.4. In

the TDSS of the fluorophore shown in the bottom right panel one will observe two

exponential terms, one with τL, and one with τD.
Generally speaking, it should be also possible to observe two exponential terms,

one with a τ close to τL, and one with a τ close to τD, in an experiment where a

solvatochromic fluorophore is embedded in a non-polar dielectric of irregular shape

and immersed in a polar liquid. The hydrophobic core of a protein can play the role

of the non-polar dielectric, however, an irregular shape made of polyethylene or

diamond can play this role equally well. An exponential term with a τ close to τD is

expected only if the non-polar structure contains at least one narrow channel filled

with the polar solvent and if the cross-section of the channel is significantly smaller

than the surface area of each of the two cavities that are connected by the channel

(one of these cavities can be the outside solvent). If the structure contains no

internal solvent pockets and no channels, then no slow relaxation terms with

characteristic times close to τD will be observed, but there can still be more than

one exponential term with τ between τL and τD. When the shape of the dielectric

Fig. 2.4 Examples of simple structures in which both exp(�t/τD) and exp(�t/τL) are present in the
dielectric relaxation curve (top panel and left bottom panel) or in the TDSS (right bottom panel)

54 D. Toptygin



structure approaches a perfect sphere, the number of exponential terms in the TDSS

reduces to one with τ¼ τF given by Eq. (2.46).

The value of τD for liquid water at 25 �C equals 8.27 ps [77]. This value, as well

as the experimental values [77] of εS¼ 78.36 and ε1¼ 5.2 can be substituted in

Eq. (2.45), which yields a 550 fs estimate for the longitudinal relaxation time τL.
Experimental TDSS of coumarin 343 in bulk water was reported to contain two

close exponentials with τ¼ 126 fs and τ¼ 880 fs [18], with the amplitude-weighted

mean τF of 606 fs. This, as expected, is not far from τL¼ 550 fs. According to

Eq. (2.46) the value of τF increases with the polarizability of the fluorophore,

therefore τF values as high as 1 ps are expected in the case of highly polarizable

fluorophores, such as 3-methylindole, in water. Solvent relaxation times longer than

about 1 ps are not expected for solvatochromic dyes immersed directly in water.

Using the example of Fig. 2.4. it was demonstrated here that if the solvatochromic

dye is embedded in an irregular-shaped nonpolar dielectric (or in a protein) that is

immersed in water, then a relaxation time close to τD¼ 8.27 ps can contribute to

TDSS in some cases. This relaxation time represents a different relaxation mode of

the solvent and has nothing to do with the biological aspects of the irregular-shaped

nonpolar dielectric. The addition of free ions like Kþ or Cl� to water can further

increase the value of τD. The addition of organic hydrogen-bonding co-solvents,

such as ethanol, ethylene glycol, glycerol, etc. results in non-exponential solvent

relaxation with some very slow components that can be much slower than τD of

pure H2O.

2.9 Relaxation of Water Molecules Near Protein Surface
and Inside Protein

In the previous section we considered the relaxation of the bulk solvent, where it

was possible to treat the solvent as a continuous dielectric. Now we will consider

the solvent at the level of individual molecules. A rigid solvent molecule can

participate in two kinds of motion: the translational motion and the rotational

motion. First of all, we will show that the contribution from the translational motion

of a solvent molecule to dielectric relaxation and to TDSS is always insignificant in

incompressible liquids. The contribution of one solvent molecule to the energy of a

capacitor in a dielectric relaxation experiment or to ΔE(t) in a TDSS measurement

equals �μS·E, where μS is the electric dipole moment of the solvent molecule and

E is the electric field. In a dielectric relaxation experiment E is generated by the

charges on the capacitor plates, and in a TDSS experiment it is generated by the

charges ΔQj
(0) defined in Eq. (2.22). In a uniform electric field (the case of dielectric

relaxation) the energy�μS·E is independent of the location of the solvent molecule,

therefore the translational motion has zero contribution to the dielectric relaxation

curve. The electric field generated by ΔQj
(0) is not uniform, and it can be

decomposed into the dipole, quadrupole, octupole, and higher multipole terms.
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The significance of these terms decreases in the order in which they are listed here.

For a rough estimate we will keep only the most significant dipole term and

disregard the smaller terms. The dipole moment of the fluorophore is

μF ¼
X
j

ΔQð0Þj r j ð2:47Þ

and it generates the electric field

E ¼ 1

4πε0

3ðμF � rÞr
jrj5 � μF

jrj3
	 


ð2:48Þ

where r is now measured from the center of the fluorophore. For a rough estimate

we will assume that the shape of the fluorophore is spherical and that the dipole μF

is pointing in the direction from the “south pole” to the “north pole”. A solvent

molecule located near either pole of the fluorophore sphere has the largest possible

contribution to TDSS, which equals �ξcosθ, where ξ¼ |μS||μF|/(2πε0R
3), θ is the

angle between μS and μF, and R is the sum of the van der Waals radii of the

fluorophore and the solvent. If the solvent molecule moves from the pole to the

equator, then its contribution to TDSS changes from �ξcosθ to þ(ξ/2)cosθ, i. e.
1.5-fold, whereas if it just rotates in place from θ¼ 0� to θ¼ 180�, then its

contribution to TDSS changes from �ξ to þξ, i. e. twofold. To move from the

pole to the equator the solvent molecule would have to travel the distance of πR/2,
which would require several exchanges of places between the solvent molecule

under consideration and other solvent molecules. The orientation of two molecules

cannot be preserved when they switch places in a liquid, therefore the likelihood of

the event that a solvent molecule would travel all the way from the pole to the

equator without changing its orientation is negligible, and so is the contribution of

the translational motion to the TDSS.

The exchange between a water molecule hydrogen-bonded to protein surface

and a free water molecule represents a special case of the translational motion. This

motion does not contribute to TDSS either, because (as a result of the hydrogen

bonding) after such exchange the second water molecule will be in the same

orientation in which the first one was before the exchange, while the orientation

of the free molecule (the second one before the exchange, the first one after the

exchange) changes much faster than the rate of exchange between the two mole-

cules. While the contribution to the TDSS from each molecule changes significantly

during their exchange, the net contribution to TDSS from both molecules equals

that of the rotational relaxation of the free molecule. This basically means that the

residence times of the molecules bound to protein surfaces are not involved in the

exponential terms observed in the TDSS.

Once we have established that only the rotational motion of solvent molecules

contributes to TDSS, it is necessary to explain how this one type of motion can be

responsible for both the longitudinal relaxation mode of the bulk solvent with the
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relaxation time τL and the transverse relaxation mode with the relaxation time τD.
During the relaxation process the electric field generated by the relaxing solvent

molecules superimposes on the external electric field (which triggers the relaxation

in the first place), and this represents a feedback mechanism. In the case of the

longitudinal relaxation the feedback is negative, and this is what makes the relax-

ation dynamics faster. In the case of the transverse relaxation the feedback is zero

(the net electric field E does not change during the transverse relaxation, which was

emphasized in Fig. 2.3 and in the corresponding discussion). Thus, τD can be

considered the intrinsic relaxation time of a solvent molecule in the absence of

the feedback. Using Eq. (2.35) and the expression for the dipole-dipole interaction

energy it is not difficult to derive the following expression for the feedback

coefficient between two solvent molecules in a weak uniform electric field:

f mn ¼
jμSj2

4πε0kBTAR
3
mn

cos 2θmn � 1

3

	 

ð2:49Þ

Here |μS| is the magnitude of the electric dipole moment of each solvent molecule,

ε0 is dielectric permittivity of vacuum, kB is Boltzmann constant, TA is absolute

temperature, Rmn is the distance between the centers of the solvent molecules m and

n, θmn is the angle between the electric field E and the line connecting the centers of

the molecules m and n. The additional electric field acting on molecule n from the

molecule m equals fmnE. The feedback coefficient is positive for 0�< θmn< 54.7�

and 125.3�< θmn< 180�; it is negative for 54.7�<θmn< 125.3�. Averaging of the

feedback from Eq. (2.49) over all solvent molecules in the bulk solvent results in a

large negative feedback, which reduces the relaxation time from τD to τL. If the
solvent molecule is at the planar interface between the bulk solvent and a nonpolar

solid dielectric, then exactly one half of the positive feedback and exactly one half

of the negative feedback disappears regardless of the angle between E and the plane

of the interface, which results in a relaxation time close to 2τL. This shows that near
a planar interface with a non-hydrogen-binding substance the longitudinal relaxa-

tion time roughly doubles, and this has nothing to do with the biological aspects of

the nonpolar dielectric.

Now consider a linear chain of water molecules connecting a reaction center in

the protein core with external water [78, 79]. For the electric field component

parallel to the linear chain the feedback coefficients between all water molecules

are positive, which may significantly slow down the relaxation dynamics. A solvent

relaxation component significantly slower than τD may be observed in this case.

The relaxation time for an isolated solvent molecule in the protein core is

expected to be comparable to τD if the molecule has about as much rotational

freedom as one in the bulk solvent. If the solvent molecule is directly adjacent to a

charged chemical group, such as �NH3
þ or �CO2

�, then its dipole moment is

always aligned with the strong electric field from the charged group; the contribu-

tion from this water molecule to TDSS is expected to be small in amplitude and
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very fast (a few femtoseconds), like that of the stoichiometric water in ionic

crystals, e. g. CuSO4·5H2O.

2.10 Separation of Relaxation Modes by Their Time Scales

In Sect. 2.5 it was shown how the total TDSS energy ΔE(t) can be calculated from

nonequilibrium MD trajectories. In Sect. 2.7 it was shown how the fluorophore

contribution ΔEf(t), the protein contribution ΔEp(t), and the solvent contribution

ΔEs(t) can be separated. The total TDSS and the contributions must be then

ensemble-averaged over a large number of nonequilibrium MD trajectories. The

next step is the separation of the relaxation modes by their time scales. This can be

accomplished by globally fitting the total TDSS as well as the contributions to it

from the fluorophore, solvent and protein by the following model function,

ΔEc tð Þ ¼ αc, 0 þ
XNexp

n¼1
αc,nexp �max t; 0ð Þ=τn½ � ð2:50Þ

In Eq. (2.50) c represents the name of the component ( f for fluorophore contri-
bution, s for solvent, p for protein, and blank for the total effect), n is the number of

the exponential term, αc,n is the corresponding amplitude, and τn is the

corresponding relaxation time. The values of all fitting parameters αc,n and τn
must be determined simultaneously in the course of a global weighted nonlinear

least square minimization. Due to the well known negative correlation [56–59, 62,

63] between the protein and the solvent contribution to TDSS it is easy to miss some

of the relaxation components when only the total TDSS is fitted. Separately fitting

the curves ΔE(t), ΔEf(t), ΔEp(t), and ΔEs(t) results in four different sets of relaxation
times τn that cannot be reconciled after the fitting.

Global fitting of the component TDSS curves calculated from

100 nonequilibrium MD trajectories for the tryptophan fluorophore in GB1 protein

has been described [62]. The ensemble-averaged component TDSS is presented in

Figs. 2.5 and 2.6. A minimum of five exponential terms in Eq. (2.50) was required

for an adequate fit to the data. The values of the five relaxation times τn resulting in
the best global fit to the data are: τ1¼ 36.1� 1.6 fs, τ2¼ 384� 26 fs,

τ3¼ 5.63� 0.33 ps, τ4¼ 131� 5 ps, and τ5¼ 2.58� 1.06 ns. The amplitudes asso-

ciated with the five exponential terms and their decomposition into the contribu-

tions from the solvent, protein, and fluorophore are shown in Fig. 2.7 in the form of

a histogram.

The histogram in Fig. 2.7 shows howmuch energy protein and solvent contribute

to each relaxation mode, but it says nothing about the mechanical character of the

motions associated with these modes. To reveal the mechanical nature of the

relaxation modes the following operations have been carried out [62]. All protein

internal coordinates (bond lengths, bond angles, dihedral angles) and also all
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pairwise distances between the α-carbons of the protein amino-acids were calcu-

lated from each of the 100 trajectories and then ensemble-averaged. The resulting

functions of time were fit by the model function from Eq. (2.50) with the fixed

values of the five relaxation times τn (the values had been obtained in the global

fitting of the component TDSS). The amplitudes αc,n (where the subscript c now

represents the serial number of the internal coordinate or distance between

α-carbons) and the standard deviations of these amplitudes were screened to detect

those amplitudes that were statistically significant (i. e., the absolute value of the

amplitude exceeds the standard deviation at least threefold). This gave an idea

which internal coordinates or distances between α-carbons change in correlation

with each of the five relaxation modes. The results are listed below.

On the time scale of τ1¼ 36.1 fs there were significant changes in the bond

angles and dihedral angles of several groups in close proximity to the fluorophore,

for example, the backbone NH group of Trp-43 (the very residue whose sidechain

plays the role of the fluorophore) and the backbone CO group of Gly-41, which is

Fig. 2.5 TDSS obtained using the direct-response method, ensemble-averaged over 100 trajecto-

ries. Different colors are used to depict the total TDSS (red), the solvent contribution to TDSS

(blue), the contribution from all protein atoms, including fluorophore (green), and the contribution
from the fluorophore only (orange). Dots represent the ensemble mean values of ΔE(t)/hc, solid
lines represent the best global fits by the multiexponential model function from Eq. (2.50) with

Nexp¼ 5. Reprinted with permission from Ref. [62], copyright 2010 American Chemical Society
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only about 3 Å away from the fluorophore. The systematic changes in the bond

angles and dihedral angles of these groups in close proximity to the fluorophore are

quite small, but they still contribute about 656 cm�1 or 1.87 kcal/mol to the TDSS

on this ultrafast time scale. Slightly more than that (944 cm�1 or 2.70 kcal/mol) is

contributed by the librational relaxation of water molecules. The librational relax-

ation mode involves very small adjustments in the orientations of the solvent

molecules, which do not result in breaking of the hydrogen bonds. This type of

relaxation was observed both in the experiment [18] and in MD simulations [64];

the time scale of this solvent relaxation mode is usually faster than 50 fs.

On the time scale of τ2¼ 384 fs and τ3¼ 5.63 ps none of the protein internal

coordinates or distances between α-carbons undergo statistically significant

changes. Furthermore, as it can be clearly seen in Fig. 2.7, neither the motion of

protein atoms nor the motion of the fluorophore significantly contributes to the

second and the third relaxation component. These relaxation components represent

two modes of solvent relaxation. We already know that for real water τL¼ 550 fs

and τD¼ 8.3 ps. The value of τ2 from MD simulations is 30 % shorter than the

experimental value of τL and the value of τ3 from MD simulations is 30 % shorter

Fig. 2.6 Direct-response TDSS data from Fig. 2.5, shown on a 400-fold expanded time scale to

reveal the early stages of the relaxation process. The color scheme and the roles of the dots and
solid lines are the same as in Fig. 2.5. Reprinted with permission from Ref. [62], copyright 2010

American Chemical Society
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than the experimental value of τD. This is a well-known artifact of TIP3P water

model, which was used in the MD simulations described here [62]. In a hybrid

QM-MD simulations of 3-methylindole in TIP3P water [64] the longitudinal

relaxation time was found to be 400 fs, which is also about 30 % less than the

experimental value of τD. All this points to the fact that the second and the third

relaxation component represent the longitudinal and the transverse relaxation

modes of bulk water, with the amplitudes of 536 cm�1 or 1.53 kcal/mol and

393 cm�1 or 1.12 kcal/mol, respectively.

On the time scale of τ4¼ 131 ps statistically significant but modest changes (not

exceeding 3�) in the ensemble mean values of some backbone dihedral angles ϕ and

ψ are observed on the time scale of τ4, and most of these changes are observed in the

turn regions, residues 9–12, 20–23, and 36–42, see Fig. 2.8. This indicates that the

secondary-structure elements (one α-helix and four β-strands) do not change their

conformation, but an adjustment of the tertiary structure takes place on the time

scale of τ4. The nature of this adjustment becomes clear when we look at the

changes in the distance between the α-carbon of each residue and the α-carbon of

Fig. 2.7 A histogram of the amplitudes corresponding to the five exponential terms recovered in

the global fitting of the direct-response TDSS data by the model function in Eq. (2.50). Red color
denotes the total amplitude αn. Blue color denotes the solvent contribution αs,n. Green color
denotes the protein contribution αp,n.Orange color denotes the fluorophore contribution αf,n. Error
bars represent 95 % confidence intervals. Corresponding values of τn are shown at the bottom.

Reprinted with permission from Ref. [62], copyright 2010 American Chemical Society
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Trp-43. The time scale of τ4 is the only time scale on which the changes in the

distances between α-carbons are statistically significant. On the time scales of τ1, τ2,
τ3, and τ5 there is no statistically-significant changes in distances between

α-carbons. As it can be clearly seen from Fig. 2.8, on the time scale of τ4 the

α-helix pulls away from the β-strand containing Trp-43, and this allows a slightly

greater water access to the fluorophore. Note, that all the energy of the red shift

comes from water, which contributes 206 cm�1 or 0.59 kcal/mol, whereas the

contribution of the protein equals �69 cm�1 or �0.20 kcal/mol (the negative

amplitude corresponds to the blue shift). There is a negative correlation between

the contributions from the solvent and the protein on the time scale of τ4. Although
the interaction between the solvent and the fluorophore provides all the energy for

the motion on this time scale, the relaxation process on the time scale of τ4 reflects
the protein dynamics, specifically the dynamics of small adjustments in the tertiary

structure. This shows that the conclusions based solely on the energy contributions

to TDSS from the protein atoms and solvent atoms can be misleading.

On the time scale of τ5¼ 2.58 ns statistically significant changes are observed in

the dihedral angles χ1 and χ2 of Glu-42 sidechain. The nature of these changes

becomes obvious from Fig. 2.9, where each color point represents one Glu-42

sidechain conformation saved during the MD simulation described elsewhere

Fig. 2.8 Representative relaxed excited-state structure of GB1, depicted using cartoon represen-

tation in PyMOL [80]. The color represents the change in the ensemble mean distance between the

α-carbon of each residue and the α-carbon of Trp-43 that takes place on the time scale of the

relaxation component τ4. A residue that does not move closer or further away from Trp-43 is

depicted by cyan color. The residues that move away from Trp-43 are depicted by green, yellow,
orange, and red colors, with the red color corresponding to the largest positive change in the

distance (about þ0.23 Å) on the time scale of τ4. The residues that move closer to Trp-43 are

depicted by the shades of blue color, with the dark blue color corresponding to the largest negative

change in the distance (about �0.06 Å) on the time scale of τ4. Reprinted with permission from

Ref. [62], copyright 2010 American Chemical Society
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[62]. A total 2.1 million points, representing 100 MD trajectories are shown in

Fig. 2.9. The color of each point is related to the time from the instance when the

charges on the fluorophore (the Trp-43 sidechain) were changed fromQj0
(0) toQj1

(0)

(this time is taken for t¼0). At t<0 the color is deep blue. During the time between

0 and 1 ns the color gradually shifts from blue to green. During the time between

1 and 2 ns the color gradually shifts from green to red. This makes it possible to see

that the populations of the Glu-42 sidechain rotamers marked D and E in Fig. 2.9

are high in the ground state, but they decrease after the excitation of Trp-43. On the

other hand, the populations of the Glu-42 sidechain rotamers marked C and H in

Fig. 2.9 are low in the ground state and they increase after the excitation of Trp-43.

In configurations C and H the negatively-charged �CO2
� group at the end of

Glu-42 sidechain is very close to the positively-charged end of the excited-state

fluorophore, which is not the case in configurations D and E. The conformational

change of the Glu-42 sidechain results in a 1170 cm�1 or 3.33 kcal/mol contribution

to the TDSS, which is opposed by the �703 cm�1 or �2.00 kcal/mol contribution

from the solvent.

The negative contribution of water to the relaxation component τ5 can be

explained in terms of the dielectric continuum model [63]. If ΔE¼ 1170 cm�1 is
the energy contribution to TDSS from the motion of Glu-42 sidechain in vacuum,

and if we neglect the physical dimensions of the Glu-42 sidechain as well as the

fluorophore and the rest of the protein and consider the motion of point-charges

immersed in continuous solvent of the dielectric constant εS, then in the solvent the
TDSS amplitude will decrease from ΔE to ΔE/εS, which means that the solvent

contribution to the TDSS equals ΔE/εS�ΔE, and this is always a negative number.

If we take εS¼ 78.36, then the solvent contribution to the TDSS estimated using the

formula ΔE/εS�ΔE equals �1155 cm�1; the value actually obtained from the MD

simulations is only�703 cm�1. The difference in the magnitude shows that it was a

crude approximation to neglect the physical dimensions of the Glu-42 sidechain as

well as the fluorophore and the rest of the protein; in spite of this crude approxi-

mation the negative sign of the solvent contribution was explained correctly, at least

on the qualitative level.

The net amplitude of the TDSS associated with the conformational change of the

Glu-42 sidechain obtained from MD simulations equals 466 cm�1 [62]. The ampli-

tude of the slow TDSS measured experimentally equals 706 cm�1 [41], however,
the experimental amplitude should be compared to the sum of the amplitudes

corresponding to τ4 and τ5 [41], which equals 603 cm�1. The difference between

603 and 706 cm�1 is within experimental errors. The main problem is that the value

of τ5¼ 2.58� 1.06 ns determined from MD simulations [62] is about 30-fold

greater than the experimentally measured τ value of 77 ps [41]. Several explana-

tions of this disagreement are possible. First, it is possible that in CHARMM the

potential barriers separating different sidechain conformations are higher than in

the real life. Second, it is possible that the sidechain can tunnel through the potential

barrier like the nitrogen nucleus in NH3 molecule can tunnel through the plane of

the three hydrogen nuclei (see the description of the ammonia maser in the
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introduction to this chapter). Finally, it is possible that in the 77 ps relaxation time

observed in the experiment describes the relaxation of the counter-ions (such as Kþ)
that are likely to be found near the �CO2

� group, but were not included in the MD

simulation [62]. The hypothesis regarding counter-ions can be verified experimen-

tally by running the experiments in solvents containing different ions (Liþ or Naþ

instead of Kþ), of different ionic strengths, and of different pH. If the slow

relaxation rate or the TDSS amplitude associated with it varies with any of these

experimental parameters, then this will show that the TDSS can detect the motion

of counterions near charged groups on protein surfaces.

Fig. 2.9 The set of transient Glu-42 side chain conformations, depicted by 2.1·106 color dots on a
plot of χ2 versus χ1. The internal coordinates (χ1,χ2) were saved at 0.1 ps intervals along

100 trajectories. The color of each dot is blue at early times (ground state and the early part of

the excited-state trajectory). During the first 1 ns in the excited state the dot color gradually shifts

from blue to green, and during the second 1 ns the color shifts from green to red. Overlaps between

dots are colored using pigment mixing rules rather than intensity addition rules. Variable bright-

ness enhancement prevents areas where too many dots of different colors overlap from going

completely black. Broken lines divide the χ1-χ2 space into nine rotamers, labeled with letters A

through I. Each rotamer represents a topologically connected area of high dot density on this plot.

To prevent splitting of the connected areas at the artificial boundaries where χ1¼�180� or

χ2¼�180�, the angles χ1 and χ2 have been redefined so that their domain is 0� 	 χ< 360� rather
than �180�< χ	 180�. Reprinted with permission from Ref. [62], copyright 2010 American

Chemical Society
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2.11 Conclusions

The TDSS in fluorescence emission of tryptophan residues in proteins can be

utilized to obtain valuable information regarding protein dynamics in the frequency

range between 300 MHz and 300 GHz, where non-optical experimental methods

cannot provide sufficient information. This chapter describes how the results

obtained in the experimental studies can be interpreted using computer MD simu-

lations. It has been shown how the experimentally-observed TDSS curves can be

obtained theoretically from MD simulations, how the simulated TDSS curves can

be separated into multiple relaxation modes, and how the physical nature of the

motions associated with each relaxation mode can be identified. Two relaxation

modes for the bulk solvent have been described, one of which can be observed only

if the protein contains internal water channels or pockets. The methods described in

this chapter can be used to study the dynamics of soft vibration modes in proteins as

well as the dynamics of internal water molecules in the protein core and the motions

of counterions near the protein surface.

Acknowledgments This research was supported by the National Science Foundation awards

MCB-0719248 and MCB-1051996.

References

1. Cornell WD, Cieplak P, Bayly CI, Gould IR, Merz KM Jr, Ferguson DM, Spellmeyer DC,

Fox T, Caldwell JW, Kollman PAJ (1995) A second generation force field for the simulation of

proteins, nucleic acids, and organic molecules. Am Chem Soc 117:5179–5197

2. MacKerell AD Jr, Bashford D, Bellott M, Dunbrack RL Jr, Evanseck J, Field MJ, Fischer S,

Gao J, Guo H, Ha S, Joseph D, Kuchnir L, Kuczera K, Lau FTK, Mattos C, Michnick S, Ngo T,

Nguyen DT, Prodhom B, Reiher IWE, Roux B, Schlenkrich M, Smith J, Stote R, Straub J,

Watanabe M, Wiorkiewicz-Kuczera J, Yin D, Karplus M (1998) All-hydrogen empirical

potential for molecular modeling and dynamics studies of proteins using the CHARMM22

force field. J Phys Chem B 102:3586–3616

3. Scott WRP, Huenenberger PH, Tironi IG, Mark AE, Billeter SR, Fennen J, Torda AE,

Huber T, Krueger P, van Gunsteren WF (1999) The GROMOS biomolecular simulation

program package. J Phys Chem A 103:3596–3607

4. Palmer AG III (2001) NMR probes of molecular dynamics: overview and comparison with

other techniques. Annu Rev Biophys Biomol Struct 30:129–155

5. Banyai DR, Murakhtina T, Sebastiani D (2010) NMR chemical shifts as a tool to analyze first

principles molecular dynamics simulations in condensed phases: the case of liquid water.

Magn Reson Chem 48:S56–S60

6. Parkesh R, Fountain M, Disney MD (2011) NMR spectroscopy and molecular dynamics

simulation of r(CCGCUGCGG)2 reveal a dynamic UU internal loop found in myotonic

dystrophy type 1. Biochemistry 50:599–601

7. Fersht AR, Daggett V (2002) Protein folding and unfolding at atomic resolution. Cell 108:1–20

2 Time-Dependent Spectral Shifts in Tryptophan Fluorescence: Bridging. . . 65



8. Scheraga HA, Khalili M, Liwo A (2007) Protein-folding dynamics: overview of molecular

simulation techniques. Annu Rev Phys Chem 58:57–83

9. Bolhuis PG (2009) Two-state protein folding kinetics through all-atom molecular dynamics

based sampling. Front Biosci 14:2801–2828

10. Deng Y, Roux BJ (2009) Computations of standard binding free energies with molecular

dynamics simulations. Phys Chem B 113:2234–2246

11. Landau LD, Lifschitz EM (1977) Quantum mechanics (non-relativistic theory), 3rd edn.

Pergamon Press, Oxford

12. Gordon JP, Zeiger HJ, Townes CH (1955) The maser – New type of microwave amplifier,

frequency standard, and spectrometer. Phys Rev 99:1264–1274

13. Gordon JP, Zeiger HJ, Townes CH (1954) Molecular microwave oscillator and new hyperfine

structure in the microwave spectrum of NH3. Phys Rev 95:282–284

14. Dennison DM, Uhlenbeck GE (1932) The two-minima problem and the ammonia molecule.

Phys Rev 41:313–321

15. Rosen N, Morse PM (1932) On the vibrations of polyatomic molecules. Phys Rev 42:210–217

16. Ware WR, Chow P, Lee SK (1968) Time-resolved nanosecond emission spectroscopy:

spectral shifts due to solvent-solute relaxation. Chem Phys Lett 2:356–358

17. Maroncelli M (1993) The dynamics of solvation in polar liquids. J Mol Liq 57:1–37

18. Jimenez R, Fleming GR, Kumar PV, Maroncelli M (1994) Femtosecond solvation dynamics of

water. Nature 369:471–473

19. Horng ML, Gardecki JA, Papazyan A, Maroncelli M (1995) Subpicosecond measurements of

polar solvation dynamics: Coumarin 153 revisited. J Phys Chem 99:17311–17337

20. Stratt RM, Maroncelli M (1996) Nonreactive dynamics in solution: the emerging molecular

view of solvation dynamics and vibrational relaxation. J Phys Chem 100:12981–12996

21. Gardecki JA, Maroncelli M (1999) Comparison of the single-wavelength and spectral-

reconstruction methods for determining the solvation-response function. J Phys Chem A

103:1187–1197

22. Kovalenko SA, Schanz R, Senyushkina TA, Ernsting NP (2002) Femtosecond spectroscopy of

P-dimethylaminocyanostilbene in solution No evidence for dual fluorescence. Phys Chem

Chem Phys 4:703–707

23. Arzhantsev S, Jin H, Baker GA, Maroncelli M (2007) Measurements of the complete solvation

response in ionic liquids. J Phys Chem B 111:4978–4989

24. Sajadi M, Obernhuber T, Kovalenko SA, Mosquera M, Dick B, Ernsting NP (2009) Dynamic

polar solvation is reported by fluorescing 4-aminophthalimide faithfully despite H-bonding. J

Phys Chem A 113:44–55

25. Brand L, Gohlke JR (1971) Nanosecond time-resolved fluorescence spectra of a protein-dye

complex. J Biol Chem 246:2317–2324

26. Gafni A, DeToma RP, Manrow RE, Brand L (1977) Nanosecond decay studies of a fluores-

cence probe bound to apomyoglobin. Biophys J 17:155–168

27. Pierce DW, Boxer SG (1992) Dielectric relaxation in a protein matrix. J Phys Chem

96:5560–5566

28. Riter RR, Edington MD, Beck WF (1996) Protein-matrix solvation dynamics in the α subunit

of C-phycocyanin. J Phys Chem 100:14198–14205

29. Jordanides XJ, Lang MJ, Song X, Fleming GR (1999) Solvation dynamics in protein environ-

ments studied by photon echo spectroscopy. J Phys Chem B 103:7995–8005

30. Changenet-Barret P, Choma CT, Gooding EF, DeGrado WF, Hochstrasser RM (2000)

Ultrafast dielectric response of proteins from dynamics stokes shifting of coumarin in cal-

modulin. J Phys Chem B 104:9322–9329

31. Vincent M, Gilles AM, de la Sierra IML, Briozzo P, Barzu O, Gallay J (2000) Nanosecond

fluorescence dynamic stokes shift of tryptophan in a protein matrix. J Phys Chem B

104:11286–11295

66 D. Toptygin



32. Pal SK, Mandal D, Sukul D, Sen S, Bhattacharyya K (2001) Solvation dynamics of DCM in

human serum albumin. J Phys Chem B 105:1438–1441

33. Toptygin D, Savtchenko RS, Meadow ND, Brand L (2001) Homogeneous spectrally- and

time-resolved fluorescence emission from single-tryptophan mutants of IIAGlc protein. J Phys

Chem B 105:2043–2055

34. Cohen BE, McAnaney TB, Park ES, Jan YN, Boxer SG, Jan LY (2002) Probing protein

electrostatics with a synthetic fluorescent amino acid. Science 296:1700–1703

35. Pal SK, Peon J, Bagchi B, Zewail AH (2002) Biological water: femtosecond dynamics of

macromolecular hydration. J Phys Chem B 106:12376–12395

36. Peon J, Pal SK, Zewail AH (2002) Hydration at the surface of the protein monellin: dynamics

with femtosecond resolution. Proc Natl Acad Sci U S A 99:10964–10969

37. Mataga N, Chosrowjan H, Taniguchi S, Hamada N, Tokunaga F, Imamoto Y, Kataoka M

(2003) Ultrafast photoreactions in protein nanospaces as revealed by fs fluorescence dynamics

measurements on photoactive yellow protein and related systems. Phys Chem Chem Phys

5:2454–2460

38. Lampa-Pastirk S, Beck WF (2004) Polar solvation dynamics in Zn(II)-substituted cytochrome

C: diffusive sampling of the energy landscape in the hydrophobic core and solvent-contact

layer. J Phys Chem B 108:16288–16294

39. Qiu W, Zhang L, Kao Y-T, Lu W, Li T, Kim J, Sollenberger GM, Wang L, Zhong D (2005)

Ultrafast hydration dynamics in melittin folding and aggregation: helix formation and tetramer

self-assembly. J Phys Chem B 109:16901–16910

40. Guha S, Sahu K, Roy D, Mondal SK, Roy S, Bhattacharyya K (2005) Slow solvation dynamics

at the active site of an enzyme: implications for catalysis. Biochemistry 44:8940–8947

41. Toptygin D, Gronenborn AM, Brand L (2006) Nanosecond relaxation dynamics of protein

GB1 identified by the time-dependent Red shift in the fluorescence of tryptophan and

5-fluorotryptophan. J Phys Chem B 110:26292–26302

42. Qiu WH, Kao YT, Zhang LY, Yang Y, Wang LJ, Stites WE, Zhong DP, Zewail AH (2006)

Protein surface hydration mapped by site-specific mutations. Proc Natl Acad Sci U S A

103:13979–13984

43. Abbyad P, Shi XH, Childs W, McAnaney TB, Cohen BE, Boxer SG (2007) Measurement of

solvation responses at multiple sites in a globular protein. J Phys Chem B 111:8269–8276

44. Halder M, Mukherjee P, Bose S, Hargrove MS, Song XY, Petrich JW (2007) Solvation

dynamics in protein environments: comparison of fluorescence upconversion measurements

of Coumarin 153 in monomeric hemeproteins with molecular dynamics simulations. J Chem

Phys 127:055101

45. Li T, Hassanali AA, Kao Y-T, Zhong D, Singer SJ (2007) Hydration dynamics and time scales

of coupled water-protein fluctuations. J Am Chem Soc 129:3376–3382

46. Zhang L, Wang L, Kao Y-T, Qiu W, Yang Y, Okobiah O, Zhong D (2007) Mapping hydration

dynamics around a protein surface. Proc Natl Acad Sci U S A 104:18461–18466

47. Abbyad P, Childs W, Shi X, Boxer SG (2007) Dynamic stokes shift in green fluorescent

protein variants. Proc Natl Acad Sci U S A 104:20189–20194

48. Jesenska A, Sykora J, Olzynska A, Brezovsky J, Zdrahal Z, Damborsky J, Hof M (2009)

Nanosecond time-dependent stokes shift at the tunnel mouth of haloalkane dehalogenases. J

Am Chem Soc 131:494–501

49. Zhang LY, Yang Y, Kao YT, Wang LJ, Zhong DP (2009) Protein hydration dynamics and

molecular mechanism of coupled water-protein fluctuations. J Am Chem Soc

131:10677–10691

50. Othon CM, Kwon OH, Lin MM, Zewail AH (2009) Solvation in protein (un)folding of melittin

tetramer-monomer transition. Proc Natl Acad Sci U S A 106:12593–12598

51. Kwon O-H, Yoo TH, Othon CM, Van Deventer JA, Tirrell DA, Zewail AH (2010) Hydration

dynamics at fluorinated protein surfaces. Proc Natl Acad Sci U S A 107:17101–17106

52. Zhong D, Pal SK, Zewail AH (2011) Biological water: a critique. Chem Phys Lett 503:1–11

2 Time-Dependent Spectral Shifts in Tryptophan Fluorescence: Bridging. . . 67



53. Brauns EB, Madaras ML, Coleman RS, Murphy CJ, Berg MA (1999) Measurement of local

DNA reorganization on the picosecond and nanosecond time scales. J Am Chem Soc

121:11644–11649

54. Andreatta D, Lustres JLP, Kovalenko SA, Ernsting NP, Murphy CJ, Coleman RS, Berg MA

(2005) Power-law solvation dynamics in DNA over six decades in time. J Am Chem Soc

127:7270–7271

55. Callis PR, Burgess BK (1997) Tryptophan fluorescence shifts in proteins from hybrid simu-

lations: an electrostatic approach. J Phys Chem B 101:9429–9432

56. Vivian JT, Callis PR (2001) Mechanisms of tryptophan fluorescence shifts in proteins. Biophys

J 80:2093–2109

57. Nilsson L, Halle B (2005) Molecular origin of time-dependent fluorescence shifts in proteins.

Proc Natl Acad Sci U S A 102:13867–13872

58. Bandyopadhyay S, Chakraborty S, Balasubramanian S, Bagchi B (2005) Sensitivity of polar

solvation dynamics to the secondary structures of aqueous proteins and the role of surface

exposure of the probe. J Am Chem Soc 127:4071–4075

59. Hassanali AA, Li TP, Zhong DP, Singer SJ (2006) A molecular dynamics study of Lys-Trp-

Lys: structure and dynamics in solution following photoexcitation. J Phys Chem B

110:10497–10508

60. Golosov AA, Karplus M (2007) Probing polar solvation dynamics in proteins: a molecular

dynamics simulation analysis. J Phys Chem B 111:1482–1490

61. Li T, Hassanali AA, Singer SJ (2008) Origin of slow relaxation following photoexcitation of

W7 in myoglobin and the dynamics of its hydration layer. J Phys Chem B 112:16121–16134

62. Toptygin D, Woolf TB, Brand L (2010) Picosecond protein dynamics: the origin of the time-

dependent spectral shift in the fluorescence of the single Trp in the protein GB1. J Chem Phys

B 114:11323–11337

63. Halle B, Nilsson L (2009) Does the dynamic stokes shift report on slow protein hydration

dynamics? J Phys Chem B 113:8210–8213

64. Muino PL, Callis PR (1994) Hybrid simulations of solvation effects on electronic spectra:

indoles in water. J Chem Phys 100:4093–4109

65. Toptygin D, Brand L (2000) Spectrally- and time-resolved fluorescence emission of indole

during solvent relaxation: a quantitative model. Chem Phys Lett 322:496–502

66. We use bold typeface E to denote the electric field vector and light typeface italic E to denote

energy. To avoid confusion, the magnitude of vector E is denoted as |E| rather than E
67. In this context the term “mean” implies averaging of the three Cartesian components of the

electric field vector in the reference frame that rotates together with the fluorophore

68. Mulliken RS (1955) Electronic population analysis on LCAO-MOmolecular wave functions. J

Chem Phys 23:1833–1840

69. Callis PR (1991) Molecular orbital theory of the 1Lb and
1La states of indole. J Chem Phys

95:4230–4240

70. Pan C-P, Callis PR, Barkley MD (2006) Dependence of tryptophan emission wavelength on

conformation in cyclic hexapeptides. J Phys Chem B 110:7009–7016

71. Landau LD, Lifschitz EM (1976) Mechanics, 3rd edn. Pergamon Press, Oxford

72. Maroncelli M, Fleming GR (1988) Computer simulation of the dynamics of aqueous solvation.

J Chem Phys 89:5044–5069

73. Hubbard J, Onsager L (1977) Dielectric dispersion and dielectric friction in electrolyte

solutions. J Chem Phys 67:4850–4857

74. Maroncelli M, Fleming GR (1987) Picosecond solvation dynamics of Coumarin 153: the

importance of molecular aspects of solvation. J Chem Phys 86:6221–6239

75. Castner EW, Fleming GR, Bagchi B, Maroncelli M (1988) The dynamics of polar solvation:

inhomogeneous dielectric continuum models. J Chem Phys 89:3519–3534

76. Kivelson D, Friedman H (1989) Longitudinal dielectric relaxation. J Phys Chem

93:7026–7031

77. Kaatze U (1993) Dielectric relaxation of H2O/D2O mixtures. Chem Phys Lett 203:1–4

68 D. Toptygin



78. Martinez SE, Huang D, Ponomarev M, Cramer WA, Smith JL (1996) The heme redox center

of chloroplast cytochrome F is linked to a buried five-water chain. Protein Sci 5:1081–1092

79. Pomès R, Roux B (1998) Free energy profiles for Hþ conduction along hydrogen-bonded

chains of water molecules. Biophys J 75:33–40

80. DeLano W (2009) Pymol home page. www.pymol.org

2 Time-Dependent Spectral Shifts in Tryptophan Fluorescence: Bridging. . . 69

http://www.pymol.org/


Chapter 3

Directional Fluorescence Based on Surface
Plasmon-Coupling

Yao-Qun Li, Shuo-Hui Cao, Wei-Peng Cai, Qian Liu, Xiao-Qing Liu,

and Yu-Hua Weng

Abstract Fluorescence technology, including the optical sensing and microscopic

imaging, has been playing important roles in biology research and medical diag-

nosis. However it still remains a great challenge to meet the increasing needs of

sensitivity and applicability. Surface plasmon-coupled emission (SPCE) is a novel

technique that can significantly improve the ability of fluorescence technology. In

SPCE, the excited fluorophores will couple with surface plasmons on a continuous

thin metal film, which in turn radiate into the higher refractive index media with a

narrow angular distribution. Attributed to the direction emission, the sensitivity can

be highly improved with the high collection efficiency. This review will summarize

the unique features of SPCE that are important in analytical researches, in partic-

ular, with a focus on the recent advancements in the strategies for improving the

SPCE performance. The optical imaging based on SPCE and some examples of the

analytical applications of SPCE are also highlighted. Recent achievements in SPCE

suggest that it could provide new technical platforms with widespread potential

applications in various areas, such as nucleic acid, protein and other biochemical

sensing.

Keywords Surface plasmon-coupled emission • Directional fluorescence •

Polarization • Biosensing • Imaging

3.1 Introduction

Due to its high sensitivity and the nondestructive feature, fluorescence technology

has obtained great success in in vivo detection. Fluorescence technology has

become one of the most important tools in the fields of bioanalysis, genetic

engineering, clinical diagnosis and drug screening. Yet, there is still a dramatic

increase in the need of increased sensitivity with the rapid development in these
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applications. Recently, a novel fluorescence technique referred as surface plasmon-

coupled emission (SPCE) or surface plasmon-coupled directional emission

(SPCDE), first described by Lakowicz et al. [1–3], has attracted more and more

attentions. It has been shown that the sensitivity could be increased greatly in SPCE

and its unique properties were useful in sensing applications [4].

The typical configuration for SPCE is illustrated in Fig. 3.1. The fluorophores

which can couple with surface plasmons and result in the directional emission are

positioned above a continuous metallic nanofilm, which is about 20–50 nm thick,

and the distance between the metal and the fluorophores is about 5-200 nm

[5]. Remarkably, the emission can be seen through a prism attached to the film

and it occurs only at a unique angle θF measured from the normal of the interface.

When a hemisphere prism is used, the emission is observed as a cone around z-axis.

This phenomenon is quite different from the normal fluorescence, where the spatial

distribution is isotropic. The emission in the cone has the same emission spectrum

as the fluorophores, so it can be considered that it originates from the fluorophores.

However, the emission is highly p-polarized no matter what kind of the polarization

of the excitation light, indicating that the emission should reflect the property of the

surface plasmons. In fact, the complex emission involved both in fluorophores and

surface plasmons can be regarded as the reverse process of surface plasmon

resonance (SPR). The most important prerequisite is the matching of wavevectors

belonging to fluorophores and surface plasmons, which can be satisfied with a high

index prism attached to the metal surface.

Based on the prism couplingmeasurement, there are twomodes which can be used

in SPCE [4]. As shown in Fig. 3.2, the fluorophores can be excited with light incident

from either the prism side or the sample side. Through the prism, the incident light at

SPR angle can induce the evanescent field and the oscillation of surface plasmons.

The fluorophores within near-field will be excited by the evanescent field. In this

mode, the device is similar to SPR and called as Kretschmann (KR) configuration. On

the other hand, the incident light can directly excite the fluorophores from the sample

side and the dipoles in near-field will couple to surface plasmons, inducing directional

emission through the prism. This mode is called as reverse Kretschmann

(RK) configuration. In the case of KR configuration, the excited field is enhanced

greatly in a resonance with evanescent field [6], so the SPCE intensity will be much

higher than that in RK configuration [7]. However, thanks to the direct excitation in

RK configuration, there will be more available devices [4]. For examples, a light-

emitting diode (LED) has been used in low-cost designs [8], and Xenon light takes on

the advantages of convenient choices of wavelengths in the experiments [9]. Collec-

tive efficiency can be further enhanced with the setup of a conical mirror around the

prism, collecting all of the signals of the SPCE ring reflected by a conical mirror into

a point [10]. A miniaturized device can be achieved through modifying the design of

a spectrofluorometer [11]. Besides the prism coupling, the grating can also induce the

directional emission [12]. It should be pointed out that the optical excitation is not

essential for directional emission. Chemiluminescence and electrochemilumi-

nescence species are also useful applications for SPCE [13, 14]. Besides, the direc-

tional emission has been observed as forms of phosphorescence and two photon

excited fluorescence as well [15, 16].
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3.2 Properties of SPCE

The phenomena of SPCE are unique and have attracted more and more interests for

recent years [17]. Here, we briefly summarize and analyze the main properties of

SPCE which have been explored. Those potentially important for developing novel

analytical methods will be especially concerned.

3.2.1 Directional Emission

The directional emission is an important and interesting characteristic of SPCE. It

means the signals that should have emitted all around the space are almost all

concentrated to a direction. Thus, high collection can be conveniently achieved just

with a detector in the defined direction. It brings great significance in increasing

sensitivity, where 50-fold increase will be expected with the high collective effi-

ciency compared to the isotropic spontaneous fluorescence. Besides, if KR

Fig. 3.1 Scheme of surface

plasmon coupled directional

emission

Fig. 3.2 The excitation and emission of SPCE in Kretschmann (KR) configuration and reverse

Kretschmann (RK) configuration
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configuration is used, 10 – 40-fold enhanced excitation field should be additionally

considered, resulting in an overall increase of up to 1000-fold [4]. Such a significant

sensitivity enhancement made it possible to develop ultrasensitive fluorescence

assays to monitor extremely low concentrations of analytes which are often

required in biochemistry and biomedical research.

The angle θF that the emission radiates directionally is relevant to many optical

factors, including the dielectric properties of metal, the wavelength of fluorophores,

and the refractive index of environment [18]. Therefore, the directional angle

displays the diversity for different cases and contains important analytical infor-

mation, which can be an important index to reflect the state of system and the

progress of reaction. Besides, it provides the opportunity of designing new appara-

tuses. For gold film, the fluorophores with different emission maxima will display

SPCE at different angles. As a result, the spectra of a mixture of fluorophores will

be distinct, reflecting only one fluorophore at a defined angle [5, 19]. It can be seen

as a format of wavelength resolution. Wavelengths are distinguished directly

through angular separation without filters, which may be a promising design for

miniaturized instruments by reducing optical components.

3.2.2 Background Suppression

The generation of SPCE is from the interaction of fluorophores and nearby metal

film. Therefore, the signal comes from the substance near the interface, while that

more distant from the surface will not be produced. It suggests that SPCE present an

approach with the ability of spatial resolution to selectively detect analytes located

in near field, and the interference from the bulk solution can be eliminated [5]. As

shown in Fig. 3.3, Rhodamine B was located in the near field of gold film through

spin cast. Chlorophyll B in the bulk solution was added as the background. In RK

configuration, the incident light excited both Rhodamine B (RhB) and Chlorophyll

B (ChlB) directly, so the both signals can be observed in the detection of free space

emission (FSE) from the sample side. However, it can be seen that only the signal of

RhB was observed in the detection of SPCE, even with the high background that

ChlB in the chosen concentrations was dominant in the FSE signal. Selective

observation of the fluorophores near the metal surface can be useful for various

types of surface-bound assay including immunoassays and DNA arrays.

3.2.3 P-Polarized Emission

The polarization of SPCE is the most convincing fact that proves the coupling with

surface plasmons. For isotropic orientated fluorophore layer within about 100 nm,

the emission is almost p-polarization no matter what the polarization of the incident

excitation is, while free-space emission displays similar intensities for both p- and
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s-polarization [1, 5]. The characteristic of p-polarized emission provides an

approach to identify the coupling of surface plasmons and exclude the background

scattering by a polarizer. The anisotropy emission has been theoretically and

experimentally proven to be relative to the orientation of dipoles, i.e. the excited

fluorophores regarded as points [20, 21]. The radiation of vertical dipoles standing

up on the surface is pure p-polarized which can totally contribute to the excitation

of surface plasmons. For the horizontal dipoles along surface, the radiation contains

the components of both s-polarized and p-polarized [22], but only p-polarized part

is the resource of SPCE. As a result, the asymmetry of the SPCE cone will be

observed, with higher signal in the direction parallel to the dipoles and weak signal

in the direction perpendicular to the dipoles, when the dipoles are orientated

horizontally [21]. In most cases, the orientation of dipoles is isotropic and the

SPCE cone can be seen as symmetrical.

When referring to the situation with fluorophore layer thicker than 100 nm, the

phenomena seem to be more complex. More than one emission ring can be

observed in SPCE at one wavelength. That means the emission direction is no

longer only one in the case. The polarization and the intensity will show subverted

properties, where high directional signal with s-polarized can be observed and the

polarization is alternating for rings with different dielectric thickness [23]. The

origin of these effects can be explained that there are additional plasmon modes to

exist on the metal surface [24]. Considering the thickness of dielectric film com-

parable to the wavelength, it is possible to have the admittance to reverse the phase

shift of s-polarized to fit the mode of waveguide [25, 26] or the waveguide can be

coupled to plasmon resonance [27]. The multi-polarization is valuable as an

obviously analytical parameter to dielectric thickness which usually undergoes

great alternation in biomedicine through biomolecular binding.

Fig. 3.3 Normalized

SPCDE and free space

emission (FSE) spectra of

1 mM Rhodamine B (RhB)

in 30 nm poly (vinyl

alcohol) film spin cast to

gold film immerged with

1 mMChlorophyll B (ChlB)

in ethanol as background.

RK configuration is used

(Unpublished work)
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3.2.4 Distance-Determined Coupling

The coupling of SPCE is closely related to the distance between the fluorophore and

the metal surface. When it is very close to the surface, especially within 10 nm, the

energy of fluorophores is transferred to metal surface as radiationless transition, so

the quenching effect is dominant. While at distance longer than 500 nm, the

interference between the far-field emission and its reflection dominates [28–

30]. As a result, the appropriate distance for SPCE is beyond the range of quenching

but close enough to the surface, usually 20 – 200 nm, where the excited dipoles can

couple to the surface plasmons radiating into the prism [4]. It should be noted that

the coupling efficiency of fluorophores distributed at the effective coupling distance

is gradient, displaying a rapidly increased trend with the increase of distance within

50 nm, and undergoing dramatic decrease over 200 nm [31, 32]. It indicates that the

position where the fluorophores are located plays an important role in determining

the intensity of the directional radiation. The maximum of the coupling efficiency

can be expected at the optimized position. These properties bring both great

opportunity and challenge in practical analysis, especially in quantitative analysis,

since it is really difficult to affirm the position of fluorophores near the surface, but

once it can be completed, accurate spatial resolution can be expected, which will be

emphasized again in the following parts. The emission dynamics is also related to

the distance. At short distance around 10 nm, SPCE decays faster than free space

emission; while at distance larger than 20 nm, the lifetime of both is nearly the

same, which is supposed to be attributed to the coupling sensitive to the orientation

of dipole within a few nanometers because of the different components of the

dipoles orientating between SPCE and FSE [33].

3.3 The Strategies for Improving SPCE

Since SPCE has a potential to become a promising platform in the field of analytical

chemistry and biochemistry, increased efforts have been made to enhance the

capabilities for the applications. In this part, the strategies for improving SPCE

are discussed.

3.3.1 Enlarging the Optical Window

The generality of SPCE for kinds of fluorophores with different excitation and

emission wavelengths is significant in facilitating the development of the technique

platforms. Gold and silver are usually used as the films in SPR and SPCE, because

their free electrons can form a coherent oscillation at the electromagnetic radiation,

while the resonance of other metals with large imaginary part of dielectric constants

76 Y.-Q. Li et al.



will be depressed [34]. But the appropriate spectral range that gold and silver can be

applied to is concentrated in the red spectral region and visible spectral region,

respectively [18, 35], which limits the generality of the technique in some assays,

such as the protein with fluorescence at ultraviolet. On the other hand, some metals

including transition metals have also been proven exciting surface enhancement,

though not very strong [36].

The investigations of various metals have been operated in search of a chance to

enlarge the optical window where SPCE can be applied. Geddes et al. have sum-

marized a general procedure for the selection of a metal thin film to be employed in

applications of SPCE [37]. Reflectivity curves calculated by performing Fresnel

equations are the useful tools to indicate the potential surface plasmon resonance.

Firstly, the situations of various thicknesses of metal films should be simulated to

check the optimum one. For the metals with a large imaginary part of their

dielectric function, the optimum thickness is around 20 nm, which is less than the

usual thickness around 50 nm for gold and silver films. Then the wavelength range

matching to chosen metal can be evaluated by the minimum reflectivity of p-
polarized light at the SPR angle, where the value usually should be smaller than

0.2. After the simulation, the possibility of the utilization with chosen metal can be

validated in practice. It has been reported that copper [38], aluminum [39], zinc

[40, 41], iron [19, 42, 43], nickel [44], platinum [45], palladium [46], chromium

[37] and rhodium [37] can be used in SPCE. It is worth noting that the whole

spectral regions from ultraviolet to infrared can now have the corresponding

selections of metal films to be employed, as shown in Table 3.1 [37]. The enlarged

optical window makes the approaches more available concerning the use of

optional fluorophores, and alternative metals can therefore be expected.

An additional advantage with iron and palladium is the fixed angle observation,

which is convenient to the potential combination of present spectroscopic measure-

ments [37, 46]. It gives the opportunity to observe directional signal of multi-

fluorophores by one spectral scan, which is attractive in labeled systems in biolog-

ical applications [19]. Actually, we found that iron thin film performed well with

the effective enhancement nearly three-fold for the mixture of fluorophores in the

visible wavelength. It also worked in the whole blood sample with the multi-

fluorophores as the labels, displaying excellent optical background suppression.

As shown in Fig. 3.4, the clear and distinguished spectra of labeled fluorophores

were observed from the SPCDE channel, while the signal obtained in FSE channel

was submerged in the strong background from the whole blood sample. Besides, it

was found that the penetration depth, distance that evanescent wave reaches into the

dielectric, can be manipulated by using different metal films [47]. So it becomes

more flexible in the establishment of assays. If the analytes are close to surface and

the background is strong, the metal with short penetration depth should be used to

selectively detect the analytes. While referring to the analytes with big sizes,

especially in the bioassays, metal films with long penetration depth should be

chosen to effectively excite the analytes.
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3.3.2 Improving the Applicability and Sensitivity

To further drive SPCE close to the actual applications, some innovations in this

technique have been implemented to improve the applicability and sensitivity. One

technique introduced here is called as microwave-accelerated surface plasmon-

coupled directional emission (MA-SPCE) [48]. Both the speed and the sensitivity

of assays are paramount in clinical analysis. But the molecular reactions in bio-

assays usually take a long time, from a few minutes to hours, which has become the

current bottleneck in the fast detection. Microwaves can be employed to accelerate

the kinetics of molecular reactions in bioassays [49], offering the opportunity to

develop fast and sensitive assays combining both elements of microwave and

SPCE. The feasible hyphenated method has been achieved with the metal surface

limited to a small area with the diameter significantly less than the wavelength of

the microwaves, where the surface sparking and arcing due to the surface charge

buildup under microwaves can be avoided. The running time of bioassays can be

significantly reduced [48, 50]. In addition, SPCE offers the detection of directional

and polarized emission with high sensitivity. Thus, both speed and sensitivity are

improved in this technique. It has also found that some special geometrical

Table 3.1 List of metals used in SPCE with the appropriate applications [37]

No. Metal Metal thickness, nm Wavelength range, nm Observation angle

1 Chromium 20 276–517 Variable: 50–80

2 Aluminum 20 280–600 Variable: 42–46

3 Palladium 15/20 300–800 Variable: 45–70

4 Zinc 30 305–545 Variable: 45–68

5 Nickel 15/20 344–1240 Variable: 50–70

6 Rhodium 15 344–1240 Variable: 45–75

7 Silver 40 413–620 Variable: 45–60

8 Gold 50 496–866 Variable: 45–60

9 Iron 15 496–866 Fixed: 65

10 Copper 40 521–659 Variable: 55–70

11 Platinum 15 800–1500 Variable: 50–70
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Fig. 3.4 SPCDE (a) and FSE (b) spectra of blood before (1) and after (2) added with fluorescein

and TPPS mixture [19]
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structures with tips can be used to further enhance the microwave effect due to the

intense field distributions near the tips [51].

Considering the increasing demand for improving sensitivity and detectability in

assays, efforts on amplifying the signal have been made. Metal enhanced fluores-

cence (MEF) is playing an important role in the biological applications of fluores-

cence. The electromagnetic field is enhanced for the localized surface plasmon

resonance (LSPR) effect of metal nanoparticles in MEF [52]. Though it is different

from the mechanism of SPCE with the propagating of surface plasmon along

smooth metal surface, it still inspires researchers to attempt the combination of

both MEF and SPCE, to check whether the two populations of near-field induced

plasmons can occur in one system. Fortunately, the assumption was supported by

experiments [53]. Silver colloids with different radiuses were put into substrates

coated with gold films or not, and then the fluorophores were immobilized to cover

the substrates. Emissions from the prism side and the sample side were collected.

The presence of silver colloids not only enhanced the free space emission, but also

increased the intensity of SPCE. It was clear that the intensity was much higher in

the case of 80 nm colloids from the back of gold substrate, compared to that of

20 nm colloids where the radius was within the quenching limit and the control

sample without colloids. In further researches, it showed that colloidal

nanoparticles can be used to enhance the coupling efficiency of excited state

fluorophores to surface plasmons on smooth metal films. The optimal colloid size

is 40 nm for silver colloids-silver films system, where excited fluorophores will

create the LSPR on nanoparticles which subsequently couples with the surface

plasmons on the metal films thus leading to significant enhanced electromagnetic

field and increases in SPCE signal [54]. It was also found that silver islands

deposited onto cooper films resulted in enhancement in SPCE [55], which indicates

a possible way to enhance the SPCE signal from various metal films by combining

the effect of MEF. Therefore, the novel systems of MEF-SPCE provide dramatic

signal enhancement and improved photostability of both free space emission and

plasmon-coupled emission, which can be potentially employed to increase the

detectablity of assays based on SPCE.

3.3.3 Obtaining Controllable Coupling with Spatial
Resolution

As we have mentioned above, the coupling effect close to the metal surface is

dramatically sensitive to the spatial position along the normal to the metal surface,

which is quite different from the traditional fluorescence technique demanding

homogeneous distribution in the entire space. It has become a huge challenge that

we cannot but confront, finding approaches to ensure the fluorophores under test

can be uniformly distributed at the expected spatial position. Otherwise the effi-

ciency that fluorophores coupled to plasmons will be unpredictable and not
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uniform, thus resulting in false response in assays. On the other hand, the distinct

distance-dependent profile indicates the possibility to monitor the molecules around

surface with spatial resolution through evaluating the coupling effect relative to

spatial position.

Langmuir-Blodgett (LB) films were introduced to investigate the distance-

dependence of SPCE [32]. They can be used to obtain the uniform coupling effect

for molecules at defined spatial distribution. The distance between fluorophores and

the metal surface was defined by depositing stearic acid with different numbers of

layers. The long chain of amphiphilic cyanine dye DiI was deposited as the top

monolayer. All dyes were put in a uniform position which could be controlled by

designing the layers of LB films as spacers. Another advantage in this system is that

all of the dyes are structured with the orientation of transition dipoles parallel to the

metal surface. Although the coupling effect for the horizontal orientation is not

high, it is still a great progress to offer the important information about the

interactions between fluorophores and metal surface, eliminating the affection of

dipole orientations. It showed clearly that about 20 nm from surface was the

position with the maximum intensity of SPCE in the situation. LB spacing is a

promising way to confirm the uniform distribution and the uniform coupling effect

of fluorophores along the normal to metal surface, thus the reliable signals in

assays. Furthermore, controlling the coupling effect between fluorophores and

metal surface through depositing LB films as spacers can be achieved.

The electric field at the interface is also highly localized and distance-dependent.

The effective distance is almost at the level of nanometers overlapping the range

that SPCE occurs. It is possible to utilize the electric field to control the distribution

or conformation of charged molecules near surface to satisfy the uniform and

optimum coupling effect in assays. Based on these considerations, we proposed

the concept of electric field assisted SPCDE (E-SPCDE) [56]. In this example, we

chose DNA, a natively negative charged biomolecule, as a model to illustrate the

spatial coupling control in E-SPCDE. The signals of fluorophores labeled to DNA

duplexes attached to gold surface were detected in E-SPCDE. With the assistance

of an external electric field, the interfacial molecular conformation was controlled

with DNA standing at a negative potential and lying at a positive potential, so the

coupling efficiency between dyes and metal surface was affected by the potential. It

was observed that the signal was higher at more negative potential within the

defined range, suggesting that the coupling efficiency was increased with the

more perpendicular orientation of DNA layers. As shown in Fig. 3.5, the enhancing

effect was improved more than three-fold when extending the oligomers from

36 bases to 48 bases. The signal was increased more for the longer DNA chain at

the same potential, further confirming that the signal change was correlated to the

conformation of DNA. Coupling efficiency increases with the labeled dyes

departing from surface as DNA duplexes orientated perpendicularly at negative

potential. Thus, larger conformation changes with longer chain produce higher

signal responses in the distance-sensitive detection. On the other hand, we also

proved the low fluorescence at positive potential with labeled DNA adsorbed to the

metal surface. So the coupling efficiency can be controlled spatially by an active
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way, providing a good opportunity to make the manipulation of the nanometer-

scale processes more accessible and detectable.

3.4 SPCE Optical Imaging

The attractive characteristics of SPCE with high collection efficiency and low

background allow it proceeding excellent performance in optical imaging. In fact,

there have been increased interests in combing the imaging technique with SPCE.

In this part, the optical imaging based on SPCE will be introduced. Both the

technique and the relevant researches will be illustrated.

3.4.1 SPCE Imaging System Based on Microscope
Technique

Considering the ripened optical components in microscopic equipment, the SPCE

imaging can be accomplished in a proper way. As well known, in total internal

reflection fluorescence (TIRF) system, a TIRF objective with high numerical

aperture (NA) is used like a prism, which can also assure the high refractive

index and the light incident over the critical angle. Therefore the TIRF microscope

can be rebuilt to SPCE microscope. The light beam was incident to excite the

fluorophores at the SPR angle through the objective, and the emission was collected
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with matched DNA target [56]

3 Directional Fluorescence Based on Surface Plasmon-Coupling 81



also through the same objective at the SPCE angle. As seen in Fig. 3.6a, this optical

design of the inverted microscopic detection can be regarded as KR configuration

[57, 58]. To avoid the precise incident angle adjustment in KR-SPCE microscope,

RK-SPCE microscope was proposed as the simple implement [59]. In RK config-

uration, the metal-coated glass substrate was placed on the objective of inverted

microscopy with the sample side up to air. The light directly illuminated the sample

side without the need of angle adjustment or polarization, reducing the loss of

incident intensity as well. Then the directional emission from the opposite side was

collected by the objective (Fig. 3.6b). The excitation from the sample side is easy to

be realized in practice and the metal film makes the background rejection obvi-

ously. If standing-wave was used as the excitation, with two beams propagating

through the objective lens interfered to excite the sample on the metal-coated cover

slip, the lateral resolution was improved [60].

In other designs, leakage radiation microscope (LRM) was used to get the direct

image of SPCE [61]. In LRM, a high-NA objective was used to focus the exciting

beams, so that the excitation area is significantly smaller than the lateral spread of

the SP, and the leakage radiation can be observed (Fig. 3.6c). A clear SPCE ring can

be observed with the Fourier image plane. Furthermore, the propagation of the

surface plasmon polaritons (SPPs) can be imaged, which cannot be realized in the

prism-based setup. For the fluorophores dispersed in a planar thin film with random

orientations, SPCE was observed as a circular ring of uniform intensity. Using

SPCE-LRM, it was found that SPCE ring displayed different intensity patterns with

different dielectric shapes, and the intensity distribution was affected by the illu-

mination location on the shaped films, which offers a new way to control the

collection efficiency at imaging and sensing [62].

The platforms of supercritical angle fluorescence (SAF) can also be modified for

SPCE [63]. The transparent paraboloid polymer elements coated with thin metal

layer was used with the cooperation of the annular aperture to ensure the defined

excitation and the selective observation of SPCE as the KR configuration in inverted

microscopic system (Fig. 3.6d). It can be performed as arrays on biochip and work

better in bimetal (silver/gold) layer [64]. The geometry of the paraboloid biochip

element matches the SPR excitation and the SPCE emission, hence establishing the

feasibility of combining the advantages of SPCE with enhanced SAF light collection

to produce the paraboloid SPCE array biochip. The key features of SPCE, namely

enhanced plasmon excitation, high directionality of emission and surface selectivity,

have the potential to be incorporated in a disposable array biochip for applications in

high-throughput analysis of biomolecular interactions.

3.4.2 Point Spread Function of SPCE Microscope

The image formation processes of SPCE microscopy have been investigated, and

the point spread function (PSF)engineering approaches were performed to evaluate

the resolution in imaging. Both theoretical analysis and experiment results indicate
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that the PSF of SPCE microscopy has a rotationally symmetric annular-like struc-

ture and a valley in the central region [65]. It differs from the PSFs of conventional

wide-field microscopy and confocal microscopy, which typically assume an airy-

disc structure with the resolution defined using the Rayleigh criterion. So it

becomes hard to clearly distinguish how the resolution should be defined and

what is its relation to wavelength and numerical aperture in SPCE microscopy. It

suggests that caution should be carried when interpreting images captured by this

method.

Fortunately, some means have been proposed as the response. A nonlinear

deconvolution algorithm can be applied to convert the doughnut-shape PSF into a

more-conventional Airy disk shape PSF. Based on the numerical model, the

deconvolved image is clear, and the standing-wave SPCE can even achieve the

lateral resolution approaching 100 nm [60]. But there are still some limitations for

the numerical method, such as the inadvertent enhancement of noise artifacts, and

the requirement for prior measurement of the system PSF, leading to practical

difficulties especially in biological experiments. Therefore, a novel method with

Fig. 3.6 Sketches of the experimental setups of (a) KR-SPCE imaging [57], (b) RK-SPCE

imaging [59], (c) SPCE imaging by leakage radiation microscopy [61], and (d) SPCE imaging

based on paraboloid polymer elements in supercritical angle fluorescence [63]
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optical correction of the distorted PSF of SPCE microscopy was developed. A

single-order spiral phase plate was placed to superpose a spiral phase to the

emission light prior to the CCD imaging [66]. With a spiral phase plate inserted

in the infinity-corrected optical path of the detection affecting the polarization of

the field at the back focal plane of objective, the donut-like PSF was converted into

a single lobed structure. The full-width at half-maximum of PSF was decreased,

resulting better imaging and lateral resolution.

3.4.3 Present Researches Utilizing Optical Imaging

The optical imaging based on SPCE integrates the effects of near-field coupling and

the information from microcosmic observation, creating new channels to investi-

gate the bio-images. With the aid of SPCE microscopy, the imaging of muscle

fibrils was observed, and the dynamics of interaction between actin and myosin

cross-bridges was studied [67]. The quality of SPCE image was superior to con-

ventional epi-illumination (including TIRF and epi-fluorescence excitation). As

shown in Fig. 3.7, the intensity increased sharply to a peak as varying the incident

angle, indicating the successful observation of SPCE. With the background sup-

pression and the selective excitation in near field, the detection zone can be focused

to only follow the motion of 12 actin promoters in a muscle filament. In SPCE, the

detection volume is a product of evanescent wave penetration depth and distance

dependent coupling, so 1–2 attoliter minimized detection volume can be expected

supposing 50 nm effective coupling depth and 200 nm lateral diffraction limit.

The shallow detection volume of SPCE is just convenient to the study of

molecular dynamics based on fluorescence correlation spectroscopy (FCS). More-

over, the background is very low and the changes of signals upon axial movement

of molecules are more observable with the gradient of evanescent wave intensity

and the quenching effect of the metal surface. As a result, it runs well to study the

molecular diffusion with microscopic SPCE-FCS [68]. Based on the microscopic

RK-SPCE-FCS, the kinetics of a single cross-bridge in familial hypertrophic

cardio-myopathy heart muscle was measured through monitoring the fluorescently

labeled actin with directional and p-polarized radiation [59]. The statistically

significant differences between wild and mutated heart muscle were observed.

The rate of change of orientation is significantly faster in contracting cardiac

myofibrils of transgenic mice than the wild type, which is consistent with the fact

that mutated heart muscle myosin translates actin faster than the wild type in the

motility assays in vitro.
Two-photon excitation was also induced to the imaging process. The colorful

multiple SPCE circles were measured with highly collective efficiency through

optimizing the silver thickness, surface smoothness, the protective dielectric spacer

[69]. The separation of incident and emission angle is large in two-photon excited

SPCE, which made the SPCE collection easier and more effective than that with

one-photon excitation. Besides, two-photon excitation imaging takes the
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advantages of suppressing background signal, reducing photodamage and

extending detection depth. Therefore, it is believed that the two-photon excited

SPCE will be an effective imaging technique towards biological systems.

3.5 The Applications of SPCE in Analysis

The great demands for reliable and sensitive detection of various objects, especially

biological entities of complexity, have fueled up the development of analytical

research. SPCE can be utilized in broad applications, including nucleic acid sens-

ing, protein sensing and other chemical sensing.

3.5.1 DNA Sensing

The DNA hybridization was measured foremost between fluorophore-labeled DNA

targets and surface-bound capture oligomers in SPCE [70]. If the fluorophore-

labeled DNA oligomers were complementary, they localized near the metal surface
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after hybridization, and a dramatic increase of fluorescence could be observed. In

contrast, the non-complementary fluorophore-labeled DNA oligomers did not cause

changes in SPCE. As a result, SPCE has shown effective detection of DNA based

on the change in probe localization upon hybridization inducing efficient coupling

of metal. Another advantage of SPCE in DNA detection is the effective rejection of

background coming from the molecules not binding to the surface. It is due to the

distance-dependent coupling eliminating the emission from fluorphores more dis-

tant from surface. Additionally, illumination in KR configuration can preferentially

localize the excitation to regions near the metal surface. The evanescent field was

further amplified and resulted in the magnitude of signal much larger than that in

RK configuration [7].

Microwave-accelerated surface plasmon-coupled directional emission

(MA-SPCE) offers an alternative approach to current DNA based detection, satis-

fying the requirements of speed and sensitivity [50]. The hybridization of

fluorophore-labeled target oligo with anchor probe on the gold films under micro-

wave heating resulted in obvious fluorescence in MA-SPCE within 1 min, compar-

ing to the fact that the reaction usually needs about 4 h to reach the comparative

signal at room temperature incubation in SPCE. The high speed in DNA sensing is

contributed to the design of small gold disk that will not be affected with dielectric

breakdown using low power microwaves, contrarily creating a temperature gradient

along the disk, which in turn results in the larger influx of complementary DNA

towards an anchor probe-modified surface. The detection was directly finished in

whole blood samples without extra separation steps. The DNA was not perturbed

under low power microwaves, providing for identical fluorescence intensities after

melting and re-hybridization, thus ideal reversibility.

To improve the sensitivity and selectivity in DNA hybridization assays, we have

developed a DNA sensor with label-hairpin DNA as capture in electric field assisted

surface plasmon coupled directional emission (E-SPCDE) system for the highly

sensitive detection of label-free DNA target [56]. ‘Hairpin’ DNA probes labeled

with fluorescent dyes were attached to a gold surface, and then exposed to a solution

of single-stranded DNA chains. If the strand has a sequence that matches the probe,

the hairpin will be unfolded and form a twinned duplex that will position the

fluorescent dye a dozen nanometers away from the surface. Therefore, the dyes

should strongly interact with oscillating surface plasmons, and fire off an amplified

fluorescent signal. But, in practice, DNA duplexes anchored to the surface may

form a slanted or random orientation, leading to the labeled fluorophores close to

the surface, which limits the efficiency of enhancement and results in potential

signal deviation with the unpredictable orientation. In addition, the duplex forma-

tion involving a single base mismatch may also enhance the fluorescence signal in

SPCDE, resulting in false positive detection. In our work, we found that E-SPCDE

could be used to resolve the above problems effectively. With the assistance of

appropriate negative potential, the hybrids with matched DNA stood straight up in a

uniform way, ensuring all the labeled fluorophores locate in the enhancement zone

to the largest extent. On the other hand, most fluorophores were still close to the
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surface in the mismatched situation, because the mismatched duplexes were less

stable and the reaction was hindered at the repulsive potential.

We found that �400 mv (vs. AgCl/Ag) was the appropriate potential for

E-SPCDE. At this potential, the matched duplexes were pulled straight; extending

labeled fluorophores enhanced coupling effect sufficiently, while the mismatched

hybridization was prevented. By actively modulating the conditions locally at

interface with the synergistic effect of intelligently amplifying the right signal

and suppressing the wrong signal, E-SPCDE has shown a successful application

in sensitive DNA sensing with high discriminatory capacity up to 20-fold for a

single base mutation in a large concentration range (Fig. 3.8). This technique is easy

to be applied to a variety of distance-sensitive surface assays. It has the potential to

create a new generation of miniaturized high-performance sensing platforms,

especially in chip-based microarray assays.

3.5.2 Aptamers-Based Protein Sensing

Aptamers are single-stranded nucleic acids possessing unique binding characteris-

tics to their targets. Numerous high-affinity and highly specific aptamers have been

selected against a wide variety of target molecules including proteins. The config-

urations of aptamers are specific for the process of binding targets [71]. Considering

the conformational changes of aptamers before and after binding proteins, which

would cause distance changes of labeled fluorophores, the protein assays based on

the distance-dependent coupling effect in SPCDE can be expected. We designed a

molecular beacon aptamer with fluorophore labeled on the end. In the absence of

the target thrombin, the immobilized aptamer formed the stem, and thereby the

fluorophore was brought in close proximity to the metal, resulting in the quenching

of fluorescence and no signal was detected by SPCDE. Upon thrombin binding, the

distance between the fluorophore and the gold surface increased due to the confor-

mational change of aptamer (Fig. 3.9a) [72]. A detail that should be concerned is

that sometimes the change of DNA conformation may not be large enough to

extend from quenching zone to enhancement zone. In this case, the conformational

change after binding target was just about 2 nm, while the quenching effect

dominates around 5 nm near the surface. Therefore, we subtly designed a mono-

molecular layer of avidin to link the aptamer, warranting the labeled fluorophore

placed on the critical zone between quenching and coupling. Consequently, a

sensitive response was obtained after binding to target with the conformational

change up to the enhancement zone totally. The fluorescence was sharply distrib-

uted at a direction, and the SPCDE signal was about six-fold greater than the

spontaneous free space emission with undesired scattering of light from the light

source suppressed (Fig. 3.9b, c). It proved that the combination of quenching and

coupling for sensing purpose was effective and successful. The design is promising

in developing efficient biosensors based on conformational-switching signaling

aptamers.

3 Directional Fluorescence Based on Surface Plasmon-Coupling 87



3.5.3 Immunological Detection

Immunoassay based on fluorescence is one important approach to highly sensitive

detection of biomarkers through the specific recognition of antigens with anti-

bodies. SPCE provides increased sensitivity and background rejection, enhancing

the capability of detection in immunoassays. In SPCE, the successful affinity assays

have been reported in the format of antigen-reporter antibody (fluorophore labeled)

and the sandwich assay of capture antibody-antigen-reporter antibody (fluorophore

labeled) [73–75]. The protein interactions near the interface can be sensitively

monitored with the coupling effect. Moreover, the protein layer posed on the

interface effectively acted as a spacer layer as the average protein dimensions can

be taken as a few nanometers, which natively eliminated the quenching effect

[76]. After reaction and the critical rinsing, the directional and polarized emission

was observed with the measured intensities indicating the different concentrations

of antigens, while the binding kinetic was also able to be detected in the defined

direction, because only the fluorophores labeled to antibodies bound to the antigens

on the surface can be coupled with surface plasmons. The background of the

unbound reagents and the autofluorecence from sample were suppressed due to

being distant from surface, and the optically dense media in sample matrixes such

as serum or whole blood cannot attenuate the SPCE signal in assays [77], providing

the possibility of performing immunoassays without separation steps to complex

sample. If microwave is applied, a fast and sensitive bioassay can be expected.

Using a low power microwave heating, a 30-fold increase in assay kinetics com-

pared to the identical bioassay were achieved [48].
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Fig. 3.8 (a) SPCDE and E-SPCDE fluorescence spectra of DNA hairpin responding to 3.0 μM
perfect matches (PM) and single base mismatches. (b) Discrimination ratios with target concen-

trations ranging from 0.10 to 3.0 μM PM measured in SPCDE and E-SPCDE [56]
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According to the directional emission in silver films, the angle at which the

radiation propagates through the prism depends on the surface plasmon angle for

the relevant wavelength. So, it will allow the measurement of multiple analytes

using multiple emission wavelengths that will be detected at individual angle.

Model experiments have been taken to demonstrate the multi-wavelength immu-

noassays in SPCE [78]. The antibodies were labeled with two fluorophores radiat-

ing at 595 and 665 nm. These antibodies were directed against antigen proteins

bound to the silver surface. The emission from both labeled antibodies was strongly

directional at different angles on the prism. The emission from 595 nm peaked at

71� and that from 665 nm at 68�. The emission from each labeled antibody occurred

at a different angle on the glass prism, allowing independent measurement of

surface binding of each antibody.

To develop the parallel assay platform for rapid and high-throughput analysis,

array and even microarray based biochip is a promising technology. Actually,

researchers have performed the relevant investigation in SPCE [63]. Arrays of

transparent paraboloid polymer elements were coated with a thin gold layer to

facilitate SPCE in the modified system of supercritical angle fluorescence (SAF).

As a model assay, the sandwich assay for human IgG was carried out on a gold-

coated 3� 3 array biochip. The response was observed in the concentrations

ranging from 2 to 200 μg/ml with a limit of detection of 20 ng/ml. The limit of

detection reduced to 10 pg/ml using optimum bimetallic layer with the composition

of 36 nm silver and 10 nm gold [64].
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Fig. 3.9 (a) The working principle of SPCDE based on a conformational switching signaling

aptamer. When the target thrombin is added, the fluorophore is displaced into the enhancement

zone. (b) The angular distribution of signaling aptamer after the addition of thrombin. (c) The
spectra of SPCDE and FSE after the addition of thrombin [72]
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3.5.4 Other Fluorescence Analysis

Based on SPCE, other chemical fluorescence analysis can also be operated very

well. Owing to the high collection efficiency in SPCE, single molecule detection

has been achieved [52]. The simplest way to detect fluorescent molecules is to lay

the objects near the metal surface, such as by spin-coating or dropping [79, 80], and

the SPCE signal can be obtained. The thin spacers including silicon dioxide, LB

films or polyelectrolyte had better be engineered between fluorophores and metal

surface to protect the metal surface and minimize the metal quenching effects

[32, 40, 63]. The special properties of SPCE present more information in detection.

The strong wavelength dependence of surface plasmon coupling at specific

angles of observation offers a great potential to investigate complex systems. The

mixture of monomer, dimer, and higher order aggregates of Rhodamine-6G were

resolved utilizing SPCE [81]. Fluorescence emission from closely located proton-

ated, deprotonated, and excimer species of 8-hydroxy-1,3,6-pyrene trisulfonic acid

coupling into surface plasmons were easily separated and observed with 11–14 fold

intensity enhancement [82].

Fluorescence resonance energy transfer efficiency were improved and relative

transfer rate can be increased by two-fold in the presence of continuous silver films

[83]. It was observed that the rise time of acceptor fluorescence intensity upon

donor excitation was 10 times shorter in the presence of SPCE and acceptor

emission in SPCE was totally linearly polarized [84].

The orientation of the transition dipole momentum of fluorophores can be

detected in SPCE, and the degree of horizontal or vertical orientation can be

determined through the comparison with simulations [85]. Because the wavevector

of surface plasmon parallel to the molecular orientation takes a larger value than

that perpendicular to the molecular orientation, the spectral peak for the parallel

configuration is located at a longer wavelength than that for the perpendicular

configuration at the same observation angle [86].

Besides the fluorophores directly detected in SPCE, they can also be designed to

behave as the sensing layer to reflect the stimulants outside. In a report on oxygen

sensing [87], the ruthenium fluorophore was electrostatically attached to the SPCE

surface as an ultra-thin sensing layer for sensing. The response of the probes is due

to collisional quenching by oxygen. Both fluorescence intensity and lifetime were

detected in this work for oxygen sensing. The responses for the two measurements

were sensitive in SPCE and Lifetime-based sensing was more reproducible than the

intensity-based measurement, while the lifetime of the probes under free space

emission could not be resolved due to the weak signal from the thin sensing layer. It

proved that SPCE-based fluorescence and lifetime sensing measurements could

lead to the development of chemical sensing devices with low cost but high

sensitivity.
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3.6 Conclusions

The combination of fluorescence with surface plasmon resonance has resulted in a

paradigm shift for both techniques. There is a steady growth in terms of instru-

ments, devices, and sensors based on SPCE. The processes described for fluores-

cence emission are readily applicable to other sources of molecular luminescence,

such as phosphorescence, chemiluminescence and electrochemiluminescence. The

optical geometry of SPCE also attracts attentions from large scopes. For example,

stimulated emission has been investigated in the similar device for potential laser

design [88], the directional surface enhanced Raman scattering has been observed

[89], and enhanced scanning tunneling microscopic light emission has been

obtained through the prism at a defined angle [90]. So SPCE creates the platform

for the intensive investigation of nanoscale optics via plasmon coupling.

However, it is worth noting the complexity of fluorophore-metal interactions,

which involves both near- and far-field effects. The coupling between fluorophores

and nanostructures with complex geometry is lacking of enough understanding

[52, 91]. As a result, there is still a long way to go, demanding arduous exploring

both in fundamentals and applications. The introduction of novel nano-materials,

nano-structures, and nano-optical devices into SPCE would further improve the

analytical merits of SPCE and expedite the design of low-cost and high-

performance sensors. SPCE based imaging will be an emerging tendency. Integrat-

ing the unique properties of the directional emission into microarray imaging would

reduce the crosstalk interference and improve the imaging quality [92]. It is no

doubt that the development of SPCE platforms will redound to the field of chip-

based biomolecular detection and significantly further the progress in analytical

researches.
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Chapter 4

Fluorescence Analysis of Thermoresponsive
Polymers

Cheryl Morris and Alan G. Ryder

Abstract The use of microscale thin polymer films is widespread in biomedical

science and engineering, with applications in areas such as tissue engineering,

drug delivery, microfluidic devices, bio-adhesion mediators, and bio-actuators.

Much attention is devoted to the use of functional polymers that display stimuli-

responsive behavior with the intention of providing “smart” coatings. One poten-

tial example is the use of thin thermoresponsive polymer films as drug eluting

coatings on medical devices, where not only does the polymer function as a drug

reservoir but it also acts as a biocompatibility modulator to improve device

performance.

Often these thin polymer coatings have to be applied to complex geometries,

which can cause problems for in-situ analysis. Another important consideration is

the fact that these films have large surface area to mass ratios and thus water

uptake can be significant. This is serious because coating stability, device effi-

cacy, and long-term storage are influenced by the physiochemical properties of

the polymer which are modulated by water content. Thus, there is a need for a

rapid, non-contact, non-destructive, analytical method capable of analyzing

thermoresponsive polymers in solution, and in-situ of the solid-state on medical

devices. Fluorescence spectroscopy based methods can deal with both sample

types and provide additional benefits in terms of high sensitivity and low probe

concentrations, which provide for minimal sample disruption. This article gives a

brief overview of the application of various fluorescence methods for the physi-

cochemical characterization of thermoresponsive polymers such as poly

(N-isopropylacrylamide), PNIPAm.
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4.1 Introduction

The use of microscale thin polymer films is widespread in biomedical science and

engineering, with applications in tissue engineering, drug delivery systems,

microfluidic devices, bio-adhesion mediators and bio-actuators [1–14]. The choice

of polymer for such applications is very important, and one area of significant

interest has been the development functional polymers that display stimuli-

responsive behavior with the intention of providing “smart” applications

(Fig. 4.1) in the biomedical field [8, 15, 16]. One such potential use of thin

thermoresponsive polymer films is as coatings on drug eluting coronary stents,

where not only does the polymer function as a drug reservoir (providing anti-

restenosis therapy) but it also acts as a biocompatibility modulator to improve

device performance [5, 10, 17, 18].

In many applications, these polymer coatings are very thin (from μm to nm) and

are formed on complex geometries, which may cause problems for in-situ analysis.
Another important consideration is the fact that these films have large surface area

to mass ratios and water uptake is an important factor to consider. This is serious

because issues such as device manufacturing, coating stability, device efficacy, and

long-term storage are influenced by the physiochemical properties of the polymer

[19]. Thus, there is a need for the non-contact, non-destructive, analysis of these

types of thermoresponsive polymers in solution and in-situ for fabricated films/

devices. Optical spectroscopy, and in particular fluorescence based methods, which

offer the combination of high sensitivity and low probe concentrations, provide the

best solution for these analytical challenges.

This article gives a brief overview of the application of fluorescence methods to

the characterization of thermoresponsive polymers and in particular poly

(N-isopropylacrylamide), PNIPAm. It is not meant to provide a comprehensive or

detailed review of the use of fluorescence but rather an insight into how various

fluorescence methods can be employed for studying the physical and chemical

properties of thermoresponsive polymers in a variety of states and forms.

4.2 Stimuli-Responsive Polymers

The design, synthesis, and development of functional polymers that respond to

external stimuli is an area of significant interest [8, 15, 16, 20]. These synthetic

polymer systems are often designed to mimic natural biopolymers, and a variety of

functional forms have been developed to meet various specific biomedical and

scientific applications [21]. These polymers are variously described as being “envi-

ronment sensitive polymers” [22], “stimuli-responsive polymers” [23], “intelligent

polymers” [24, 25], or “smart polymers” [15, 26]. “Smart” polymers can be defined

as materials that undergo strong conformational changes in response to small

changes in the surrounding environment [15, 21].
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In many of the smart polymers used for biomedical applications, the sharp, large,

reversible non-linear conformational changes can be attributed to the balance

between hydrophilic and hydrophobic groups within the polymer system [8, 15,

16, 23, 27–29]. The consequent responses may be observed as changes in shape,

solubility, and/or surface characteristics [21]. “Smart” polymers can be classified

into three types depending on their physical forms (Fig. 4.2): (i) linear free chains in
solution (following the application of an external stimulus the polymer undergoes a

reversible collapse), (ii) covalently cross-linked gels and reversible or physical gels
(for which swelling or shrinking behavior is environmentally triggered), and (iii)
chain adsorbed or surface-grafted form (following a change of the external param-

eter, the polymer reversibly swells or collapses on a surface) [21].

The response of these “smart” polymers can be induced by a variety of environ-

mental triggers, such as ionic strength, light, magnetic field, pH, electric field and

temperature [1, 8, 15, 16, 20, 27, 29–37]. From a biomedical standpoint, the favored

“smart” polymers are generally those sensitive to pH and/or temperature changes

[30]. The most widely studied class of stimuli responsive polymers are thermore-

sponsive polymer systems; as the name suggests, these systems undergo confor-

mational changes in response to temperature [16, 30].

Fig. 4.1 Potential uses of

stimuli-responsive

polymers in biotechnology

and medicine (Adapted with

permission from Ref.

[15]. Copyright © 1999
Elsevier Science Ltd., all
rights reserved)
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4.2.1 Thermoresponsive Polymers

Thermoresponsive polymers have a critical solution temperature, at which a sig-

nificant phase change occurs. Polymers whose water solubility increases with

temperature are described as having an upper critical solution temperature

(UCST) or a higher critical solution temperature (HCST) and solutions of these

polymers appear biphasic below this critical temperature. Conversely, polymers for

which the solubility decreases with increasing temperature often have a lower

critical solution temperature (LCST) where the solutions transition to a biphasic

state. This occurs because the polymer becomes less solvated as the temperature

increases [16, 22, 30, 38]. Below the LCST, the polymer is soluble in aqueous

solutions due to the domination of hydrophilic interactions (i.e. hydrogen bonding

between the polymer and water) over hydrophobic (intramolecular) interactions,

and thus it typically assumes a relaxed coil-like conformation. Raising the temper-

ature above the LCST results in an increased dominance of the hydrophobic

interactions, causing the collapse/contraction of the polymer. This leads to the

adoption of a more globule-like conformation which minimizes the polymer-

water contact and can eventually lead to precipitation from solution [30, 39, 40].

In the case of polymer solutions with a UCST, the entropy of mixing is usually

large and positive but is dominated by enthalpic contributions at low temperatures.

When the temperature increases, the entropic contribution increases, and eventually

surpasses the enthalpic contribution at the UCST, resulting in a negative Gibb’s free
energy. Therefore in these polymer systems, higher temperatures enhance solubility

[38]. For polymer solutions possessing a LCST, H-bonding between polymer polar

Fig. 4.2 Classification of the polymers by their physical form: (i) linear free chains in solution (ii)
covalently cross-linked reversible gels (iii) chain adsorbed or surface grafted form (Reproduced

from Kumar et al. [21] with permission. Copyright © 2007 Elsevier Ltd, all rights reserved)
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groups and water molecules are the driving force for solvation at low temperatures,

resulting in a large, dominant, negative enthalpy of mixing. In this state, the

polymer is ordered, leading to an unfavorable negative entropy contribution, but

overall the system is stable in this mixed form below its LCST due to the large

enthalpic contribution. It has been suggested that the phase separation at the LCST

of a polymer can be attributed to entropic effects [41]. At higher temperatures the

contribution from entropy (displacement of water from the polymer matrix) sur-

passes the exothermic enthalpy contribution from hydrogen bonding between polar

groups in the polymer and water molecules [8, 27, 30, 41, 42]. It is this balance

between entropy and enthalpy that causes the polymer to assume a more hydro-

phobic state above the LCST.

A list of popular thermoresponsive polymer systems with their corresponding

LCSTs is given in Table 4.1 PNIPAm and PVCL exhibit LCST behavior in a

physiologically relevant temperature range rendering them viable for many bio-

medical applications [21, 40, 41]. Often these polymers are used as core elements to

synthesize co-polymers with specific thermoresponsive and other desired proper-

ties. For example, PEO and PPO have been used to fabricate block copolymers,

which possess an inverse thermoresponsive behavior. These block copolymers are

available commercially under the names Pluronics® and Tetronics®, many of

which have been approved by the FDA and EPA for use in food, pharmaceuticals

and agriculture [8, 21, 22]. Alternatively copolymerization with hydrophilic or

hydrophobic co-monomers can be used to increase or decrease the LCST respec-

tively [36]. It is also possible to modulate or fine tune the LCST by the addition of

additives for example, the addition of sodium dodecylsulfate increases the LCST,

whereas addition of sodium chloride has the opposite effect [43, 44].

4.2.2 Poly(N-IsoPropylAcrylamide), PNIPAm

Of the family of poly(N-substituted acrylamides), PNIPAm (Fig. 4.3) is probably the

most widely known and studied. PNIPAm is a chemical isomer of poly-leucine, in that

it has the polar peptide group in its side chain rather than in the hydrocarbon backbone

[45]. In aqueous solution, PNIPAm has a LCST of 32 �C; at this temperature it

undergoes a sharp and reversible coil-to-globule phase transition from a hydrophilic to

a more hydrophobic state, forcing water from the matrix [3, 7, 14, 16, 27, 46–48]. This

phenomenon occurs due to the domination of entropic over enthalpic effects as the

temperature increases above the LCST [30, 42]. Below the LCST, PNIPAm chains

exist in an extended coil conformation, and solvation is driven by the enthalpic gain

from intermolecular hydrogen bonding between the PNIPAm chains and water

molecules [16, 49]. Solvation is further encouraged by a type of hydrophobic hydra-

tion, where the water molecules surround the a-polar isopropyl entities in a cage-like

structure [50]. As the temperature is increased towards the LCST, intramolecular

hydrogen bonding between carboxyl and amide groups on the PNIPAm chains result

in the interruption of hydrogen bonding of these groups with water molecules,
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ultimately resulting in the chain adopting a collapsed conformation, driving out the

water, and causing the polymer to precipitate out of solution [49]. These properties of

PNIPAm and its copolymers make them applicable to a diverse range of pharmaceu-

tical and biomedical applications [5, 13, 51, 52].

The thermoresponsive behavior of PNIPAm may be altered by the introduction

of hydrophobic or hydrophilic groups into the polymer structure. By copolymeri-

zation with more hydrophobic monomers, like N-tBAAm (N-tert-butylacrylamide),

the LCST of the polymer is shifted to lower temperatures while copolymerization

with more hydrophilic monomers, like AAm (acrylamide), increases the LCST

[26]. Rochev and co-workers have synthesized a series of copolymers based on

N-isopropylacrylamide (NIPAm) and N-tBAAm. Increasing the amount of the

hydrophobic monomer (from a mole ratio of 0 to 50 %) increases hydrophobicity

and therefore lowers the LCST (from 33 to ~10 �C) [53]. It was also observed that

Table 4.1 LCSTs of some common thermoresponsive polymers [40]

Abbreviation Name LCST (�C)
PPO poly(propylene oxide) 10–20

PNPAm poly(N-n-propylacrylamide) 25

PNIPAm poly(N-isopropylacrylamide) 32

PEPA poly(ethoxypropylacrylamide) ~32

PVME poly(vinyl methyl ether) 33.8

PIPOZ poly(2-isopropyl-2-oxazoline) ~36

PVCL poly(N-vinylcaprolactam) 38

HPC Hydroxypropylcellulose 42

PBMEAm poly(N,N-bis(2-methoxyethyl) acrylamide) 49

MC Methylcellulose 50

PDMA poly((2-dimethylamino)ethyl methacrylate) 50

PEOZ poly(2-ethyl-2-oxazoline) ~62

PMPAm poly(N-(3-methoxypropyl)acrylamide) >60

EHEC Ethyl(hydroxyethyl)cellulose 65

PEMA poly(N,N-ethylmethylacrylamide) 70

PEA poly(N-ethylacrylamide) 82

Fig. 4.3 Chemical

structure of PNIPAm [22]
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cell adhesion, cell growth properties and drug elution from cast NIPAm/N-tBAAm

copolymer films were all dependent on the copolymer composition [54, 55]. In

contrast, by increasing the amount of a hydrophilic monomer AAm in the NIPAm/

AAm copolymers (from a molar ratio of 100:0 to 75:25), the LCST is increased

(from 33 to 47 �C) [56].

4.3 Polymer Characterisation by Fluorescence

The use of fluorescence spectroscopy for the evaluation of thermoresponsive poly-

mers can provide useful insights into both the gross physical-dynamic processes

and the more subtle physicochemical changes that occur in these polymer systems.

Fluorescence spectroscopy offers high sensitivity for low probe loading and fast

response times, thus minimizing perturbation of the polymer system. In thermore-

sponsive polymers like PNIPAm, the most common application of fluorescence

measurements are for the study of micelle formation, aggregation dynamics, and

the major phase changes that occur at the LCST. However, fluorophore choice

needs to be very carefully considered because multiple factors (Fig. 4.4) are at play

and the environment is considerably more complex than that encountered in

solvents. This potential multi-factor environmental sensitivity may mean that the

observed changes in absorption / fluorescence intensity, shifts in absorption /

fluorescence spectra, anisotropy, or fluorescence lifetimes originate from a combi-

nation of effects [57–59]. For example, when studying the phase change behavior of

thermoresponsive polymers one needs to ensure that the selected fluorophore does

not have a significant intrinsic temperature dependence, which may be convoluted

with the responses due to the temperature, induced changes in polymer

conformation.

Another very significant environmental factor to consider when dealing with

bulk or thin films of thermoresponsive polymers is the issue of water uptake. Many

thermoresponsive polymers like PNIPAm are appreciably hydrophilic because of

the presence of polar amide groups and will absorb water from the atmosphere

[61]. Thus in many cases where one wishes to study the behavior of thermore-

sponsive polymer thin films one will need to control, or account for the presence of

water in the thin films [62].

The potential range of fluorophores available for the analysis of thermore-

sponsive polymers is vast and a detailed analysis is outside the scope of this article.

However, once a fluorophore has been selected there are only two general modes of

employment: covalent attachment of the probe to the polymer [63], or deployment

as a freely diffusing probe which is then introduced to polymer solutions or doped

into thin films of the polymer. There are several drawbacks to the use of freely

diffusing fluorophores ranging from the fact that they are free to diffuse out of the

polymer structures, that they may aggregate, and that there is no control over where

the probe interacts with the polymer. This obviously limits the potential applica-

tions; however, the approach is intrinsically very simple and lessens the risk of
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modifying polymer structure. One can minimize/eliminate many of these issues by

covalently attaching the probe to the polymer; however, this may not always be

feasible or straightforward. One critical aspect of the covalent labeling approach is

to decide if it is possible to introduce the fluorophore during or after the polymer-

ization process. For characterization of thermoresponsive polymers there are a wide

range of covalently labeled fluorophores described in the literature. Some examples

include pyrene and napthalene [63–66], N,N-(dimethy1amino)naphthalenesul-

fonamide (dansyl) [67], and the cyanine Cy5/Cy5.5 pair for FRET studies [68].

4.4 Thermoresponsive Polymer Characterization

The fluorescence analysis of thermoresponsive polymer systems can be catego-

rized, for the sake of textual organization, as either physiochemical or physical

characterization. We note that there is a considerable degree of overlap and that in

practice these factors should never be considered in isolation. The chemistry

influences the physical factors and vice-versa. Here, we begin with physiochemical

characterization and the crucial factor of water absorption, which then leads to the

Fig. 4.4 Some of the environmental factors which may affect impact on emission properties of

fluorophores in polymers [60]
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measurement of the chemical and polarity properties of thermoresponsive poly-

mers. For the physical characterization, we start with Critical Micelle Concentra-

tion (CMC) and aggregation measurements and then progress to the study of phase

transitions around the LCST, before finally showing how fluorescence can be

utilized to study the assembly/behavior of thermoresponsive particles and surfaces.

When undertaking a physicochemical characterization of thermoresponsive

polymers we have to consider first the chemical structure of the polymer and second

the environment created by the polymer when it is in solution or deployed as a

particle, or a thin film. In the first case Hydrogen-bonding, van der Waals interac-

tions, and conformational changes are all significant, particularly in solution. In the

second case where the polymer is fabricated into a higher density form, all these

factors are again very important, but one must also take into account solvent/water

infiltration which can mediate the chemical behavior of the polymer very

significantly.

4.4.1 Water Sorption

Water uptake in a thin polymer film can lead to significant changes in the physico-

chemical properties of the polymer [69, 70]. In critical applications like medical

devices, this may lead to such problems as reduced adhesion and mechanical

properties, pronounced physical and chemical aging, and swelling and expansion,

compromising the intended function of the polymer and also modulating biocom-

patibility. The situation will be exacerbated when using thin films because the

surface to mass ratio is much larger which facilitates water uptake. One of the most

important considerations with thermoresponsive polymers is that they can be

appreciably hygroscopic above and below the LCST. For PNIPAm, thermal gravi-

metric measurements on bulk polymer, indicated that no water was adsorbed at

40 �C (or more correctly, it was not possible to measure the low amount of adsorbed

water) [71]. However, when PNIPAm is fabricated as a thin film then one can

observe significant water absorption both below and above the LCST. For instance,

a 10 μm thick PNIPAm film in an environment with a relative humidity of 90 %RH,

was measured to have absorbed 26.5 % by weight of water below the LCST

(at 25 �C). Above the LCST (at 37 �C) the amount of adsorbed/absorbed water

was still a very significant 6.1 % by weight [61]. While the water absorption can be

described as a purely physical effect, it has consequences for the chemical proper-

ties of the polymer because it affects the integral hydrogen bonding within the

polymer. Thus for the relatively hydrophilic polymers like PNIPAm in thin film

form, there is a clear requirement to handle the polymers under conditions of

controlled humidity.

Fluorescent 3-hydroxyflavone (3-HF) derivatives have been used to monitor the

infiltration of water in PNIPAm thin films [61]. 3-HF emission is governed by an

excited-state intramolecular proton transfer (ESIPT) process and these probes

demonstrate very strong solvatochromism and electrochromism [72–74]. These
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3-HF fluorophores thus exhibit dual band fluorescence emission which is sensitive

to environmental factors, and as a sensor/probe they have a clear advantage over

single band fluorophores [75–80]. One of these bands originates from the normal

excited state (N*), and the other is due to the ESIPT reaction product tautomer (T*).

This emission, in terms of the wavelengths of maximum emission and relative

intensities of the two emission bands, is sensitive to various environmental factors

[72–74, 81–83]. The most important emission parameter is the ratio of the emission

intensities from the N* and T* excited states, IN*/IT*, which is associated with the

relative populations of the N* and T* states and is a very sensitive indicator of

solvent polarity [82]. The behavior of these emission bands as well as the relation-

ship of their intensities depends strongly on probe structure. Changing the chemical

structure at the fluorophore core can be used to adjust the sensitivity to a specific

range of solvent polarity, to modulate hydrogen bonding, or to electric fields.

4’-Diethylamino-3-hydroxyflavone (FE), 5, 6-benzo-4’-diethylamino-3-

hydroxyflavone (BFE), and 4’-diethylamino-3- hydroxy-7-methoxyflavone (MFE)

are examples of 3-HF fluorophores, which are sensitive to the properties of the

solvent environment. An increase in solvent polarity and hydrogen bonding ability

of the solvent leads to an increase in the population of the N* form relative to T*

form, which is due to a greater dielectric stabilization of the N* form [74]. It has

been possible to correlate the ratio of the emission intensities of these two forms

with changes in polarity and hydrogen bonding in various classes of solvents

[74, 84]. BFE, unlike FE and MFE, is nearly insensitive to the H-bond donor ability

of protic solvents because of the interference from the additional benzene ring

[84]. MFE shows more solvent-dependent dual emission in more polar solvents

when compared to FE [77].

For these three 3-HF probes (FE, MFE, and BFE) it was observed that the

relative emission from the N* and T* bands (as measured by the increase in log

(IN*/IT*)) varied very significantly with water ingress (Fig. 4.5). The N* band was

also significantly red shifted whereas the T* band maximum decreased only slightly

with increasing humidity. Analysis of the fluorescence data indicated that water

adsorption in the PNIPAm films followed a two-step process: First, at low relative

humidity the incoming water molecules disrupted the specific polymer-fluorophore

H-bond interaction giving rise to small changes in log(IN*/IT*) ratios and the overall

fluorescence intensity. Then at higher relative humidity (>50 %), as the amount of

adsorbed water increases, these intensity parameters change dramatically indicating

a larger change in the local polarity of the probe environment [61].

Emission measurements carried out above the LCST showed similar log(IN*/IT*)

changes, except that the magnitude was lower. This indicates that the PNIPAm

films were still absorbing some water in this more hydrophobic state, interrupting

the polymer-probe interaction (Fig. 4.6).

In the more hydrophobic, condensed state above the LCST one would have

expected that the rate of water adsorption should be decreased. However, fluores-

cence analysis of PNIPAm thin films show clearly that in every case, the log(IN*/
IT*) value increases at a similar rate (Fig. 4.6). This method thus provides a
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relatively facile, non-contact methodology for assessing the ingress of water into

thermoresponsive polymers when fabricated as thin films on solid surfaces.

4.4.2 Physicochemical Parameters by Solvatochromism

Measuring polarity and hydrogen bonding changes in thermoresponsive polymers

is vital for understanding how these polymers will behave in the real world. For

example, we know that many of the common thermoresponsive polymers are

appreciably hygroscopic and will absorb appreciable amounts of water below and

above the LCST thus influencing polarity within thin films [61]. The most widely

based methods for assessing polarity is based on solvatochromism, and there is an

extensive literature on solvent systems. Solvatochromism describes the change in

shape, location and sometimes intensity of absorption or emission spectra, relative

to the polarity of the medium. A hypsochromic (or blue) shift corresponds to

negative solvatochromism, while a bathochromic (or red) shift corresponds to

positive solvatochromism with increasing solvent polarity [85–87]. Solvatochromic

methods are generally robust and reasonably easy to implement but do require the

use of relatively high probe concentrations compared to fluorophore indicators

[88]. The most common solvatochromic solvent polarity scales are the:

ET(30) scale of Dimroth and Reichardt [85], α and β scales of Kamlet and Taft

[89, 90], π* scale of Kamlet, Abboud, and Taft [91], and the pyrene (Py) scale of

Dong and Winnik [92]. These solvatochromic methods are typically used to

characterize solvent systems but they have also been extended to study polymers.

Fig. 4.5 (a) Plot of the log(IN*/IT*) ratio vs. increasing relative humidity at 25 �C for PNIPAm

films doped with BFE ( ), MFE ( ), and FE ( ). (b) Plot of the IN*/IT* ratio normalized to the

value recorded at 90 % RH. Plots show the two-phase water adsorption process (Taken from Ref.

[61] and reproduced with permission. Copyright © 2010 American Chemical Society, all rights
reserved)
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The ET(30) scale uses the 2, 6-diphenyl- 4- (2,4,6- triphenyl- 1-pyridino)-

phenolate betaine dye (also known as Reichardt’s dye) [85, 93]. The

ET(30) polarity parameter is based on the transition energy for the longest wave-

length absorption band measured in the relevant environment and expressed in

Kcal�mol�1 [85]. A normalized scale (EN
T ) was defined from 0 to 1 using

tetramethylsilane and water as the extreme nonpolar and polar solvents respectively

[85, 93]. The α and β scales provide a measurement of solvent hydrogen-bond

donor (HBD) or a hydrogen-bond acceptor (HBA) ability. These scales are based on

a solvatochromic comparison method (SCM) which involves the comparison of

solvent induced shifts of the longest wavelength absorption band of two similar

compounds. For the determination of α values one compound is capable of acting as

a HBA towards HBD solvents (e.g. Reichardt’s dye) whereas the other cannot (e.g.
4-nitroanisole) [89, 90, 93]. To determine β values, one compound will be capable

of acting as a HBD towards solvents (e.g. 4-nitroaniline) whereas the other cannot
(e.g. 4-nitro-N,N-dimethylaniline) [93]. The solvent dipolarity/polarizability π*
scale provides a quantitative measure of the non-specific part of van der Waals

interactions between solvents and solutes [91, 94, 95]. The original scale was based

on the spectral properties of carefully selected aromatic molecules which contain

both electron-acceptor and electron-donor groups [94, 95]. Dimethyl sulfoxide

(DMSO) and cyclohexane (c-C6H12) were used as reference solvents by taking π*
(c-C6H12)¼ 0 and π* (DMSO)¼ 1 [94, 95]. More recently, the scale has been

updated/revised and is now based on the averaging of data from several

solvatochromic indicators [96]. Laurence et al. re-determined π* values for 229 sol-
vents using only two solvatochromic indicators, 4-nitroanisole and N,

N-dimethylamino-4-nitroaniline [85, 96].

For the physicochemical characterization of polymers by optical spectroscopy,

one generally uses either vibrational or electronic spectroscopies. One of the key

advantages of electronic spectroscopy (either absorption or fluorescence) is the

Fig. 4.6 Plot of log(IN*/IT*) ratio vs. increasing humidity of PNIPAm films doped with (a) FE, (b)
BFE and (c) MFE at 25 �C ( ) and 37 �C ( ) (Taken from Ref. [61] and reproduced with

permission. Copyright © 2010 American Chemical Society, all rights reserved)
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potential sensitivity, enabling the observation of subtle effects in condensed media.

One of the simplest approaches is to pursue a solvatochromic approach and measure

the UV-visible spectra of the appropriate indicators doped into the polymers [97–

99]. For example, Matsuguchi et al. employed solvatochromic methods to charac-

terize the water sorption behavior in polymer films [99]. They found that indicator

band positions (and thus the solvatochromic parameters) were dependent on the

polymer type, molecular weight, and the amount of absorbed water. On increasing

relative water vapor pressures, all the solvatochromic parameters (α, β, π*) were
seen to increase except for EC, PEO, PVP where the β values were lower at the

higher water vapor pressures. The authors also examined the relationship between

the ET(30) scale and the π*, α and β parameters and a linear correlation was

observed indicating that the microenvironments experienced by the probe mole-

cules in both wet and dry films was similar to that observed in liquid solvents.

Szczupak et al. evaluated the micro-polarity and H-bond donor/acceptor ability

for a series of thermoresponsive N-isopropylacrylamide/N-tert-butylacrylamide

(NIPAm/NtBA) copolymer films using the ET(30), α, β and π* empirical

solvatochromic parameters [19, 60]. For the dry NIPAm/NtBA copolymer films it

was found that they are strong H-bond acceptors (β), moderate H-bond donors (α)
and are strongly dipolar/polarizable (π*). It was observed that ET(30), α and π*
values all decreased linearly on increasing the hydrophobic NtBA fraction in the

copolymer films whereas the β parameter remained relatively unchanged. A good

correlation was also found between experimental ET(30) and independently deter-

mined α, β and π* values which confirms that the behavior of the solvatochromic

indicators in the NIPAm/NtBA films was similar to that in solvents [19].

4.4.3 Physicochemical Parameters by Fluorescence

While the application of solvatochromic methods for the characterization of phys-

icochemical properties is feasible, and can generate accurate data, there is still a

need for a more flexible measurement methodology. Specifically, for many appli-

cations, the concentrations required of the solvatochromic probes for absorption

spectroscopy in these condensed media is relatively high (typical weight ratios of

36–20 to 1) [99], and it would be preferable to utilize much lower concentrations

such as the levels employed in fluorescence spectroscopy (typical weight ratios of

1900–2230 to 1) [100]. Another need is the requirement for standoff measurements

in sealed environments and in such cases, fluorescence may be the only feasible

option.

Pyrene is a common fluorophore used for polarity assessment because the

intensities of various vibronic bands are very sensitive to solvent polarity

[87, 101]. Karpovich and Blanchard explained that the relative changes in vibronic

band intensities of the pyrene fluorescence spectrum are a result of vibronic

coupling between the first (weakly allowed) and the second (strongly allowed)

excited singlet states [102]. Their observations also suggest that solvent-dipole-

solute induced dipole interactions play a major role in the pyrene scale. The extent
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to which an induced dipole moment is generated by vibrational distortions of

pyrene is governed by the polarity of the solvent. The polarity of the pyrene

environment may thus be estimated by measuring the ratio of the fluorescence

intensities of the third and first vibronic bands (I1/I3) [87, 101]. Dong and Winnik

developed the Py scale of solvent polarities, based on this ratio and the scale is

relatively insensitive to the hydrogen bonding ability of protic solvents [92]. Py

scale values range from 0.58 for n-hexane to 1.95 for dimethyl sulfoxide. Variations

in the pyrene lifetime can also be used to monitor changes in thermoresponsive

polymers. For aqueous solutions of PNIPAm one observes approximately a 60 ns

increase in average lifetime from 115 ns to ~175 ns as the temperature increases

from 30 to 40 �C [103]. Szczupak et al. assessed the polarity of poly(NIPAm-co-

NtBA) copolymer films by means of fluorescence based methods, using pyrene and

3-HF derivatives as polarity sensitive fluorescent probes [100]. They reported a

decrease in the I1/I3 ratio of pyrene with increasing NtBA fraction indicating a

reduction in polarity with increasing NtBA content (Fig. 4.7), which is in agreement

with previous results obtained in a solvatochromic study involving the same poly-

mers [19, 100].

The pyrene I1/I3 ratio displayed poor correlation with measured solvatochromic

polarity parameters [19], which was attributed to the fact that the polarity compo-

nent sensed by pyrene is only related to dipole-induced dipole interactions. This

ignores the very significant H-bonding effects, which are also present in these

polymers. Furthermore, it was noted that the physiochemical changes that occur

at the LCST of these copolymers did not greatly affect pyrene fluorescence. This

was revealed by the small and linear decrease in the I1/I3 ratio (1.345 to 1.285)

observed for these thin films as the temperature changed from 20 to 40 �C. This
contrasts strongly with the situation reported for aqueous solutions of PNIPAm

where the ratio changes decreases from 1.79 to 1.38 [104]. We also note that this

magnitude of change is almost identical to that observed for solutions of pyrene in

ethanol and 1-propanol [60]. The reason why the change is small originates from

the lack of a distinct aqueous phase, so the pyrene probe remains dispersed

throughout the solid polymer where there is much less change in probe environment

and thus in emission properties. It should be noted that these measurements were

made without rigorous humidity control [100], and so these films probably

contained a significant amount of adsorbed water. The hydrogen-bonding effects

inherent in the PNIPAm thin films also produces problems for the use of 3-HF

derivatives for polarity assessment of thermoresponsive hydrophilic polymers in

thin films, using simple emission parameters. This arises from the heterogeneity of

the ground-state H-bonding and an ESIPT process that is not in equilibrium, both

effects can be elucidated from the observed excitation wavelength dependence and

a difference in the fluorescence lifetimes of the N* and T* bands [74, 100, 105].

One example where fluorescence was used to assess the polarity change at

temperatures near the LCST exploited the solvatochromic shifts of the zwitterionic

form of rhodamine X [106]. The authors employed a rhodamine X labeled oligo-

nucleotide composed of 25-mers of thymine (dT25-ROX). In dioxane/water
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mixtures this probe shows a linear relationship between ET(30) and shifts in the

fluorescence emission maximum (in wavenumbers) for the ET(30) range between

50 and 65 Kcal.mol�1. They used this probe to look at the polarity changes of the

PNIPAm shell of PMMA/PNIPAm core-shell latex particles at temperatures near

the LCST. For this system, the calculated ET(30) value for the PNIPAm shell

decreases in a sigmoidal manner as the temperature increases from 15 to 45 �C.
At the lower temperatures, the PNIPAm shell polarity is nearly identical to that of

water, while above the transition it is equivalent to the polarity of a dioxane/water

mixture (30 % (v/v)). In contrast to the smooth transition observed in the wave-

length shifts, the lifetime of the dT25-ROX probe showed a sharp drop at the LCST

which is ascribed to the refractive index change, which accompanies the dehydra-

tion process during the phase change.

Derivatives of quinoxaline (N-(2,3-dimorpholinoquinoxalin-6-yl)acrylamide,

QxA and N-(1-(2,3-dimorpholinoquinoxalin-6-ylamino)prop-2-yl)methacrylamide,

QxAlaMA) have also been incorporated into PNIPAm [107]. These fluorophores

when incorporated into the polymer showed intense solvatochromism in their

fluorescence without perturbing the LCST. The wavelength at the maximum fluo-

rescence intensity of the QxAlaMA-labeled PNIPAm dramatically blue-shifted

(by ~20 nm) and the fluorescence intensity of the QxA-labeled PNIPAm signifi-

cantly increased, by a factor of ~10, as the temperature increased from 30 to 34 �C.

4.4.4 Critical Micelle Concentration (CMC) and Aggregation
Measurements

The CMC is a critical parameter that affects the macroscopic behavior of these

thermoresponsive polymers. Measuring the CMC is thus an important facet of

Fig. 4.7 Plot of pyrene

emission ratio I1/I3 ratio vs.
NtBA content for a series of

copolymer films measured

at 20 �C (Taken from Ref.

[100] and reproduced with

permission. Copyright ©
2010 Journal of
Fluorescence Spectroscopy)
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polymer science and can usually be achieved by conventional means using tech-

niques like Dynamic Light Scattering (DLS). However, in some cases the CMC can

be low and as such is not very amenable to conventional measurement methods. For

example, the CMC of some amphiphilic block copolymers is of the order of ~10�6

M and cannot be easily determined by scattering methods. This problem can be

overcome by using single molecule detection (SMD) methods like fluorescence

correlation spectroscopy (FCS) where one can easily observe the very low concen-

tration regime [108–110]. One straightforward method collects FCS data from

samples which have a fixed, very low concentration (typically 50 nM or less) of a

poorly water soluble fluorophore such as R6G in aqueous solutions of the thermore-

sponsive polymer with varying concentrations (micro-molar range). The polymer

concentrations need to be selected such that they span a range above and below the

suspected CMC value. At polymer concentrations below the CMC, the fluorophore

should remain dissolved in water, and only the diffusion of free dye should be

observed (free R6G has a hydrodynamic radius of 0.8 nm) [111]. As the polymer

concentration increase above the CMC value, an increasingly significant fraction of

the fluorophores will become associated with the micelles as they are formed. This

association process should result in the observation of an additional slow diffusion

process being incorporated in the FCS correlation curve.

For example, Adelselberger and co-workers used FCS to study the behavior of

amphiphilic, symmetric tri-block thermoresponsive copolymers having short, deu-

terated polystyrene (PS) end blocks and a large PNIPAm middle block in aqueous

solutions at very low concentration close to the CMC [110]. Using FCS they found

that at polymer concentrations above 0.9 μM, a second, slower decay appeared in

the correlation curves, indicating the onset of micelle formation. Fitting of the

correlation curves yielded hydrodynamic radii of 20.8� 0.7 nm for PS11-b-

PNIPAm280- b-PS11 and 25.8� 0.9 nm for PS11-b-PNIPAm370-- b-PS11. These

values were validated from DLS measurements made at dilute (0.1 mg/mL) con-

centrations. The authors do however, point out that with these free probes, micelles

may still be present at very low concentrations (<0.9 μM), but that there may be too

few to solubilize ample Rh6G molecules to generate sufficient signal that can be

extracted from the correlation curves. A variation of this methodology is to use

polymer covalently labeled with a fluorophore and measure the change in hydro-

dynamic radii via FCS [108, 109]. This can be a very sensitive method for

determining the hydrodynamic radii of not only the micelles but also the unimers,

and intermediate, unstable aggregates.

While these SMDmethods are elegant, care needs to be taken with interpretation

of results because of complications induced by the use of very low fluorophore and

polymer concentrations. These include changes in polymer and probe concentra-

tions due to surface binding to the container walls, which can be different for the

free polymer and the various polymer assemblies. Consideration also needs to be

given to variations in fluorophore photophysics (quantum yield, lifetime etc.)
generated by the different physical environments of the solution and the

micelle [112].
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An extension of the FCS methodology was used by Wang and co-workers to

study lateral diffusion on PNIPAm brushes attached to solid surfaces [113]. They

used a poly(2-vinylpyridine) probe molecule that was covalently labeled with

Alexa 488. Their studies enable the extraction of friction force data and also a

better understanding of how the PNIPAm brushes interact with polyelectrolyte

probe molecules. They showed that below the LCST, the decrease of viscosity of

the solvent water brought about a decrease in the friction forces via coupling of the

lateral probe diffusion with the motion of the brush chain. The LCST transition

induced stiffening of the PNIPAm chain and the hardening of the PNIPAm brushes

above the LCST generated a large increase in friction forces.

Another study compared the diffusion of probe molecules interacting with

octadecyltriethoxysilane (OTE) monolayers and surface-tethered PNIPAm poly-

mer chains of varying thickness and surface coverage [114]. An interesting obser-

vation from this study was that the R6G fluorophore interacted more strongly with

PNIPAm compared to the OTE monolayer. This indicates that the coupling of

interfacial interaction and polymer chain dynamics causes a greater slowing of

probe diffusion. The sensitivity of the FCS methodology is very beneficial here

because it allows the differentiation of many different effects.

Diffusion of large particles formed from thermoresponsive polymers has also

been studied using more conventional fluorescence microscopy techniques like

Fluorescence Recovery after Photobleaching (FRAP). In the FRAP technique the

sample is observed under a microscope (usually a confocal laser scanning micro-

scope), a region of interest (RoI) is rapidly bleached using relatively high power

excitation, then the region is imaged over time to determine how long it takes for

new fluorescent molecules/particles to diffuse back into the RoI. Relatively simple

image analysis can be used then to recover useful information such as diffusion

rates, which in turn can be used to ascertain changes in particle size. For thermore-

sponsive polymers one can use the FRAP method to observe and measure physical

effects on the micro to macro size scale. One example used FRAP to quantify the

variation in permeability of the walls of thermoresponsive hollow capsules with

temperature [115]. The two di-block copolymers of PNIPAm studied were prepared

as hollow capsules, and using standard confocal laser scanning microscopy one

could monitor temperature induced changes in particle size. The permeability of the

thermoresponsive shells could be assessed by comparing the degree of infiltration

of two differently sized fluorophores, 6-carboxyfluorescein and fluorescein-labeled

dextran.

ANS (1-anilino-8-naphthalene sulfonate) is one of the most widely used polarity

probes because it is highly fluorescent in low polarity solvents but is weakly

fluorescent in aqueous solution [87, 116]. This important feature enables one to

visualize the hydrophobic regions of a given system with minimal influence from

ANS molecules remaining in the aqueous environment, and thus this fluorophore

has found widespread application in biological and material sciences [117–

122]. Kujawa et al. utilized ANS to study the concentration (0.02 to 10 g/L

range) and temperature dependent solution properties of telechelic PNIPAm (C18-

PNIPAM-C18) [123]. As polymer concentration was increased a steep increase in
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emission intensity of ANS was observed, accompanied by a blue shift of emission

band maxima. These observations with increasing polymer concentration indicate

the increased hydrophobicity of the probe (ANS) environment (Fig. 4.8).

These fluorescence results support the results from DLS that suggest for the

telechelic PNIPAm in solution, the degree of aggregation within the rosettes

increases as the concentration increases, and that the steric crowding results in

expulsion/release of polymer bound water in order to accommodate the increased

steric pressure.

Fig. 4.8 (a) Emission spectra of ANS in water and in aqueous solution of telechelic PNIPAm at

20 �C. (b) Fluorescence intensity and position of emission band maxima as a function of polymer

concentration at 20 �C (Reproduced with permission from Ref. [123]. Copyright© 2005, Springer
Berlin/Heidelberg)
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4.4.5 Phase Transitions at the LCST

The phase transitions that occur at the LCST are the defining feature of thermore-

sponsive polymers. While the phase transition is often easily observed (with high

concentration solutions or when the polymer has been fabricated into a film), there

are cases where the use of sensitive fluorescence methods are warranted. This is

particularly the case where the polymer concentration is low, or where a

non-contact method is required. Both the simple freely diffusing probe and the

more complex covalently bound probe approaches have been successfully

employed. Winnik utilized pyrene labeled PNIPAm to study the temperature

induced phase transitions in aqueous solutions [104, 124]. One study showed that

the complex pyrene photophysics when covalently labeled with PNIPAm was

dependent on the degree of labeling and involved emission from monomers and

excimers [104]. At ambient temperature in water, the presence of ground-state

pyrene dimers and higher aggregates was observed for the pyrene labeled PNIPAm.

These aggregates can form between pyrene attached to the same chain or between

pyrene probes located on different chains. Heating solutions of the labeled PNIPAm

above the LCST results in disruption of the pyrene aggregates and the quantum

yield of the monomeric species increases relative to that of the excimers. This

dissociation is complete in the case of the sparsely labeled polymer(PNIPAm/Py/

200) but only partial in solutions of the more highly labeled polymer (PNIPAm/Py/

20). When trace amounts of the labeled PNIPAm were added to solutions of

unlabelled PNIPAm, changes in pyrene fluorescence could be used to ascertain

the interaction between chains. They found that below the LCST, there was no

indication of interactions between labeled and unlabeled polymers, whereas above

the LCST, the labeled polymers were incorporated into the PNIPAm-rich phase.

These fluorescence studies also showed that in the low concentration limit

(<1 ppm) for highly labeled polymers there was evidence for the formation of

single-polymer chain micelles. More recently, pyrene was employed to study long-

range polymer chain dynamics for PNIPAm using a variety of models including the

Fluorescence Blob Model (FBM) [125, 126]. Chee et al. have also investigated in

detail the interactions between PNIPAm and pyrene using time resolved fluores-

cence spectroscopy and concluded that above the LCST PNIPAm is capable of

solubilizing hydrophobic guests such as pyrene but that below the LCST much of

this capability is lost [127].

A more facile method for assessing the effects of the phase changes in aqueous

solutions of telechelic PNIPAm (C18-PNIPAM-C18) involved the use of ANS and

the measurement of steady-state emission spectra. When the emission was mea-

sured over the 10 to 50 �C temperature range one observed at approximately 29 �C a

sharp increase in fluorescence intensity coupled with a blue shift in the emission

band maximum (Fig. 4.9). This was clear evidence for a very significant change in

the micropolarity sensed by ANS, as with increasing temperature ANS passes from

a hydrophilic environment of “highly hydrated rosettes”, formed at lower
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temperatures to the “hydrophobic medium of collapsed and associated polymeric
micelles” [123].

Another method for analyzing thermoresponsive polymer transitions near the

LCST is to utilize polarization anisotropy in conjunction with fluorescence

quenching studies. The use of acenaphthylene (ACE) covalently labeled PNIPAm

for studying the effect of urea on polymer structure/dynamics in solution has been

demonstrated several times [128, 129]. ACE was used because there is no rotation

independent of the segment to which the ACE probe is attached. Steady-state

anisotropy studies showed that below the LCST, anisotropy was small irrespective

of the presence of urea (a quencher), which was consistent to the open structure of

the loose coil polymer conformation [129]. Above the LCST, large anisotropy
values were recorded in the absence of the quencher indicating that the polymer

had adopted a compact conformation. However, when urea was added, the anisot-

ropy decreased very significantly indicating that the polymer conformation had

opened up.

A combination of anisotropy and FRET has been used to probe the behavior of

mesoglobular phases formed when PNIPAm was heated in solution [66]. Anisot-

ropy measurements conducted on napthyl labeled PNIPAm gave an indication of

the rotational freedom of the pendant fluorophore and this was related to the micro-

viscosity of the phase in which it was dissolved. The results indicated that solutions

heated within the 31–36 �C temperature range consisted of fluid-like particles

which were able to merge and grow in size. At higher temperatures (36–45 �C)
the PNIPAm mesoglobules behaved like more rigid spheres that were unable to

merge by collision into larger, slower rotating globules. This study also employed

FRET measurements using pyrene (Py) and naphthalene (Np) labeled PNIPAm.

Fig. 4.9 Temperature dependence of the ANS fluorescence intensity and wavelength of emission

band maximum in polymer solution (polymer concentration is 0.1 gL�1) (Reproduced with

permission from Ref. [123]. Copyright © 2005, Springer Berlin/Heidelberg)
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Monitoring the changes in Py and Np fluorescence shows the expected spike in the

IPy/INp fluorescence intensity ratio near the LCST. The authors ascribed this change

as arising from two factors: (i) chain motion increased upon heating, enhancing the

probability of a close encounter between the two different fluorophores, and (ii) the
local fluorophore concentration increased as a result of solution demixing. How-

ever, at temperatures above ~33.5 �C, the IPy/INp fluorescence intensity ratio

decreased once more which was ascribed to the increased micro-viscosity within

the mesoglobule. This restricted the motion of the polymer chains, which caused a

reduction in the frequency of the Py-Np encounters.

The study of Quantum dot (QD)-PNIPAm hybrid particles by FCS has also been

recently reported [130]. This straightforward study described how FCS can be used

to monitor changes in hydrodynamic radii near the LCST for particles having

different length PNIPAm chains attached. It also indicated that there were substan-

tial decreases in the QD lifetime as the temperature increased through the LCST

caused by PNIPAm chain collapse. This alteration in average lifetimes was caused

by large changes in the fast lifetime component, which is generally assigned to

trapping processes caused by surface defects or impurities.

4.4.6 Swelling and Assembly

Dansyl is a versatile probe for characterizing PNIPAm as it can provide information

via steady-state and time-resolved measurements about the polarity and viscosity of

the local environment [67, 131, 132]. Some of the advantages of the dansyl probe

are that it is relatively insensitive to oxygen quenching, its absorption maximum is

relatively independent of the medium and variation in the wavelength of maximum

emission is directly related to changes in local polarity and/or viscosity.

The mechanism of shrinking in PNIPAm derived materials can be elucidated by

measuring changes in the wavelength of the fluorescence emission maximum of a

covalently attached dansyl fluorophore [132]. The rate of shrinkage of different

PNIPAm gels in aqueous solution (normal, with grafted side chains, and semi-

interpenetrating polymer network) was investigated by measuring the change in the

position of the peak emission wavelength. These fluorescence measurements

showed clearly that the grafted chains underwent the coil-to-globule transition at

lower temperature (~25 �C) than the main polymer chains (~33 �C). Dansyl

(covalently labeled) has also been used as a probe to look at the changes due to

cross-linking PNIPAm [133]. In this case, cross-linking with glutaraldehyde caused

an increase in hydrophobicity which could be evaluated by measuring the blue shift

in the fluorescence emission spectra.

Dansyl labeled PNIPAm (PNIPAm-Da label content, 0.06 molar %) was also

used to investigate the phenomenon of cononsolvency exhibited by the PNIPAm/

water/methanol ternary system. The study involved both the PNIPAm-Da polymer

and the cross-linked PNIPAm-DA gels [67]. The swelling of these polymers and

gels decreased abruptly in aqueous solutions containing 7–25 mol % methanol and
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increased gradually in systems with a higher methanol concentration. Shifts in the

dansyl wavelength of maximum emission, changes in the fluorescence lifetimes,

and changes in the rotational diffusion coefficients could all be correlated with the

macroscopic changes in swelling volume.

In some cases, the swelling behavior of PNIPAm can be affected by the presence

of other materials in solution. When freely diffusing pyrene was used as a probe of

PNIPAm behavior, the introduction of urea changes in the pyrene emission only

above the LCST [129]. This arose from urea induced swelling of the PNIPAm

compact coil conformation, caused by disruption of the intramolecular hydrophobic

interaction. This caused the pyrene probe to experience a much more hydrophobic

environment which was measured by the ratio of the emission intensities I3/I1. This

study also showed that the coil structure was reasonably robust and could be

observed at urea concentrations of up to 3 M.

The swelling behavior of thermoresponsive polymers can also be investigated

using F€orster Resonance Energy Transfer (FRET), where the degree of energy

transfer provides information as to separation between donor and acceptor

fluorophores [59]. For example, Jones and co-workers used FRET studies to

analyze core-shell PNIPAm microgels (both the core and shell components were

lightly cross-linked with N,N´-methylene(bisacrylamide)), where the core was

doubly labeled with cyanine Cy5 (donor) and Cy5.5 (acceptor) [68]. In these

structures, the PNIPAm shell can restrict the core from swelling to its native

volume, and thus the extent of core expansion will be a function of shell thickness.

To covalently attach the fluorophores, the core contained a small percentage of

amine groups for post-polymerization modification with the cyanine fluorophores

which were functionalized with N-hydroxysuccinimidyl ester. For the naked core,

the degree of FRET was low when it was swollen to its maximum volume below the

LCST (31 �C). The presence of a PNIPAm shell produces a significant degree of

FRET under the same solution conditions, indicating that the polymer chains are

more constrained relative to the fully swollen state. By monitoring the degree of

energy transfer in the absence and presence of the shell, over a range of temperature

values, the researchers observed the decreased swelling ability of the core in the

presence of the added shell, and were thus able to estimate the shell thickness. This

FRET method has obvious advantages when compared to conventional Photon

Correlation Spectroscopy (PCS) measurements, which can only yield an apparent

particle size, and not discriminate between changes in shell thickness and core

compression associated with thicker shells.

The combination of thermoresponsive polymers and the FRET methodology has

also been exploited for sensing applications. In one such example, PNIPAm

microgels were modified to incorporate potassium ion recognizing

4-acrylamidobenzo18-crown-6 residues (B18C6Am) and then a FRET pair of

fluorophores (4-(2-acryloyloxyethylamino) -7-nitro-2,1,3-benzoxadiazole

(NBDAE), and rhodamine-B-based FRET acceptors (RhBEA)) [134]. The key

operational feature is the fact that the polymer LCST is directly affected by the

Kþ ion concentration, increasing by ~9 �C as the Kþ concentration increased from

0 to 300 μM. This reasonably rapid process (~4 second response time) can be
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monitored by measuring the FRET efficiency calculated from the fluorescence

intensity ratio measured at 588 and 529 nm.

Many biomedical uses for PNIPAm involve the preparation of complex macro-,

or meso-scale structures and the assembly process can be studied using fluores-

cence. For example, the 4-acrylamidofluorescein-modified poly(N-isopropyla-

crylamide-co-acrylic acid) (PNIPAm-co-AAc*) was used with simple

fluorescence microscopy to observe layer-by-layer (LbL) deposition of microgel

thin films [135]. The method is reasonably effective at showing coverage and layer

formation, but because of its non-confocal nature the resolution normal to the

surface is very poor. Another area in which fluorescence techniques can be useful

for studying thermoresponsive polymers is in the LbL assembly of polyelectrolyte

multilayers on soft and porous PNIPAm microgels. One facet of the LbL process is

that the polyelectrolytes can interdigitate both with each other and with the

microgel during multilayer formation. The problem is further compounded by the

fact that the particles are often sub-micron in size and thus not amenable to

conventional microscopy evaluation. Using FCS, however, one can easily distin-

guish between free, labeled polyelectrolytes and those that are bound to the

microgel. Wong and co-workers used dual color FCS to confirm that two different

polyelectrolytes were binding onto the same microgel particles (~400 nm in size) of

PNIPAm [136].

One of the drawbacks with conventional FCS measurements is that one cannot

generally get absolute diffusion coefficients from the data and thus one has to

correlate with standards of known values. In dual-focus FCS (2f-FCS), one uses two
focal volumes, which are a precisely known distance apart and generate an

overlapping detection volume. This enables accurate and precise quantitative

measurement of absolute diffusion coefficient values [137]. 2f-FCS measurements

have been undertaken at different temperatures to determine the hydrodynamic

radii of bare nanogels (p(NIPAM-co-AA-co-rhodamine)) and nanogels coated with

various numbers of layers of polyelectrolytes [138]. These temperature dependent

studies showed that the polyelectrolyte multilayer shell was still bound to the

nanogel during the phase transition at the LCST.

4.5 Conclusions

Fluorescence spectroscopy offers a range of convenient methodologies for the

analysis of thermoresponsive polymers. The most widespread application is for

the monitoring of the phase and polarity changes at the LCST. The high sensitivity

and low probe concentrations required ensures that the fluorescence analysis has a

minimal impact on polymer structure or physical behavior. Furthermore, many of

these analytical techniques can be performed using standard off-the-shelf, inexpen-

sive fluorescence spectrometers. Of increasing importance is the use of single

molecule detection methods to probe the dynamic processes that occur at very

low polymer concentrations. This can provide unique information and insights into
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intra- and inter-chain interactions, allowing one to first examine the growth of

polymer aggregates and other higher order structures in solution.
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to IR light via a two-photon process. J Am Chem Soc 127(28):9952–9953

10. Kavanagh CA, Gorelova TA, Selezneva II, Rochev YA, Dawson KA, Gallagher WM,

Gorelov AV, Keenan AK (2005) Poly(N-isopropy acrylamide) copolymer films as vehicles

for the sustained delivery of proteins to vascular endothelial cells. J BiomedMater Res A 72A

(1):25–35

11. Miranda A, Millan M, Caraballo I (2006) Study of the critical points in lobenzarit disodium

hydrophilic matrices for controlled drug delivery. Chem Pharm Bull 54(5):598–602

12. Matsuda N, Shimizu T, Yamato M, Okano T (2007) Tissue engineering based on cell sheet

technology. Adv Mater 19(20):3089–3099

13. Nı́ Chearuil F, Corrigan OI (2009) Thermosensitivity and release from poly

N-isopropylacrylamide-polylactide copolymers. Int J Pharm 366:21–30

14. Fundueanu G, Constantin M, Ascenzi P (2009) Poly (N-isopropylacrylamide-co-acrylamide)

cross-linked thermoresponsive microspheres obtained from preformed polymers: influence of

the physio-chemical characteristics of drugs on their release profiles. Acta Biomater

5:363–373

15. Galaev IY, Mattiasson B (1999) ‘Smart’ polymers and what they could do in biotechnology

and medicine. Trends Biotechnol 17(8):335–340

16. Gil ES, Hudson SM (2004) Stimuli-responsive polymers and their bioconjugates. Prog Polym

Sci 29(12):1173–1222

17. Bult H (2000) Restenosis: a challenge for pharmacology. Trends Pharmacol Sci

21(7):274–279

18. Lewis AL, Tolhurst LA, Stratford PW (2002) Analysis of a phosphorycholine- based polymer

coating on a coronary stent pre- and post- implantation. Biomaterials 23(7):1697–1766

120 C. Morris and A.G. Ryder



19. Szczupak B, Ryder AG, Togashi DM, Rochev YA, Gorelov AV, Glynn TJ (2009) Measuring

the micro-polarity and hydrogen-bond donor/acceptor ability of thermoresponsive

N-isopropylacrylamide/N-tert-butylacrylamide copolymer films using solvatochromic indi-

cators. Appl Spectrosc 63(4):442–449

20. Smith AE, Xu XW, McCormick CL (2010) Stimuli-responsive amphiphilic (co)polymers via

RAFT polymerization. Prog Polym Sci 35(1–2):45–93

21. Kumar A, Srivastava A, Galaev IY, Mattiasson B (2007) Smart polymers: physical forms and

bioengineering applications. Prog Polym Sci 32(10):1205–1237

22. Qiu Y, Park K (2001) Environment-sensitive hydrogels for drug delivery. Adv Drug Deliv

Rev 53(3):321–339

23. Jeong B, Gutowska A (2002) Lessons from nature: stimuli-responsive polymers and their

biomedical applications. Trends Biotechnol 20(7):305–311

24. Okano T, Kikuchi A, Sakurai Y, Takei Y, Ogata N (1995) Temperature-responsive poly

(N-isopropylacrylamide) as a modulator for alteration of hydrophilic/hydrophobic surface

properties to control activation/inactivation of platelets. J Control Release 36(1–2):125–133

25. Kikuchi A, Okano T (2002) Intelligent thermoresponsive polymeric stationary phases for

aqueous chromatography of biological compounds. Prog Polym Sci 27(6):1165–1193

26. Hoffman AS, Stayton PS, Bulmus V, Chen G, Chen J, Cheung C, Chilkoti A, Ding Z, Dong L,

Fong R (2000) Really smart bioconjugates of smart polymers and receptor proteins. J Biomed

Mater Res A 52(4):577–586

27. Schild HG (1992) Poly(N-isopropylacrylamide): experiment, theory and application. Prog

Polym Sci 17:163–249

28. Zareie HM, Volga Bulmus E, Gunning AP, Hoffman AS, Piskin E, Morris VJ (2000)

Investigation of a stimuli-responsive copolymer by atomic force microscopy. Polymer 41

(18):6723–6727

29. Nandivada H, Ross AM, Lahann J (2010) Stimuli-responsive monolayers for biotechnology.

Prog Polym Sci 35(1–2):141–154

30. Aguilar MR, Elvira C, Gallardo A, Vázquez B, Román JS (2007) Smart polymers and their

applications as biomaterials. Top in Tissue Eng 3:1–27

31. Zrinyi M, Barsi L, Szabo D, Kilian HG (1997) Direct observation of abrupt shape transition in

ferrogels induced by nonuniform magnetic field. J Chem Phys 106(13):5685–5692

32. Zrinyi M (2000) Intelligent polymer gels controlled by magnetic fields. Colloid Polym Sci

278(2):98–103

33. Filipcsei G, Feher J, Zrinyi M (2000) Electric field sensitive neutral polymer gels. J Mol

Struct 554(1):109–117

34. Maeda Y (2001) IR spectroscopic study on the hydration and the phase transition of poly

(vinyl methyl ether) in water. Langmuir 17(5):1737–1742

35. Liu F, Urban MW (2008) Dual temperature and pH responsiveness of poly(2-(N,

N-dimethylamino)ethyl methacrylate-co-n-butyl acrylate) colloidal dispersions and their

films. Macromolecules 41(17):6531–6539

36. Liu F, Urban MW (2010) Recent advances and challenges in designing stimuli-responsive

polymers. Prog Polym Sci 35(1–2):3–23

37. Roy D, Cambre JN, Sumerlin BS (2010) Future perspectives and recent advances in stimuli-

responsive materials. Prog Polym Sci 35(1–2):278–301

38. Paricaud P, Galindo A, Jackson G (2003) Understanding liquid-liquid immiscibility and

LCST behaviour in polymer solutions with a Wertheim TPT1 description. Mol Phys 101

(16):2575–2600

39. Klouda L, Mikos AG (2008) Thermoresponsive hydrogels in biomedical applications. Eur J

Pharm Biopharm 68(1):34–45

40. Liu RX, Fraylich M, Saunders BR (2009) Thermoresponsive copolymers: from fundamental

studies to applications. Colloid Polym Sci 287(6):627–643

41. Heskins M, Guillet JE (1968) Solution properties of poly (N-isopropylacrylamide). J

Macromol Sci A 2(8):1441–1455

4 Fluorescence Analysis of Thermoresponsive Polymers 121



42. Schild HG, Muthukumar M, Tirrell A (1991) Cononsolvency in mixed aqueous solutions of

poly(N-isopropylacrylamide). Macromolecules 24(4):948–952
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Chapter 5

Principles of Fluorogenic Reagent Design
for Forensics. Recent Progress Towards New
Reagents to Develop Fingerprints in Blood
and on Variable Surfaces

Martha Sibrian-Vazquez and Robert M. Strongin

Abstract The use of fluorogenic reagents for detecting and enhancing fingerprints

in blood has been studied for many years. There are still several challenges. These

include utility on dark and multi-colored substrates, loss of detail, print stability,

and compatibility with acidic fixative agents. Herein, we describe progress in

addressing each of these issues. The creation and evaluation of a promising class

of leuco xanthenes dyes is highlighted.

Keywords Fingerprints • Blood • Leuco dye • Xanthenes • Peroxidase • Fluorone

5.1 Introduction

Fingerprints are the most common and useful physical evidence for the apprehen-

sion and conviction of crime perpetrators. The use of fluorogenic reagents for

detecting and enhancing fingerprints in blood, however, has several associated

challenges. For instance, the dyes used are generally unsuitable for dark and

multi-colored substrates. Although examples such as luminol and fluorescin and

other chemilumigens and fluorigens can function on dark and often multi-colored

substrates, they are incompatible with acidic fixative reagents. The chemilumines-

cence of luminol and the fluorescence of fluorescein and other standard

fluorophores are also quenched in acidic media. In addition, their oxidation prod-

ucts are not insoluble. They therefore may diffuse and degrade detail. The oxidation

of luminol is a fast and irreversible reaction, so the user must act quickly to observe

and capture an image or the print will be lost.

A goal of our research has been to develop fluorogenic compounds for detecting

fingerprints in blood that have excellent sensitivity and stability, that enhance and

preserve print details, and can be useful on dark and multi-colored substrates.

Reagents and protocols were recently developed in our lab with invaluable critical

M. Sibrian-Vazquez • R.M. Strongin (*)

Department of Chemistry, Portland State University, Portland, OR 97201, USA

e-mail: rmstrongin@gmail.com

© Springer International Publishing Switzerland 2016

C.D. Geddes (ed.), Reviews in Fluorescence 2015,
DOI 10.1007/978-3-319-24609-3_5

127

mailto:rmstrongin@gmail.com


guidance and technical support from the Orange County Sherriff and Coroners

Office. Desired solubility, fluorescence under acidic conditions and peroxidase-

specific chemistry were achieved. It is envisioned that upon further optimization the

materials described herein can be adaptable for use as part of a kit for crime scene

response personnel.

5.2 Background: A Brief Survey of Classical Print
Detection Reagents

Not all blood, and especially bloody prints, can be readily detected. Reagents are

thus often employed for identification and/or enhancement. Many rely on the

peroxidase-like activity inherent in red blood cells. It is generally accepted that

the heme group of hemoglobin catalyzes the reduction of peroxide to water while a

second redox-active species (the print reagent dye, Scheme 5.1) is concomitantly

oxidized. The alteration in the redox or ionization state of the dye generates the

optical readout allowing fingerprints to be observed in a desired matrix.

Benzidine and leuco dyes (e.g., phenolphthalin, leucocrystal violet),

leucomalachite green [1] o-tolidine [2] diamino and tetramethyl-benzidine, [3]

leucorhodamine 6G, [4] leucoeosin, [5] diaminobenzidine, and others [6, 7] func-

tion via the psudo-peroxidase activity of the heme moiety of hemoglobin with

hydrogen peroxide or sodium perborate to detect blood and bloody prints.

Chemiluminogens and fluorogens have an extensive history. Luminol was first

used in 1937 [8]. Its chemiluminescence decays rapidly unless the reaction is

slowed by one of several techniques. In 2006 Young [9] compared the formulation

known as BlueStar to luminol and flourescin. It was found to exhibit greater

sensitivity and longer lasting chemiluminescence for the detection of blood, but

not for bloody fingerprint enhancement. In general, chemiluminescence is indeed

useful for blood detection in specific circumstances. However, in the case of bloody

fingerprint enhancement it is challenging to determine how much reagent to use and

to estimate the time available for capture and exposure.

Fluorescence allows for relatively better control of parameters via excitation

intensity and wavelength and emission wavelength. Moreover, fluorescent lifetimes

can be used to minimize background interference or unwanted autofluorescence

[10, 11]. Fluorescin (reduced fluorescein; [12] and 2,20-azino-di-[3-ethylbenzthia-
zolinesulfonate] (ABTSO, [13]) have been reported for the chemifluorescent detec-

tion of bloody fingerprints. Several other fluorogenic peroxidase substrates have

been synthesized for use in biochemical and cytological studies. Quantiblue (Pierce

Chemical, Rockford, IL), Amplex Red and Oregon Green (Invitrogen, Carlsbad,

CA) are commercially available. However, none of these are compatible with

strong protein denaturing (fixing) solutions. Many fluorophores are also subject to

photo-bleaching by intense excitation light sources and susceptible to quenching by

low pH.
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An issue with many reagents is that the relatively high protein content of blood

may result in non-specific staining. Several groups (Jones 1982) [14], (Norkus

1986) [15], (Becraft 1987) [16] and Sears [17, 18] have studied protein stains for

possible utility in bloody print development that include coomassie brilliant blue R

and Crowle’s double stain. General fluorescent stains for potential bloody finger-

print detection have also been reported, such as acid fuchsin (aka Hungarian Red,

Theeuwen, [19]) and acid yellow 7 (Sears, [20]). Amino acid reagents such as

ninhydrin and 1,8-diazafluoren-9-one (DFO), a fluorescent analog have also been

screened. Other ninhydrin analogs including the 1-2-indandione family (Hauze,

[21]) have been synthesized, but have not been screened for bloody fingerprint

enhancement.

Apart from non-specific staining, there are other challenges associated with the

available reagents. In particular, many leuco dyes are compatible with acidic

protein fixative agents such as sulfosalicylic acid to preserve detail, but do not

function well on dark and multi-colored substrates. In contrast, luminol and

fluorescin can be used with dark and often multi-colored substrates, but cannot be

used with fixatives. They are relatively less soluble in strong acids. Moreover, their

chemiluminescence or fluorescence is quenched in acidic conditions. Furthermore,

their oxidation products are not insoluble, and so tend to diffuse away, degrading

detail. Benzidine and its homolog, TMB, benefited in this regard by the insolubility

of their oxidized products. Krieg [22] has interestingly demonstrated that

fluorogenic substrates can be designed to self-anchor for histological staining by

covalent bonding. However, the majority of fluorogenic reagents require treatment

with a separate fixing agent.

The oxidation of luminol is a fast and irreversible reaction, so the user must act

quickly to observe and capture an image or it will be lost. Because of the inability to

predict substrate color and the possibility of multi-colored substrates, a large range

of emission wavelengths by a series of fluorophores would be useful, and a single

fluorophore capable of wavelength shifts via a simple method such as pH change, or

the addition or concentration change of some cation or anion, would be especially

useful.

Although not studied in detail, the effectiveness of the previously reported dyes

and stains depends very much on surface type (Sears, [20]). For instance, while
Acid black 1 and Acid violet 17 are effective on all surfaces, Acid yellow 7 is the

choice of reagent for nonporous surfaces. Similarly, DFO and ninhydrin can be

employed only on porous surfaces. Hence, the study of dyes and stains on variable

surfaces is of particular interest in developing more user-friendly and relatively

simpler methods for bloody print detection.

In addition to detecting, enhancing and preserving bloody print detail, a rela-

tively newer issue is the ability to successfully DNA type the residual blood content

Scheme 5.1 Peroxidase-

mediated oxidation of

pyrogallol to purpurogallin
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of the print Lee, [23], Laux, [24], Fregeau, [25], Budowle, [26], Martin, [27]. UV

light and peroxides cause DNA damage. In general, most fingerprint enhancement

treatments do not significantly degrade DNA. Nonetheless, any proposed new

methods for detecting, fixing, or enhancing bloody prints should be validated for

DNA testing.

The following, along with Table 5.1, summarizes the properties of many com-

mon reagents:

1. Amido black and ninhydrin form dark-colored dye complexes and have been

used successfully on light colored transparent surfaces. They are not typically

used on dark colored surfaces. Ninhydrin has a low background color but is

unsuitable for porous surfaces since it runs off, and either distorts the print or

fails to react before detail can be photographed. Amido black is very sensitive

and works well on non-porous surfaces but its high background color (light to

medium blue) compromises contrast on porous surfaces from which the stain can

not be removed by rinsing.

2. DFO (1,8-diazafluoren-9-one) is a very sensitive dye that gives yellow fluores-

cence, but its use is limited, since for development, the specimen has to be

heated at 100 �C. Treated porous items may become tainted with a yellow

discoloration after time.

3. Luminol has had limited success since the only briefly appearing luminescence

is weak. It is thus hard to photograph and fails to resolve fine ridge detail.

4. Leucocrystal violet (LCV) is used to develop prints mainly on light-colored

backgrounds. Background development, however can occur under intense light

due to photoionization products of the dye which may react with other sub-

stances not specific to blood. Porous materials can also strongly absorb the dye.

5. ABTS is a non-carcinogenic alternative to DAB. One must photograph the

developed impressions within 2 weeks of development, as fading of the detail

may occur. Some reports state a low recovery for DNA typing.

6. Diaminobenzidine (DAB) is highly toxic. Photographs must be taken shortly

after development, due to light-induced photoionization.

5.3 Screening of Known Dyes for NBD- and Benzidine-
Basic Dyes-Horseradish Peroxidase (HP) Activity

The purpose of this study was to screen the peroxidase-mediated reaction of NBD,

and DAB with a known basic dyes series (compounds 1–12, Fig. 5.1) in solution

(Scheme 5.2). These dyes have been used in histological work; [28] however, the

protocols for histological and fingerprint studies are significantly different. The aim

was to investigate the formation of solid/polymeric products as well as changes in

the spectroscopic properties of these dyes as a result of this reaction and their

stability towards H2O2 and HP. The formation of solid/polymeric products can be

desirable in order to preserve/enhance fingerprint details. Thus, the possibility of
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Fig. 5.1 Chemical structures of basic dyes used for screening

Scheme 5.2 Peroxidase

mediated reaction of NBD

and DAB



inducing this polymerization/solid formation via either covalent or non-covalent

interactions with dyes or fluorophores sensitive to peroxidase was sought using

NBD as a model system.

Changes observed in fluorescence after adding benzidine and NBD to each of the

dye solutions are due to the emission of benzidine and its oxidation product, when

an excitation wavelength at 280 nm is used. After addition of HP, the fluorescence

of NBD and benzidine solutions is quenched (Table 5.2). The mixtures changed

color and a precipitate was formed, (entries 1 and 2, Table 5.3). Although a

precipitate was formed for the HP reaction with safranine O and toluidine blue,

no changes in absorption or fluorescence were observed. No solid formation or

changes in absorption or fluorescence were observed for azure A (entry

12, Table 5.3). After addition of HP, solid formation, changes in the absorption

spectra and reduction or quenching of dye fluorescence was observed for dyes in

entries 3, 5, 8, 9, 10, 13, 14, 15, and 16 when NBD was present. These changes may

be attributed to the formation of precipitate that reduces the dye concentration in the

mixture. When benzidine was present, in general, solid formation was not observed

within 15 min; however, after 24 h at room temperature, a small amount of solid

precipitated from each mixture. In the presence of NBD and after addition of HP,

solid formation and a slight increase in the fluorescence of pyronine Y was

observed. No major changes were observed when benzidine was used. In the

presence of NBD or benzidine and after addition of HP, methyl green shows an

increase in absorbance. Fluorescence emission is observed at 412 nm, (ex. 280 nm).

A purple solid is formed in the presence of NBD and no precipitate is observed for

the benzidine-methyl green mixture.

These preliminary results show that under the conditions tested, combinations of

NBD-basic dyes that produce a precipitate, and enhance either absorption or

fluorescence (for example pyronine Y and methyl green), represent potential

candidates for further studies.

5.4 The Design of New Fluorogenic Reagents for Bloody
Print Development

After our own screening and literature survey, it was evident that each known or

potential reagent possesses inherent advantages and disadvantages. This prompted

us to design new fluorophores.

We had previously reported a novel synthesis of xanthene dyes [29]. It involves

the initial formation of methylated carbinol intermediates, followed by demethyl-

ation and concomitant condensation. This simple new method is inexpensive,

efficient and rapid, and has led to the very first syntheses of benzo[a]- and [b]

xanthene dye frameworks (Fig. 5.2) [30]. The benzofluorones are structurally

related to fluorescein, a material already used in bloody fingerprint detection;

however, they exhibit several advantages. They are able to absorb and emit at
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Table 5.2 UV–vis and Fluorescence properties of basic dyes in the presence of NBD or benzidine

Entry Compound Absorption max. (nm) Emission (nm) (exc. 280 nm)

1 NBD 291 465

2 Benzidine – 410

3 Basic Fuchsin Flagella 540 –

4 Safranine O 519, 275, 251 –

5 Pararosaniline 540, 286, 243 –

6 Pyronin Y 546 558

7 Toluidine Blue 630, 288 648

8 Methyl Green 632, 255, 216 652

9 Crystal Violet 590, 303, 250 590

10 Thionine 600, 283 619

11 Methylene Blue 665, 290, 246 679

12 Azure A 635, 287 647

13 Giemsa Stain – 410, 540, 678

14 Cresyl Violet 585, 269 321, 623

15 Acridine Orange – 530

16 Thioflavine – 530

Table 5.3 Summary of results for the reaction of mixtures of NBD and benzidine and basic dyes

in the presence of HP

Entry Compound

NBDþHP BenzidineþHP

Solid Solution Solid Solution

1 NBD Purple Purple

2 Benzidine – – Brown Brown

3 Basic Fuchsin Flagella Purple Colorless – yellow

4 Safranine O Dark red Pink Red Red

5 Pararosaniline Purple Colorless – Light brown

6 Pyronin Y Dark red Red – Red

7 Toluidine Blue Dark blue Navy blue – Navy blue

8 Methyl Green Purple Colorless – Brown

9 Crystal Violet Purple Purple – Purple

10 Thionine – Purple – Purple

11 Methylene Blue Dark blue Dark blue – Green

12 Azure A – Dark blue – Dark blue

13 Giemsa Stain Purple Purple – Brown

14 Cresyl Violet Purple Purple – Brown

15 Acridine Orange Brown Brown Brown Brown

16 Thioflavine Brown Olive-green – Orange
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relatively longer wavelengths, thereby reducing sample auto-fluorescence signals.

Specific dyes in this new series exhibit multiple emission bands. They are pH

sensitive and can absorb and emit over a very broad >400 nm range, spanning

most of the visible (and part of the UV) region.

The compatibility of a prototypical dye in the benzofluorone series with com-

mercial UV, blue and red imaging filter sets, and several dye laser excitation

wavelengths, has already been demonstrated. This latter new compound was

much more photostable compared to fluorescein and exhibited no cytotoxicity in

imaging studies performed to date. Additionally, the benzofluorone fluorophores

are less water soluble than fluorescein. We thus expected these materials to poten-

tially preserve fingerprint detail better than fluorescein. The benzoxanthenes syn-

thesized in our labs were also designed to be fluorescent over a broad solution pH

range whereas fluorescein is essentially colorless and poorly fluorescent below pH 5

due to its carboxylic acid/lactone pH-dependent equilibrium (Fig. 5.3).

5.5 Facile One-Pot, Tri-Component Naphthoxanthene
Syntheses

Multicolor-emitting benzofluorones were synthesized via one pot acid condensa-

tion.[32, 33] In addition and for the purpose of this study, the new benzorhodafluor

38 was synthesized in a two step process. Schemes 5.3 and 5.4 summarize the

syntheses of these new fluorophores.

These fluorophores are reduced to the corresponding di-hydro derivatives (leuco
forms) under either basic or acidic conditions [34, 35]. Deep colored solutions

change to colorless or pale solutions once they are reduced. These new leuco

OO

OO

O

OO

R

OH

a
b

c

R

R

O

R

OH

OH

OH

xanthene benzo[c]xanthene

benzo[b]xanthene benzo[a]xanthene

Fig. 5.2 The xanthene dye framework (upper left, typified by fluorescein) and three types of

benzoxanthenes. Benzoxanthene types are each distinguished via the orientation of their naphthyl

moieties. We have synthesized the first known benzo[b] and [c]xanthenes and have prepared the

benzofluorones corresponding to types [a], [b], and [c] [31]. The benzofluorones, unlike xanthenes

such as fluorescein, do not contain carboxylic acid/lactone moieties and thus are not quenched

below pH¼ 5 (see Fig. 5.3)
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Fig. 5.3 Reagent design principles. The differences between fluoresceins (TOP) and the designed
fluorones used in the authors’ studies (BOTTOM) are (i) the carboxylate-lactone moiety and (ii) the
degree of hydrophobicity

Scheme 5.3 One pot synthesis of benzofluorones type [c], (angular benzannulation)

Scheme 5.4 Top: one pot synthesis of benzofluorones type [b], (linear benzannulation). Bottom:
synthesis of benzorhodafluor 38



derivatives are colorless until exposed to the peroxidase activity of heme; at which

time, the oxidized dyes became less soluble and visible. Scheme 5.5 shows repre-

sentative examples of the synthesis of these leuco dyes.

5.6 Initial Key Findings Using Naphthoxanthene
for Bloody Fingerprint Development

From the screening of the series of the new naphthoxanthene synthetic dyes, three

compounds were selected for fingerprint development. This selection was based on

the performance of their corresponding leuco bases when subjected to the oxidation
mediated by HP (horseradish peroxidase)/H2O2 or commercial pig blood/H2O2 in

solutions under varying pH conditions, as described below. It is important to recall

that protocols for bioimaging (or biosensing) and fingerprint development studies

can be significantly different. This investigation showed the feasibility of using the

newly-developed reagents to respond to the peroxidase-type activity of blood.

In order to investigate the effect of pH on the oxidation reaction mediated by

blood in solution, reactions were monitored for each of the selected dyes by UV–vis

and fluorescence over a pH range from 4–9. A summary of results are shown in

Figs. 5.4, 5.5, and 5.6. Compounds tested were the leuco dyes 39, 41, and 43.

Scheme 5.5 Synthesis of the leuco forms of selected fluorophores
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Whereas the UV–vis spectra showed that the oxidation reaction proceed at higher

rate under acidic pH with maxima between pH 4.5 and 5.6 for all compounds tested,

the fluorescence spectra showed that optimal conditions for fluorescence emission

from the oxidized products are slightly shifted to higher pH.
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Fig. 5.4 pH profile for the oxidation reaction of compound 39. (a) UV–vis. (b) fluorescence.
Oxidation reaction mediated by: blood-H2O2; black, H2O2; magenta, H2O2-HP; green, 10 min pig

blood- H2O2; blue, 20 min pig blood- H2O2; red, 30 min pig blood- H2O2, brown
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Fig. 5.5 pH profile for the oxidation reaction of compound 41. (a) UV–vis. (b) fluorescence.
Oxidation reaction mediated by: blood-H2O2; black, H2O2; magenta, H2O2-HP; green, 10 min pig

blood- H2O2; blue, 20 min pig blood- H2O2; red, 30 min pig blood- H2O2, brown
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Fig. 5.6 pH profile for the oxidation reaction of compound 43. (a) UV–vis. (b) fluorescence.
Oxidation reaction mediated by: blood-H2O2; black, H2O2; magenta, H2O2-HP; green, 10 min pig

blood- H2O2; blue, 20 min pig blood- H2O2; red, 30 min pig blood- H2O2, brown
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Importantly, these results also show that the signal from the blood at the

excitation wavelengths used is minimum or negligible. It is interesting to note

that while the oxidation products of compounds 39 and 41 show an increased

fluorescence emission at higher pH, the fluorescence emission for the oxidation

product from compound 43 decreases or is minimal. The oxidation reaction of 39,

41 and 43 mediated by H2O2-HP was included as a control. UV–vis spectra show

that the H2O2-HP mediated reaction occurs to a greater extent as observed by the

higher absorption obtained; as compared to the reaction mediated by blood; how-

ever, fluorescence emission is only observed at pH 9 for the oxidation products of

compounds 39 and 41.

Bloody fingerprints were placed on non-porous and semi-porous surfaces using

known methodologies [36, 37]. Fingerprints were processed with the corresponding

leuco bases 39, 41 and 43 obtained respectively from compounds 19, 20, and 38 as

shown in Figs. 5.7, 5.8, 5.9, 5.10, and 5.11.

5.7 Summary and Conclusion

The use of fluorogenic reagents for detecting and enhancing fingerprints in blood

has been studied for decades. There are still several associated challenges to date.

The main issues to overcome include:

Fig. 5.7 Pig blood

fingerprint on glass surface

processed using reduced

compound 39. Print was
illuminated with Laser

532 nm and visualized

through an orange filter

(Courtesy of Allison

Murphy, Forensic Lab of

the Orange County

California Sheriff and

Coroner’s Office)
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Fig. 5.8 Pig blood

fingerprint on glass surface

and processed using

reduced compound 41 Print

was illuminated with a

Laser 532 nm and

visualized through an

orange filter (Courtesy of

Allison Murphy, Forensic

Lab of the Orange County

California Sheriff and

Coroner’s Office)

Fig. 5.9 Pig blood

fingerprint on glass surface

and processed using

reduced compound 43. Print
was illuminated with a

Laser 532 nm and

visualized through an

orange filter (Courtesy of

Allison Murphy, Forensic

Lab of the Orange County

California Sheriff and

Coroner’s Office)
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Fig. 5.10 Pig blood

fingerprint on drywall

surface and processed using

reduced compound 45. Print
was illuminated with a

Laser 532 nm and

visualized through an

orange filter (Courtesy of

Allison Murphy, Forensic

Lab of the Orange County

California Sheriff and

Coroner’s Office)

Fig. 5.11 Pig blood

fingerprint on black

cardboard surface and

processed using reduced

compound 39. Pictures were
taken after 30 min and

108 days of processing.

Shown here after 108 days

of storage without

protection from air or light.

The print was illuminated

with an ALS 455 nm and

visualized through an

orange filter
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(i) most common fingerprint reagents are unsuitable for dark and multi-colored

substrates,

(ii) the visualizable oxidation products of luminol and fluorescein are not insolu-

ble enough to prevent unwanted diffusion resulting in degradation of detail,

(iii) the oxidation of luminol is a fast and irreversible reaction, so the user must act

quickly to observe and capture an image or it will be lost and

(iv) the chemiluminescence of luminol and the fluorescence of fluorescein is

quenched in acidic fixing media.

Each of these issues has been addressed to some degree to date. Highlights

include:

1. The oxidation reaction mediated by HP/H2O2 or pig blood/H2O2 indeed afforded

fluorescent products in acidic media. This addresses issue (iv) above.

2. The use of NaOAc and PEG MW 35 000 as additives to the reaction mixture

accelerated the oxidation reaction. It was not a goal to speed the development

process. This is an observation that may be of value for future work.

3. The reduced form of the dyes is soluble at acidic pH (2–5) and is also compatible

with strong protein denaturing solutions (i.e. sulfosalycilic acid, 20 g/L). This

addresses an important aspect of solubility properties issue (ii) above in that the

non-visualizable leuco dye forms should be soluble during application but turn

into insoluble products when oxidized and visualized to enhance preservation

and detail.

4. The oxidized forms have diminished solubility [issue (ii)]. Formation of colloi-

dal type precipitates were observed for oxidations carried out in solution at

acidic pH. Thus improvement in detail preservation may be possible.

5. Because of their broad absorption range, fingerprints developed using these dyes

were visualized over the range of 400–570 nm [issue (ii)], using alternative light
sources equivalent to several dye laser excitation wavelengths. Thus the use of

UV-light for visualization which can damage DNA can be avoided-a promising

area for further development.

6. The oxidation products are stable, allowing one to capture detailed images after

long periods of time (at least 10 months) that do not differ from those taken

immediately [(issue (iii)].

7. Improvement in the fluorescence emission is obtained by spraying the treated

fingerprint with a solution of higher pH. Promising results were obtained on pig

blood fingerprint trials on glass and colored paper board using the newly-

created dyes.

In summary, the new fluorophores are useful on multicolor and dark substrates in

a variety of fixative media, initial detail is not degraded even after many months.

The dyes were found potentially useful on both porous and non-porous surfaces.
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Chapter 6

Indicators for Ionic Copper in Biology

Richard B. Thompson and Hui Hui Zeng

Abstract Despite its status as a trace element in many organisms, copper is

garnering increased interest for its biological functions and potential roles in

many diseases. This review summarizes recent progress in the use of fluorescent

indicators for determining copper ions in a variety of biological matrices. Following

a brief summary of the chemistry and biology of Cu(I) and Cu(II), the review covers

both organic fluorescent indicators as well as biologically derived fluorescent

indicators or sensors. The future outlook for improved indicators and sensors is

discussed.

We very much regret that it was not possible to discuss all the important

developments in fluorescence-based copper sensors within this limited space, so

we focused upon those that seemed of greatest interest to us. We ask forgiveness

from the many creative investigators whose work could not be included.

Keywords Copper • Fluorescence sensor • Biosensor • Fluorescence lifetime •

Fluorescence anisotropy • Biosensor

6.1 Basic Chemistry of Copper Ions

Copper is a transition element of Group 11 (IB) found in nature as a mixture of two

isotopes, 63Cu (69.09 %) and 65Cu (30.91 %). In biology the element is nearly

always found in one of two ionic forms, Cu(I) and Cu(II), and it is to these forms we

will confine subsequent discussion. Like other transition metals with unfilled

orbitals it exhibits an extensive coordination chemistry with a variety of ligands

which accounts for many of its functions in biology. It frequently serves in a

catalytic role in enzymatic reactions, especially reduction/oxidation reactions

[1, 35]. The biological roles of copper ions are discussed in the next section,

whereas a brief summary of its basic chemistry relevant to sensing is below:

The inorganic and bioinorganic chemistry of Cu(I) and Cu(II) have been

reviewed [1, 8]. Cu(I) exhibits a 3d10 electronic structure, making it diamagnetic
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and most of its complexes colorless in the visible wavelengths. However, it

commonly exhibits metal to ligand charge transfer absorption bands in the ultravi-

olet, particularly with sulfur ligands. Much of Cu(I)’s chemistry can be attributed to

the fact that Cu(I) is easily oxidized to Cu(II):

Cuþ þ e� $ Cu0 E0 ¼ 0:52 V

Cu2þ þ e� $ Cuþ E0 ¼ 0:153 V

The facile oxidation in water of Cu(I) by dissolved oxygen (lifetimes of the order of

seconds) can be greatly slowed depending on the ligation state of the ion and the

presence of high ionic strength; for instance, the CH3CN complex is significantly

more stable than the unligated ion but not very water soluble. Avoidance of

oxidation in vitro typically requires the presence of reducing agents and anoxic

conditions. Due to the reducing environment of the cell interior it is widely believed

that what little copper is there is present as Cu(I). The most prevalent ligation state

for Cu(I) is tetrahedral, but examples of others are known. Some Cu(I) complexes

with proteins such as metallothionein exhibit very weak orange fluorescence when

MLCT bands are excited with 250–300 nm light in the ultraviolet, but the low

observed quantum yields seem weak for practical sensing [56].

By comparison, Cu(II) exhibits an electronic structure of 3d9, making it para-

magnetic, and it exhibits a diverse coordination chemistry, preferring nitrogen and

sulfur ligands in typically 4-, 5-, and 6-coordinate arrangements, often with square,

distorted octahedral, or distorted tetrahedral stereochemistry. Many salts are water

soluble, and complexes are frequently blue or green. In some cases there are charge

transfer absorbance bands for some Cu(II) complexes, but these are usually found at

shorter wavelengths. Cu(II) is a promiscuous fluorescence quencher due to its

paramagnetism, the colored nature of many of its complexes, its ease of reduction,

and its relatively high atomic number compared with most other biologically

important elements. Some complexes (including with proteins [36]) exhibit weak

d-d absorption bands (ε� 10–50 M�1 cm�1) in the red or near infrared; being much

weaker than typical organic chromophore extinction coefficients, these bands have

found little use analytically (except see below).

An aspect of copper chemistry that has aroused substantial concern in biological

systems is Cu(I)’s propensity to form reactive oxygen species (such as hydroxyl

radical) via a reaction with hydrogen peroxide similar to the Fenton reaction with

ferrous ion:

Cu Ið Þ þ H2O2 ! Cu IIð Þ þ OH� þOH�

The hydroxyl radical is extremely reactive, capable of reacting with many com-

pounds and having a lifetime of microseconds or less in aqueous solution. If means

are available to re-reduce the copper ion in situ the metal catalyzes the production

of a steady supply of the free radical, which can cleave DNA. In the laboratory Fe

(II)-based reagents are used for DNA cleavage and exhibit varying levels of
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sequence specificity; in vivo the reaction is a source of strand breakage and hence

mutagenesis. Thus it seems likely that, as a mutagenic catalyst, copper ions would

not be permitted to “wander” free in the cell; and it has been proposed that there is

little or no free copper ion in ordinary cells [50]. The discovery of copper “chap-

erones”, proteins that carry copper ions in the cell from transporters on the cell

surface to apoenzymes where they are needed, seems very logical in view of this

consideration [47, 53].

6.2 Copper Ions in Biology

Compared with Fe, Zn, and Ca, copper species seem to play relatively few roles in

biology, particularly in human biology. Copper is much less prevalent in humans

(total body burden: 100 mg) than iron or zinc, and unlike zinc, copper is found in

only a handful of enzymes in humans, all involved in redox reactions [1]

(Table 6.1).

Copper is often found in the cell bound to metallothioneins, which are small,

cysteine-rich proteins which are believed to play multiple roles in metal ion

metabolism, distribution, sequestration, and detoxification [32, 51]. Other roles

that copper may play apart from serving as an enzymatic cofactor are unclear, but

we note that almost 50 % of copper in the body is found associated with the

skeleton, and more than 25 % in muscle [35]. While lysyl oxidase plays a role a

key role in collagen and elastin crosslinking in bone, and cytochrome c oxidase and
superoxide dismutase are prevalent in tissues that consume (and produce) substan-

tial amounts of energy such as muscle, the relatively large proportions of total

copper suggest copper may also be present in other forms in those tissues. Recent

reviews have summarized new roles for copper in cancer and the copper transporter

Ctr1 in cisplatin uptake [71], as well as the current level of understanding of copper
transport [24]. At present, the picture of copper uptake from the diet of animals, its

distribution to tissues, its excretion with the bile, and how these processes are

controlled throughout the organism is far from complete.

Copper bound to proteins has been classified into four distinct groups. The

extensively studied blue copper proteins from plants and microorganisms, such as

plastocyanin, azurin, and stellacyanin, have Type I copper binding sites within a

small polypeptide: a single Cu(II) ion ligated in a distorted trigonal geometry by

(in the case of stellacyanin) two histidine imidazoles and a cysteine thiol, with a

more distant methionine thioether ligated axially. They exhibit a characteristic blue

absorbance around 610 nm (ε 2200–6000 M�1 cm�1), an unusual EPR spectrum,

and relatively high redox potentials which account for their function. Type 2 copper

sites are found in “normal” copper enzymes such as superoxide dismutase, amine

oxidases, and dopamine β-hydroxylase, all of which catalyze redox reactions. The

Cu(II) they possess is bound in essentially a square planar site where the ligands are

all histidinyl imidazoles. Type 3 copper comprises paired Cu(II) ions, which are
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EPR silent and function in oxidases such as tyrosinase. Finally, Type 4 comprises

bound Cu(I), usually as the reduced form of Cu(II)-containing enzymes. These

groupings are functionally useful, but as structural and functional details of copper

proteins continue to be elucidated, more subtle differences are appearing and a

more detailed classification may well be necessary [1].

6.3 Copper in Human Disease

Copper has been implicated to a greater or lesser degree in a range of human

diseases. In some diseases it plays a central role, such as Wilson’s Disease and

Menke’s Disease [9]. Wilson’s disease [44] is a rare autosomal recessive genetic

disorder that arises from defect(s) in a Cu-transporting ATPase (ATP7A) respon-

sible for biliary excretion, resulting in copper buildup in the liver and other tissues.

Menkes Disease also arises from an X-linked inherited defect in a different copper

transporting ATPase (ATP7B), but in this case patients are copper-deficient, with

symptoms arising from loss of function of copper-dependent enzymes; similar

symptoms appear when the genes for these enzymes are mutated or knocked out,

or chemically inhibited by compounds such as beta-aminopropionitrile [75]. Several

reports suggest that Cu (and perhaps Zn and Fe) play roles in the development and

progression of Alzheimer’s Disease. In particular, some investigators report that

metal ions promote the aggregation and precipitation of Aβ (or proteolysis products
thereof) to form insoluble aggregates or fibrils that mimic the plaques that are a

(postmortem) clinical hallmark and proposed cause of the disease [4, 21]. The

concentrating effect on the metal ions of the protein is proposed to promote neuron

Table 6.1 Copper enzymes in humans and diseases arising from their deficiency

Enzyme Function Deficiency/Symptoms

Ceruloplasmin Ferroxidase Diabetes and basal ganglia degeneration

resulting from iron accumulation

Superoxide dismutases Destruction of toxic

superoxide

Familial ALS (Lou Gehrig’s disease)

Cytochrome c oxidase
subunits

Electron transport/

ATP synthesis

Mitochondrial myopathies

Dopamine β-hydroxylase Convert dopamine to

norepinephrine

Hypotension, hypothermia

Peptidylglycine

α-amidating

monoxygenase

Peptide hormone

amidation

Embryonic lethal in mice

Tyrosinase Melanin synthesis Absence of pigment in skin

Lysyl oxidase Cross-linking in

elastin and collagen

Osteolathyrism: laxity of skin and joints

Modified from [9]
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death by oxidative reactions catalyzed by the copper, but this remains unclear.

However, these ideas remain controversial, with some investigators claiming that

Alzheimer’s results from a shortage of copper, and others an excess that can be

treated with chelation therapy [7, 49]; clear understanding of copper’s role would

likely suggest potential therapies. Copper has also been proposed as the source of

pathology in some prion-mediated diseases such as bovine spongiform encepha-

lopathy (BSE, “Mad Cow Disease”), Creutzfeld-Jakob Disease in humans, and

scrapie in sheep. Prions (proteins that adopt different conformations, one conformer

of which promotes aggregation of the same protein by a cooperative process) are

known to bind copper [46], and have been hypothesized to produce free radicals via

Fenton chemistry as described above.

6.4 Fluorescent Copper Indicators and Sensors:
Figures of Merit

Fluorescent indicators and sensors have a number of properties which bear on their

usefulness for particular applications or experiments. To begin with, we define a

fluorescent indicator as a molecule or assembly of molecules which responds to the

presence of a chemical analyte (copper ion, in this instance) by a change in a

fluorescence observable; in favorable cases, this response may be correlated with a

concentration, activity, or other property of the analyte. By comparison,

fluorescence-based sensors represent a subset of indicators that furthermore permits

continuous or quasi-continuous determination of the analyte over time, supplying

information in near real time. Outside the narrow confines of biochemistry, sensors

are often held to include the instrumentation and any computer or other device that

converts the observable to a form (changes data domains, in Malmstadt’s phrase)
that provides usable information to the operator [39, 67]. Thus in the case of pH as

an analyte, a pH electrode (and the associated voltmeter) would be a sensor, while

the classical Fehling’s test for reducing sugars is not a sensor since the analyte is

irreversibly consumed in a single assay reaction. Of course, some sensors contin-

uously monitor the analyte by continuously reacting it with some reagent in a flow

system; the famous oceanographic nitrate sensor of Ken Johnson is an example

[23]. Sensors that do not consume a reagent to produce a signal are termed

“reagentless”. We generally define a biosensor as a sensor whose recognition

and/or transduction employ biologically derived or biomimetic molecules, not

one whose cognate analyte is somehow biologically related.

The common figures of merit for sensors include sensitivity (sometimes conve-

niently expressed in terms of a minimum detection limit of the analyte), selectivity

(ability to discriminate against potential interferents), accuracy (proximity of the

measured analyte value to the true value), precision (variance in measured values),

and dynamic range (range of analyte concentrations that can be reliably
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determined). From a chemical standpoint, important attributes include stability

(particularly photostability), solubility, and compatibility; for quantitation, simple

binding stoichiometry and rapid kinetics are preferred. As fluorescent indicators, it

is typically desirable that they be photostable (and not sensitize photochemistry),

have good absorbance at long wavelengths, exhibit a reasonable quantum yield, and

in some cases have a long (or short) lifetime. For quantitative work, fluorescence

sensors based on intensity ratios (wavelength ratiometric and anisotropy/polariza-

tion) or lifetime are almost indispensable. From the standpoint of biology, several

additional factors are of importance: propensity to be taken up by (and excreted

from) cells, tissues, and whole organisms (pharmacokinetics), lack of toxicity, and

for protein-based sensors, expressibility in target cells or organelles. For micros-

copy, so-called “turn-on” indicators which exhibit an increase in quantum yield

upon analyte binding are preferred but not essential. Of course, no indicator will

possess all these attributes, and it is typically the case that a particular indicator will

excel in some areas and not others, and thus be better suited for certain experiments

than others.

Selectivity is a vital issue in sensors designed to operate in complex matrices

such as natural waters or the interiors of cells. For the large proportion of chemical

sensors that reversibly bind the analyte, interferents often include molecules that

compete with the analyte for the binding site. For example, it is well known [16]

that the widely used Ca indicators Fura-2 and Indo-1 also bind zinc ion, and in fact

bind it with one hundred-fold higher affinity with similar fluorescence response.

This is probably not an issue in many intracellular calcium determinations since

intracellular free zinc levels are well below KD for zinc binding to the Ca indicators.

However, it is vital to recognize that an interferent may produce a substantial error

even if it does not elicit the fluorescence response of the analyte, by simply

competing for the binding site(s). This can be illustrated by the following example.

The fluorescence sensors for Cu(II) we have devised are based on reversible

binding to fluorescent-labeled variants of human apocarbonic anhydrase II

(CA II) [62–64] resulting in changes in fluorescence lifetime of the fluorophores

conjugated to the CA protein. These indicators are described in more detail below.

In the case described below, binding of Cu(II) results in almost a three-fold

reduction in lifetime (2.8–1.2 ns) and intensity, such that the proportion of fluores-

cence emitters with a reduced lifetime can be directly related to the concentration of

Cu(II), and titration with Cu(II) causes a monotonic decrease in average lifetime.

Zn(II) also binds to CA, with approximately forty-fold lower affinity [40], but has

essentially no effect on the fluorescence intensity or lifetime. If we measure the Cu

(II)-dependent average lifetime as a function of increasing [free Cu(II)] in the

absence of Zn(II), we see a decline in the average lifetime as the Cu(II) is increased,

with an inflection point near the Cu(II) binding constant Fig. 6.1. However, if the

same experiment is performed in the presence of free zinc at a concentration about

forty-fold higher than its binding constant (1.5 nM), the perturbation is dramatic:

the apparent average lifetime measured at 10�11 molar Cu(II) with Zn(II) present is

the same as that measured at 3� 10�13 molar without, an error of thirty-fold. Thus
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this particular sensor would likely be unsatisfactory for studying free Cu(II) in some

cells which exhibit nanomolar free zinc under some conditions. It should be

apparent that the effect will be similar with other indicators and fluorescence

measurements. Many creators of fluorescent indicators seek to identify interferents

by adding amounts of potential interferent to the indicator in the absence of the

analyte and conclude there is no interference if no fluorescence change is observed;

clearly that approach is unsatisfactory. In the case of CA-based sensors, sensors

with altered selectivity were devised that gave the same lifetime response to copper

in the presence and absence of 1.5 nM free zinc, so one could be confident of no

interference from endogenous zinc [41].

Another source of error frequently overlooked is that the fluorescent indicator

may bind to other things besides metal ions (such as proteins or membranes) in cells

with an accompanying increase in fluorescence [3, 19, 26, 31], or simply bind to

itself, forming colloidal aggregates [43]. This is indistinguishable by simple inten-

sity measurements from binding the metal. For fluorophores with suitable lifetimes,

binding to a typical protein or membrane will produce a substantial increase in

fluorescence anisotropy (polarization) associated with binding to a more massive

object with slower rotational diffusion [72]; this may be discerned by polarization

microscopy. We note that “turn-on” indicators typically exhibit an increase or no

change in their lifetime upon binding of metal ions and consequently should exhibit

(if anything) a decrease in anisotropy on binding the proper analyte. In many cases

it is likely that the indicator would exhibit a different lifetime bound to a protein

compared to free in solution or with a metal ion bound; this may be determined in

cells by fluorescence lifetime imaging microscopy (FLIM) [59].

Fig. 6.1 Zinc interference in Cu(II) measurement. Fluorescent-labeled wild type apocarbonic

anhydrase exhibits a substantial copper-dependent decline in average lifetime in the absence of

zinc (open circles), but a much smaller decline in average lifetime when 1.5 nM free zinc ( filled
squares) is present, indicating substantial interference even though zinc binding does not affect the
lifetime or intensity of the apoprotein

6 Indicators for Ionic Copper in Biology 153



6.5 Small Molecule Fluorescent Indicators/Sensors
for Copper: Cu(II)

Scores of fluorescent Cu(II) indicators have been described over the last several

decades (reviewed in [5, 14, 74]). The majority are organic heterocyclic

fluorophores capable of coordinating with Cu(II), resulting in a complex whose

fluorescence is reduced or abolished by quenching by the bound Cu(II). Of course

Cu(II) may be determined by its ability to collisionally quench fluorophores without

binding in solution, but the less specific interaction and relative insensitivity of the

method in the absence of long-lived fluorophores make the method unattractive.

More recently several workers have utilized long-lived fluorophores such as lan-

thanides to improve sensitivity into the nanomolar range [69]. A classic example of

the binding approach is 8-hydroxy quinoline, which exhibits a substantial decrease

in its fluorescence upon binding Cu(II). Unfortunately 8-HQ also binds to at least

25 other metals with measurable affinity [55], clearly raising the issue of selectivity

in any realistic medium. Many similar indicators have been described, but are

poorly suited for studying biological questions due to issues with selectivity,

sensitivity, water solubility, background fluorescence, quantitation, and/or compat-

ibility with the medium.

More recently, fluorescent indicators that were developed for metal ions such as

Zn(II), Ca(II), and Fe in biological media have been shown to respond to Cu(II) and

in some cases Cu(I) [18, 66]. For instance, we showed that Newport Green responds

to much lower free Cu(II) than Zn(II), although binding of Zn(II) is not perturbed by

physiological concentrations of Ca(II) and Mg(II) [66]. Zhao et al.’s recent, sys-
tematic study of the Zn(II) indicators FluoZin-3 and Newport Green determined

apparent dissociation constants for these indicators with eight different metal ion

species [81], and quantitatively demonstrated the propensity for interference. To the

extent they are known, the affinities in most cases seem to follow the Irving-

Williams series, so one might anticipate that the most likely interferent for Cu

(II) measurements in living systems would be Zn(II), but depending upon circum-

stances Co(II), Cd(II), Hg(II), Ni(II), Fe(II), and Cr species might also be of

concern. Newport Green’s ten thousand-fold higher affinity for Cu(II) than Zn

(II) [66, 81] is unsurprising in view of the typical affinity of its di-(2-picolyl)

amine metal ion binding moiety and suggests that as a Cu(II) indicator it would

be relatively free of Zn(II) interference. On the other hand, one might infer that the

many Zn(II) indicators which also use di-(2-picolyl) amine as a metal ion binding

moiety may also be quite sensitive to Cu(II). Evidently (Fig. 6.1) a metal ion can

interfere if its concentration is high enough in comparison to its affinity, even if it

causes no spectroscopic change. All the foregoing suggests that if one is using a

metal ion indicator without foreknowledge of its affinity for likely interferents, one

is really whistling past the graveyard.
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6.6 Recent Cu(II) Indicators

An important recent advance has been the development of “turn on” fluorescent

indicators for Cu(II) [48, 76]. These represent significant achievements because

(as described above) Cu(II) is a potent quencher that can quench an excited state by

several mechanisms, and “turn-on” indicators wherein binding of the analyte causes

an increase in fluorescence are widely preferred, particularly for microscopy.

Singhal et al. [54] describe a very clever turn-on Cu(II) indicator that employs a

galactosamine moiety coupled to a naphthol moiety (Fig. 6.2a): the galactosamine

not only supplies metal binding/recognition ligands (an hydroxyl and the amine)

but also substantially augments the water solubility of the molecule. Binding of Cu

(II) is relatively tight at about 22 μM and results in a seven-fold increase in quantum

yield from 0.0005 to 0.0035; there are shifts in the absorbance spectra which might

be useful for ratiometric determination. These authors made a careful study using

mass spectrometry of the stoichiometry of metal-ligand complex speciation. Selec-

tivity is more of an issue, with the apparent affinity of Zn2+ for the indicator

differing only by 20 %, even though there is not the same quantum yield increase.

Fe(II), Co(II), Ni(II), and Cd(II) affinities also are within a factor of two, with

varying responses. This work represents a promising approach for highly soluble

and potentially biocompatible probes.

It should be noted that the “turn-on” feature of many of these indicators is relative,

and that even the Cu(II)-bound form of the indicator typically has a low (<5 %)

quantum yield—it is just that the metal-free form of the indicator is even more

efficiently quenched than the Cu-bound, and the binding of the metal is thus accom-

panied by an increase in fluorescence. These low quantum yields may be an issue in

microscopy, particularly when the excitation is at shorter wavelengths, owing to the

presence of interfering autofluorescence in cell and tissue samples. Moreover, the

elevated excitation intensities required may prove toxic to some cell types.

Xie et al. [77] describe fascinating new sensors for Cu(II) based on bis-pyrenyl

sugar macrolides (termed sugar aza-crowns (Fig. 6.2b)) which exhibit a ratiometric

response. The advantages of ratiometric responses over simple intensity changes

are well known and needn’t be further addressed here. As is well known, pyrene

molecules (or moieties) when kept in close proximity by high concentration or

tethering can exhibit a broad excimer (excited state dimer) emission at longer

wavelengths (480 nm) than the structured pyrene monomer emission bands around

380 nm [70]. When the indicators bind Cu2+ (with nanomolar range affinity), the

emission from both monomer and excimer diminish, the latter preferentially such

that the ratio of excimer to monomer emission drops about 7-fold as the binding

saturates. The authors present evidence that the preferential quenching of the

excimer occurs by electron transfer and calculated energy-minimized structures

of the 1:1 Cu-indicator complexes. A ratiometric indicator is very desirable, but the

indicators also exhibited very slow kinetics (hours) in view of the measured

affinities, modest quantum yields (<8 % prior to Cu(II) binding), and required

organic solvents, indicating that further development of this attractive concept will

be necessary prior to its use in biological systems.
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Another novel, ratiometric indicator for Cu(II) was devised by the Lin group of

Hunan University [34]. They exploited the fact that Cu(II) rather specifically

removes a protecting group called a dithiane (propane-1,3-dithiol) from an aryl

aldehyde (dethioacetylization) (Fig. 6.2g, h); by attaching the aldehyde to a fluo-

rescent phenanthroimidazole moiety the deprotection results in a 100 nm emission

red shift as the dithiane is removed and the aldehyde is restored. Usually dithiane

removal requires vigorous conditions (CuCl2/CuO in refluxing acetone for 1 h), but

in this case the deprotection took place within minutes in acetonitrile/CuCl2 at room

Fig. 6.2 Structures of fluorescent copper indicators
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temperature. The selectivity of the approach is evidently high: other, similar metal

ions capable of removing dithianes such as Ag(I), or Hg(II) do not interfere because

they require different reaction conditions. Presumably metal ions such as Zn(II) or

Hg(II) could interfere by competing for binding sites on the dithiane, but perhaps

the affinity is low enough and the exchange rate fast enough to moderate any

interference. The proposed reaction scheme does not indicate any reduction of the

Cu2+, so presumably the metal ion acts as a catalyst and is not consumed in the

reaction. If so, quantitation might be obtained by observing the rate of change of the

ratio; unfortunately, sensitivity was not explored in much depth. Significant addi-

tional development will be necessary before this promising approach could be used

in cells.

6.7 Cu(I) Indicators

The reducing environment found in most cells means that much of the un/weakly

complexed copper to be found therein is in the form of Cu(I), not Cu(II). Of course,

the oxygen tension (and thus propensity of weakly complexed Cu(I) to become

oxidized) in various tissues in humans varies substantially with the degree of

oxygen exposure and perfusion: the oxygen tension in an alveolar cell in the lung

might be 2.5 fold-higher than that in the small intestinal lumen. Cu(I) in compart-

ments with strong oxidants present (e.g., peroxisomes) might be very transient

indeed. Thus much recent work has focused on Cu(I) (reviewed in [13]).

Chang’s group at Berkeley [80] describe Coppersensor-1 (CS1), a tetrathio azo

metal-binding moiety coupled to a BODIPY fluorophore with several attractive

features for determining Cu(I) (Fig. 6.2e). Perhaps most important is its turn-on

feature, wherein the quantum yield increases from 0.016 to 0.13 upon Cu

(I) binding, but also the visible excitation wavelengths used are very desirable for

microscopy to limit background fluorescence and phototoxicity. The selectivity of

the indicator for Cu(I) appears good, but the caveats discussed above should be

borne in mind. The affinity for Cu(I) is very high, KD ~ 40 pM. The investigators

demonstrated that the indicator would be taken up by HEK 293 cells, respond to

added CuCl2, and exhibit a corresponding decline in intensity following addition of

the chelating moiety of the indicator. We were impressed by the cells’ morphology

following 7 h of exposure to 100 uM total CuCl2 in view of its likely rapid (seconds)

oxidation, but it is difficult to know the free metal ion concentration in the growth

medium. Like the other turn-on indicators, this indicator may turn out to be a useful

fluorescence lifetime-based indicator for quantitative studies. More recently,

Domaille et al. [10] described an improved version of CS-1 termed RCS-1

(Fig. 6.2f), which exhibits an emission ratiometric response and reacts to increases

in intracellular free Cu(I) levels induced by ascorbate reduction. This is an exciting

development, as it offers the prospect of realistic quantitation in cells. A remarkable

aspect of this fluorophore’s photophysics is the appearance (in the free compound in

water, with excitation at 480 nm) of fluorescence emission at shorter wavelengths
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(505 nm) than the last absorption peak at 550 nm, suggesting emission from higher

excited states such as is observed with compounds like azulene [70]. The modest

quantum yields (0.05 in the Cu(I)-bound form, and twenty-fold lower in the free)

suggest that further improvement will be necessary to measure the (likely) low

concentrations of free Cu(I) in cells. A recent development from the Chang group is

CS790, a heptamethine cyanine trithia azo indicator synthesized in ten steps that is

excited at longer wavelengths (up to 800 nm) and provides a substantial turn-on;

such long wavelengths permit in vivo imaging in small animals [20].

Rolinski, Birch, and their coworkers have developed a fluorescence lifetime-

based group of Cu(I) indicators based on FRET within a Nafion matrix from a

(Cu-insensitive) fluorophore such as perylene to a colored Cu(I)-bathocuproine

(BCP¼ 2,9-dimethyl �4,7-diphenyl-1,10-phenanthroline) complex [52] Essen-

tially the FRET-based quenching acts to reduce the lifetime of the donor, and the

change in decay kinetics can be used to quantitate the analyte. The analytical

advantages of transducing a change in analyte level as a change in fluorescence

lifetime instead of simple changes in intensity are well known [30, 37], and

discussed in greater detail below. These indicator systems are very sensitive

because even a single colored BCP-Cu(I) complex can act as energy transfer

acceptor for several nearby fluorophore donors in a manner precisely analogous

to a single chromophore acting as a trap for exciton migration in a photosynthetic

chloroplast. The perturbation to the time-resolved decay by the energy transfer

process to the BCP-Cu(I) complexes depends in a complex way on the distribution

of the complexes with respect to the donors and the translational and rotational

diffusion of the donors and complexes; it is rather beyond the scope of this chapter.

A simplified approach models the distribution of the molecules at a lower dimen-

sion than the 3-D distribution. There is a modest effect due to quenching of the

perylene by Cu(II), but it requires millimolar levels which are unlikely to be

encountered in biological systems.

Fahrni’s group at Georgia Tech was among the first to focus on biologically

compatible Cu(I) fluorescent indicators and their innovation continues. They

described a disubstituted pyrazoline fluorescent indicator chosen for its redox

properties for photoinduced electron transfer (PET), with a tetrathiaza crown

ether as selective binding moiety CTAP-1 (see Fig. 6.2c) [78]. The indicator has

high affinity (log K¼ 10.4� 0.1) and evidently good selectivity against most

divalent cations, with a substantial increase in intensity upon binding. Subse-

quently, this group has examined systematically the role of the electron transfer

photophysics in the response of fluorescent indicators, and found (at least in the

case of the triarylpyrazolines) that the PET efficiency could be optimized by

changing the donor potential [6]. Their findings are not only of value for Cu

(I) determination, but for other indicator systems that rely on PET, including

some zinc indicators. They also recently described Cu(I) sensors much less prone

to aggregate in solution [43].

Taki and colleagues at Kyoto University recently described a clever, catalytic

approach to Cu(I) determination [60]. They conjugated the tetradentate ligand tris-

[(2-pyridyl)methyl]amine to a fluorescein-like reduced xanthene moiety
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(Fig. 6.2d); in the absence of Cu(I) the conjugate is non-fluorescent, but in its

presence the reduced fluorescein is cleaved off and oxidized to form 3’-O-
methylfluorescein, which of course emits strongly. The probe appears quite selec-

tive for Cu(I) due in part to the selectivity of the chelating moiety, as well as the

catalysis of the cleavage. The investigators are currently seeking to understand the

mechanism of the cleavage, as this is likely to affect quantitation: if the Cu(I) is

oxidized during the cleavage then the intensity of the released xanthene dye will be

proportional to the amount of Cu(I) (depending upon the rate at which it is

re-reduced). However, if the Cu(I) is a true catalyst, then it would be sensible to

measure the rate of appearance of the fluorescence. In a sense the need for the

cellular environment to remain reducing to keep the copper reduced is a bit

orthogonal to the need to oxidize the xanthene cleavage product to yield a

fluorophore.

6.8 Macromolecule-Based Fluorescent Indicators/Sensors

Of course, it had been known for decades that polymers such as proteins bound

metal ions such as copper, and in some cases the copper ions served as coenzymes

(see above). Torrado et al. was among the first to utilize a polypeptide as the binding

moiety for Cu(II) and incorporate it into a fluorescence sensor [68]. They utilized a

pentapetide similar to the metal-binding ATCUN motif present in serum albumin

[17] and conjugated a Dansyl (5-(dimethylamino)naphthalene-1-sulfonyl) moiety

to the N-terminus of a β-amino alanine-β-alanyl-his-ser-ser peptide. The peptide

binds Cu(II) with high affinity, which results in partial quenching of the Dansyl

fluorophore. Importantly, Torrado demonstrated that relatively simple changes in

the peptide (done by solid phase peptide synthesis) could produce improved

quenching, and the ease and flexibility with which mutagenesis of polypeptides

could improve the properties of fluorescent indicators has been extensively shown

by ourselves and others.

Recently, the He group at Chicago have described a very promising expressible

indicator for Cu(I) in cells [73] using a FRET-based approach akin to the Ca sensor

of Miyawaki et al. [42]. They fused genes for Cyan Fluorescent Protein (CFP,

FRET donor) and Yellow Fluorescent Protein (YFP, acceptor) on either end of the

Cu(I)-binding domain of the copper-dependent regulator protein Amt1 from the

yeast Candida glabrata. The domain (residues 36–110) contains eight cysteine

residues which might be expected to adopt a different conformation upon binding

metal ions such as Cu(I), thereby bringing the CFP and YFP domains into closer

proximity, improving the efficiency of FRET from CFP to YFP. The protein binds

four equivalents of Cu(I) with very high affinity (average KD ~ 2.5� 10�18 M), but

only two equivalents of Zn2+, with slightly different apparent affinities in the high

nanomolar/low micromolar regime, which is excellent selectivity. While the signal

change of this initial effort was modest (which is not unusual for such conforma-

tional change-based sensors, since few proteins exhibit two conformations as stable
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and distinct as calmodulin) [12], the results are very encouraging. We were puzzled

that the affinity for Cu(II) was apparently not examined, inasmuch as the cell tests

were done with this ion. This group subsequently reported sensors with improved

response [38]. The Liang group of Nanjing University has also developed express-

ible Cu(I) sensors based on a different design concept; most recently, they

described a red fluorescent protein with segments of the Amt1 copper binding

motif subcloned into the structure. They observed an improved response over

their earlier efforts and a range of affinities with subtle spectral changes. Impor-

tantly, the red emission of this construct will improve results in cell and tissue

specimens due to reduced background emission and scattering [33].

6.9 Fluorescence Lifetime-Based Biosensing of Cu(II)

It is mentioned above that Cu(II) is a superlative quencher of fluorescence by

several mechanisms, and in many cases the reduction in fluorescence intensity is

accompanied by a change in fluorescence lifetime. Classically this is used to

distinguish “static” quenching from “dynamic” quenching. In static quenching the

quencher binds the fluorophore such that quenching is very rapid and efficient in the

complex, no emission is observed, and thus no change in the lifetime is observed.

By comparison, dynamic (or collisional) quenching occurs when the quencher

collides with (or comes within a small distance from) the fluorophore. In dynamic

quenching the fluorescence lifetime of the fluorophore declines since the longer an

individual fluorophore remains in the excited state, the more likely it is to lose its

energy by colliding with the quencher before emitting: essentially the quenching

process selects for the slower emitters in the ensemble [28]. Our approach uses an

intermediate case, wherein the Cu(II) quencher binds to a molecule to which a

fluorescent label is attached (as in static quenching), but the fluorescence is only

partially quenched, by a process that competes with emission, thereby lowering the

lifetime. The process we chose is F€orster resonance energy transfer (FRET), in part
because F€orster’s theory [15] permits facile prediction of energy transfer efficiency

from spectra, quantum yields, lifetimes, dielectric constants, and relative orienta-

tions that are known or can be estimated. In this case it was well-known that Cu

(II) bound tightly to the enzyme CA II exhibited weak d-d absorbance bands in the

red-infrared [36]. These bands are much weaker ((ε� 10–50 M�1 cm�1) than those

of regular organic chromophores, but serve perfectly well as energy transfer

acceptors if the fluorescent donor is close enough (~10 Angstroms) Fig. 6.3.

For CA II the structure is known (and nearly the same for holo- and apo-carbonic

anhydrase) so it is straightforward to position a unique cysteine close by using site-

directed mutagenesis, and then selectively conjugate it with a thiol-reactive fluo-

rescent label. Depending on the label and its proximity, other proximity-dependent

processes may also contribute to the quenching and reduce the lifetime. Note that in

this instance the Cu(II)-free and –bound species have discrete lifetimes; when the

binding site is partly saturated, one observes (using time- or frequency-domain
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fluorometry) not a single, intermediate fluorescence lifetime (as one does with

collisional quenchers), but a mixture of the two lifetimes with their proportions

(preexponential factors) equal to the free and bound forms. An example of this is

apoCA II with a cysteine residue substituted at position 198 that has been labeled

with Alexa Fluor 660 (abbreviated L198C-apoCAII-AF660). The cysteine is close

to the metal binding site, so that the lifetime of the label drops from about 4 ns to

about 600 ps upon copper binding, with a concomitant decrease in intensity

Fig. 6.4. This large drop in lifetime is easily measured [58] in either the time or

frequency domain. In frequency domain fluorometry, the measured phase angles

and modulations at suitable frequencies smoothly vary with fractional binding site

occupancy and thus Cu(II) concentration, such that the phase angle declines by 30�

and modulation increases 30 %. One can uniquely relate the analyte concentration

to the phase or modulation measurement [65]; e.g., Fig. 6.4 is a calibration curve.

This is convenient for sensing applications because a precise phase and modulation

measurement is easily obtained in seconds (or as little as microseconds [45]),

whereas acquiring an entire multifrequency decay or time-resolved decay typically

takes longer. We used the high sensitivity and selectivity of this approach to

measure free picomolar Cu(II) concentration changes in real time in the ocean

remotely through a fiber optic [79].

As has been pointed out above [30, 37], lifetime measurements are relatively

insensitive to variations in excitation intensity and fluorophore concentration, in a

Fig. 6.3 Principle of fluorescence lifetime-based carbonic anhydrase II Cu(II) sensor. In the

absence of Cu(II) the Oregon Green label on the protein does not transfer energy, exhibits

unquenched lifetime. When Cu(II) binds to the protein the label is partly quenched by FRET to

d-d absorbance bands of the bound Cu(II) and exhibits a reduced lifetime; the proportion of short

and long lifetimes equals the proportions of bound and free, respectively, which are a simple

function of the free Cu(II) concentration
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manner analogous to fluorescence ratiometric methods. This is particularly useful

in microscopy and fiber optic sensing applications, where simple intensity-based

sensors are notoriously difficult to calibrate. The commercial availability of fluo-

rescence lifetime-based (“FLIM”) microscopes for FRET-based measurements has

made lifetime-based imaging and sensing more widespread [61]. Szmacinski

et al. showed that if analyte binding also induced a wavelength shift as well as a

change in lifetime, expansion of the sensor dynamic range beyond five orders of

magnitude could be achieved [57].

We used this approach to attempt to image free Cu(II) in PC-12 cells using

frequency-domain fluorescence lifetime imaging microscopy (FLIM), wherein the

contrast in the image arises from differences in fluorescence lifetime within the

visual field [29, 59]. Previously, Rae et al. had famously predicted that (on the

average) no free copper ion would be found in mammalian cells, that essentially all

of it would be bound in relatively stable complexes ([50]). A key issue in measuring

Cu(II) in low levels in cells would be the potential for endogenous free zinc in cells

at picomolar levels interfering with Cu(II) measurements at femtomolar levels.

Fortunately, Professor Fierke and her colleagues had previously created a variant of

wild type carbonic anhydrase II (Q92A) with substantially better selectivity for Cu

(II) than the wild type [25]: the wild type exhibits 40-fold higher affinity for Cu

(II) than Zn(II) (100 f. vs 4 pM), whereas Q92A is more than 25-fold more

selective, such that even 1.5 nM Zn(II) does not interfere [41]. By in situ calibration
we found we were able to discern Cu(II) levels in the femtomolar range in cells but

were unable to detect any difference in resting cells between that and normal Cu

(II) levels: that is, the ordinary free Cu(II) level in cells is in the femtomolar range,

Fig. 6.4 Free Cu(II)concentration-dependent intensities ( filled circles), phase angles (open
circles), and modulations (squares) at 200 MHz for L198C-Alexa Fluor 660-labeled apocarbonic

anhydrase II (Reproduced from Zeng et al. [79] with permission)
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such that Rae, et al., are correct that on the average there is no free Cu(II) in these

cells at least. It will be interesting to use this technique on cells that might be

expected to have differing free Cu(II) levels.

Fluorescence Polarization (Anisotropy)-Based Cu(II) Sensing Although fluo-

rescence lifetime instruments (including microscopes) are becoming more com-

mon, the instrumentation remains significantly more costly and complex compared

with steady state. Thus we also sought a steady state, ratiometric measurement of

Cu(II). The effect of changes in the fluorescence lifetime on the measured anisot-

ropy (polarization) was worked out more than fifty years ago by Perrin in his

famous equation:

r0=r ¼ 1 þ τ=θcð Þ

where r0 is the limiting anisotropy at a given excitation wavelength, r is the

measured anisotropy, θc is the rotational correlation time (inverse of the rotational

rate), and τ is the fluorescence lifetime. The terms “fluorescence polarization” and

“fluorescence anisotropy” are synonymous in that they describe the same phenom-

enon and are measured the same way, but normalized differently; we prefer

anisotropy because theory expressed in terms of anisotropy is simpler; see

Lakowicz for a thorough treatment [28]. Essentially, the anisotropy depends on

the ratio of the lifetime to rotational correlation time, such that the anisotropy

increases if the lifetime decreases, or the rotational correlation time increases due to

lower temperature, increased viscosity, or increased molecular size. For suitable

values of τ and θc, a process causing a decline in lifetime can be detected by an

increase in the anisotropy. Anisotropy (like the similar polarization) measurements

are ratios of steady state fluorescence intensity measurements and therefore enjoy

the relative freedom from artifact and facile calibration which have spurred the

growth of wavelength ratiometric fluorescence indicators like the Fura and Indo

families of calcium indicators. Being intensity measurements they are also simpler

and cheaper than lifetime measurements.

We can predict the response of such an indicator from Perrin’s equation with a

few (testable) assumptions. Suppose we attach a fluorescent label to CAII such that

it rotates essentially rigidly with the protein, reflecting the whole protein’s rota-

tional correlation time of approximately 15 ns and a lifetime of 15 ns and a

normalized quantum yield of 1.0. Under these conditions the fluorophore will

exhibit an anisotropy of 0.2 when excited at the S0! S1 transition. If binding the

metal ion reduces the lifetime and quantum yield by 1/2, the anisotropy of the

bound form increases to 0.30, and the observed anisotropy rOBS at any metal ion

concentration is the average of the free (F) and bound (B) forms, weighted by their

respective quantum yields:

rOBS ¼ rB � fB � QYBð Þ þ rF � fF � QYFð Þ
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where r, f, and QY are the anisotropies, fractions, and quantum yields of the

respective forms. Of course, the fractions of free and bound are determined by

the concentration of the metal ion and its KD. Simulated metal-dependent anisot-

ropies are depicted in Fig. 6.5 for different degrees of quenching. Evidently 50 %

quenching provides a useful increase in anisotropy from 0.2 to 0.3 as the binding

site becomes saturated with the metal since the typical accuracy and precision of

anisotropy measurements is�0.002. If metal ion binding is accompanied by a

larger decrease in lifetime (say 75 or 90 %), there is a bigger increase in anisotropy,

but note that the apparent binding constant is shifted to higher concentration

because the free form contributes a larger proportion of the observed emission.

Note that if the lifetime is much bigger or smaller than the rotational correlation

time, the anisotropy change upon binding is reduced.

The Cu(II)-dependent response of a fluorescent-labeled carbonic anhydrase is

depicted in Fig. 6.6 below. In this example the fluorophore ABD-T is conjugated to

a cysteinyl residue inserted into the CAII sequence to replace the phenylalanine at

position 131, which is about 9 Angstroms from the metal ion binding site. Binding

of Cu(II) results in approximately a threefold decrease in intensity and lifetime, and

about a 33 % increase in anisotropy, which is easily measured [63].

Fig. 6.5 Simulated metal-ion dependent fluorescence anisotropies for a metal ion that partially

quenches and reduces the lifetime of the label on a macromolecule to which it binds. Results are

depicted for a macromolecule with a 15 ns rotational correlation time, labeled with a 15 ns lifetime

(unquenched) fluorophore when binding reduces the lifetime and quantum yield by 25 % (crosses),
50 % (circles), 75 % (triangles), and 90 % ( filled squares) (Reproduced from Thompson, et al.,

with permission)
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6.10 Outlook and Potential Future Directions

A potential issue in measuring intracellular copper (compared with Zn(II) or Ca(II),

for instance) is the lower total amounts present in most cells may not offer the same

opportunity for buffering the free metal ion concentration. For instance, the vast

majority of intracellular Zn(II) is bound to proteins and small molecules within the

cell, such that these buffer changes in free Zn(II) caused by additions of zinc or zinc

chelators (such as zinc indicators). Consequently, indicators present at nanomolar

levels can still accurately measure the picomolar free levels of free zinc present

[2, 11, 27] since the buffering opposes the otherwise dramatic reduction in free zinc

concentration caused by the thorough scavenging by the high affinity indicator. In

the case of copper ions, the total cellular copper ion is somewhat lower than total

zinc in heart, kidney, liver, and brain, and much lower in other tissues [35];

moreover, there is reason to believe that only a very small proportion is not

bound very tightly to the few intracellular enzymes that utilize it [50]. Thus the

free levels of copper may not only be very low, but may require very low levels of

sensor binding sites to avoid scavenging all the available copper. The recent

developments in single molecule fluorescence measurements may enable one to

limit the numbers of sensor molecule binding sites present. It should be noted,

however, that single molecule fluorescence studies mainly are the province of

fluorophores with the highest absorption, quantum yields, and photostability.

With a limited ensemble of binding sites measuring free analyte levels from

fractional occupancy levels of many sites to obtain adequate precision would

appear challenging, but the fractional occupancy in time should be a valid measure,

Fig. 6.6 Cu(II)-dependent fluorescence intensities ( filled circles) and anisotropies (open squares)
for apo-F131C-ABD-T (Reproduced from Thompson et al. [63], with permission)
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as it is for ligand binding to (numerous) receptor channels measured by patch

clamping methods.

Time is also a factor in measuring low levels of free metal ions in all kinds of

matrices. The slow dissociation rate constants (off-rates) required for high receptor

affinity even with association rate constants as fast as diffusion-controlled

(probably>108 M�1 s�1 at room temperature in water) raises the issue of how

long an indicator takes to equilibrate. In the case of intracellular free zinc the

equilibration happens much more rapidly than one would expect based on the

known kinetics of the indicator [2], which we attribute to catalysis by small

molecule ligands. It is not at all clear that this will occur with either Cu(I) or Cu

(II) in the cell. CA II variants we have used exhibit diffusion-controlled on-rates

with Cu(II) [22], so we would expect them to equilibrate in cells in the presence of

picomolar copper concentrations in tens of minutes. The kinetics of few of the other

copper indicator systems described above are known at this point, but some high

affinity ligands have notably slow kinetics. It remains to be seen what free levels of

copper are (or are not) present, but it seems likely that rapid concentration changes

will be difficult to measure.
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Chapter 7

Heterogeneous Lipid Distributions
in Membranes as Revealed by Electronic
Energy Transfer

Radek Šachl and Lennart B.-Å. Johansson

Abstract The techniques achieving the highest resolution only can characterize

membrane heterogeneities on the lowest molecular level. When F€orster resonance
energy transfer (FRET) is combined with Monte-Carlo (MC) simulations and is

applied to the measurement of nanodomain/pore sizes it reaches an unbeatable

resolution of 2–50 nm. While other techniques start being less efficient at such

short distances FRET is most efficient in this region. Here, usefulness of

MC-FRET is demonstrated on three different systems that contain heterogeneously

distributed lipids: a nanoscopically phase separated bilayer, a bilayer containing

pores and finally on bicelles consisting of highly curved and flat regions. Moreover,

this paper gives the reader information on how a FRET experiment should be

designed to achieve the highest FRET resolution but also which experimental

conditions should be avoided. The theory describing FRET between randomly

distributed donors and acceptors in a lipid bilayer is also described in this paper as

well as reasons are explained why for heterogeneous probe distribution MC simula-

tions should rather be used.

Keywords FRET • Domains • Pores • Monte Carlo simulations • Lipid bilayer
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C2 Reduced surface concentration

C2A Reduced surface concentration in phase A

C2B Reduced surface concentration in phase B

CTxB Cholera toxin

DAET Donor-acceptor energy transfer

DDEM donor-donor energy migration

DiD 1,10-Dioctadecyl-3,3,30,30-Tetramethylindodicarbocyanine-

5,50-Disulfonic Acid (DiIC18(5)-DS)

FRET F€orster resonance energy transfer

Gs(t) the excitation probability of the initially excited donor

κ Angular dependence of dipole-dipole coupling

τD Fluorescence lifetime of the donor

MC Monte Carlo

R Radius of a lipid domain/raft

R0 F€orster radius
r0 Limiting anisotropy

TCSPC Time-correlated single-photon counting

Ld Liquid disordered phase

Lo Liquid ordered phase

Ki (i¼D or A) Partition coefficient of donors (i¼D) or acceptors (i¼A)

R Domain radius

Rplane Radius of the bicellar planes (cf. Picture 7.3)
Rpore Radius of the pores

SS Steady-state

Sph Sphingomyelin

TR Time-resolved

7.1 Introduction

Methods based on fluorescence and NMR spectroscopy [1, 2] are frequently applied

for exploring lipid bilayer structure and its connection to the functioning of

membranes. In the recent years, particular interest has been focussed on lateral

lipid phase separation, usually referred to as lipid domains or rafts [3]. These

structures (>200 nm) can be detected by microscopy techniques, whereas methods

based on optical spectroscopy and electronic energy transport are required for

revealing smaller domains [4–6]. Actually, despite the advances in super-resolution

spectroscopy [4] the domain sizes comparable to the F€orster radius (R0), or even

smaller, have hitherto only been determined by experiments based on electronic

energy transfer.

Plasma/model membranes may contain heterogeneities which cause heteroge-

neous fluorophore distributions in bilayers. For instance, the formation of Lo

domains in bilayers results in a preferential delocalisation of most fluorescence

probes to the liquid-disordered Ld phase. Few exceptions are, e.g. cholera toxin or
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NBD-DPPE [7–9], which exhibit a modest affinity to Lo phases. A bicelle resem-

bles a disc that consists of flat regions and a highly curved rim. Bicelles represent

interesting systems, where constituting molecules are heterogeneously distributed.

For instance, bulky DSPE-PEG2000 molecules are predominantly localised on the

rim, whereas cylindrically shaped DSPE molecules can form bicellar planes

[10, 11]. Perforated bilayers contain regions with high and low curvature which

imply the presence heterogeneous distribution of molecules [12]. The pores can be

built up by e.g. short acyl chain DHPC molecules, whereas the flat regions could

constitute DMPCmolecules with two longer acyl chains [13]. In torroidal pores, the

highly curved regions are usually formed by antibacterial peptides and lipid mol-

ecules, which preferentially pack into regions of high curvature [14].

Irreversible electronic energy transfer from excited donors to acceptor molecules

[15–18] (FRET or DAET) depends on the spatial distribution of the interacting

chromophores. Therefore, FRET studies are very useful for revealing heteroge-

neous lipid distributions in membranes. Hitherto, electronic energy migration

between fluorescent molecules of the same kind, so called donor-donor energy

migration (DDEM) or homotransfer [19–22], is less frequently applied, although

DDEM contains the same information about spatial distributions. In practise,

DAET can be monitored by the efficiency of energy transfer between donors and

acceptors, or preferably by lifetime measurements of donors and acceptors in the

presence and absence of ET. However, when utilising the DDEM approach,

fluorescence depolarisation experiments are required for monitoring the electronic

energy transport.

The present work on the advances in fluorescence spectroscopy aims at showing

how heterogeneous lipid distributions can be explored in phase separated model

lipid bilayers, pore containing bilayers, as well as in bicelles. In particular, the time-

correlated single-photon counting technique has been applied and the obtained data

have been analysed by Monte Carlo (MC) simulations. Of particular interest is

determination of lipid domain sizes that are beyond the resolution of optical

microscopy.

7.2 Modelling Energy Migration/Transfer in Lipid
Structures

Homogenous distribution of donor- and acceptor-labelled lipids. Quite often, lipid
molecules are labelled with fluorescent groups which aim at probing membranes at

different lateral positions [23]. A possible case is pictured in Picture 7.1, where the

fluorescent label is covalently attached to the lipid head-group. If the labels are

donor groups, DDEM can occur within and between the bilayer leaflets, i.e. as intra-
and interlayer migration, respectively. This is also the case if one studies mixtures

of donor- and acceptor-labelled lipids. Within a two-particle approximation, the

fluorescence relaxation and depolarisation of the donor in DAET and DDEM
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experiments is described by a function Gs(t), which stands for the probability that

initially excited donor is still excited at a time t later [24]. Models for the proba-

bilities of the intra- and interlayer processes have previously been derived [24];

lnG s
intra tð Þ ¼ �C2

15

8λ

� �1=3

Γ
2

3

� �
t

τ

� �1=3

ð7:1Þ

lnG s
inter μð Þ ¼ � λC2

6ν2

ð1
0

1� exp �μ
5

4
s� 3s4=3 þ 9

4
s5=3

� �� �� 	
s�4=3ds ð7:2Þ

Here C2 denotes the reduced concentration, which stands for the number of

electronically interacting molecules within the area of a circle determined by the

F€orster radius, R0. The reduced concentration can be calculated from C2 ¼ πρR2
0

with knowledge of the surface acceptor density (ρ). The parameter λ is a number

equal to 1 or 2 for DAET and DDEM, respectively. In Eq. 7.2 μ ¼ 3λ=2ð Þtν6τ�1,

s ¼ cos 6θrand ν ¼ R0d
�1. Here, d denotes the distance between the monolayers,

which is approximately equal to the thickness of a lipid bilayer (cf. Picture 7.1). The
angle θr is between the surface normal and a line connecting the centres of mass of

each interacting dipole. For the energy transfer/migration within and between the

two-dimensional planes, the electronic transition dipoles are approximated to be

either randomly or in-plane oriented [24].

The total excitation probability,Gs(t), that accounts for both intra- and interlayer
energy transfer/migration is given by the joint probability

Picture 7.1 Energy

transfer/migration can occur

between fluorophores

within one bilayer leaflet

(i.e. an intra layer process),

and between fluorophores

located in opposite leaflets

(i.e. an inter layer process).
The interlayer energy

transport occurs between

layers separated at the

distance d
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Gs tð Þ ¼ G s
intra tð Þ

Y
j

G s
j, inter tð Þ ð7:3Þ

In Eq. 7.3, the multiplication accounts for the general case of energy transfer/

migration between several planes of interacting donors/ acceptors. In the case

when there is no intralayer energy transportG s
intra tð Þ ¼ 1:

For a donor-acceptor system, the fluorescence relaxation of the donor is given by

F tð Þ ¼ Gs tð ÞFD tð Þ ð7:4Þ

To monitor the rate of energy migration among donors one needs to measure the

fluorescence depolarisation, which is conveniently expressed by the time-resolved

anisotropy, r(t), according to [25]:

r tð Þ ¼ r0 ρ tð Þ � S2

 �

Gs tð Þ þ r0S
2 ð7:5Þ

Here S describes the order of transition dipole S with respect to the bilayer normal.

The reorientation of the excited donors is described by

ρ tð Þ ¼
X

ρjexp �t=ϕj

�  ð7:6Þ

where θj are rotational correlation times which describe local motions of the donors

in a lipid bilayer.

For lipids exhibiting inherent mutual affinity within lipid mixtures, the assump-

tion of random distribution is no longer valid and consequently the above

Baumann-Fayer (B-F) approach is not valid. When applying the B-F model one

then finds an apparent higher reduced concentration of the labelled lipids than that

calculated for a random distribution [21].

Lipid domains: Heterogeneous distributions of donor- and acceptor-labelled
lipids. The complexities involved in describing these systems limit the derivation

and application of analytical models. The difficulties concern various lipid phase

geometries, as well as non-random lipid distributions. A recent review discusses

these models [26]. The main complication is to analytically account for the

nontrivial radial density distribution of acceptors surrounding each donor [27].

In order to estimate domain sizes in model lipid bilayers a majority of studies are

based on assuming an infinite phase separation [26, 28]. Briefly, the acceptor

surface concentrations C2A and C2B in phases A and B are estimated by means of

the B-F model (i.e. by assuming the distribution of the labelled lipids within the

segregated areas as homogenous) and are then recalculated to the partition coeffi-

cient KA. Consequently, FRET that occurs across the phase separation boundary is

neglected, which causes errors in the estimation of KA. The true value of KA (which

can be determined by other methods) will deviate from that estimated with decreas-

ing domain size. A comparison of both KA values allows one to estimate the

domain size.

7 Heterogeneous Lipid Distributions in Membranes as Revealed by Electronic. . . 175



An attempt to account for domain sizes comparable to R0 has been presented

by Brown et al. [29]. Their model includes the following assumptions: (i) The

donors are distributed between the Ld and Lo phase according to KD, while the

acceptors are completely excluded from the domains; (ii) The donors localized in

the domains reside on a circle with the radius Rcircle¼ 0.67 R, which corresponds to
the average distance of donors from the domain centre; (iii) FRET within the same

phase, as well as FRET across the phase boundary occur among homogeneously

distributed acceptors, but the integration boundary differs [29]. These assumptions

can be circumvented by using Monte Carlo simulations. Hereby, different random

energy transfer processes can be mimicked [22, 30, 31]. This approach has been

applied to describe DAET/FRET in lipid bilayers containing circular nanodomains

[6, 9], torroidal pores, as well as in lipid bicelles [32]. In general, studies that

involve MC simulations of domain size are very limited. The simulations have

mainly been applied to test various analytical models [27, 33, 34].

The simulation procedure is carried out in a step-wise manner [6, 9, 32]: (i) For

pore/nanodomain containing membranes, a certain number of pores/domains are

generated (cf. Picture 7.2), which corresponds to a pre-defined peptide to lipid ratio
for a pore system, and to the area fraction of domains present in lipid bilayers.

(ii) The donors and acceptors were generated for definite probabilities of

localisation inside and outside pores, in domains or on bicellar rims. These distri-

butions are dictated by an equilibrium constant KD,A (¼ [probes inside]/[probes

outside]). (iii) It is assumed that a donor is randomly excited and that its excitation

energy is transferred to an acceptor. The time for this event to occur depends on the

overall energy transfer rate Ωi according to [30]

Δti ¼ lnα=Ωi ð7:7Þ

Picture 7.2 Schematic picture of a lipid bilayer with cylindrical pores (top view). The pore radii

were 3 nm (on the left) and 6 nm (on the right). On the average, 5.5 magainin-2 molecules occupy

each pore. At a peptide to lipid ratio of 1:200 this corresponds to ca. 39 pores distributed over the

bilayer surface with dimensions of 20R0� 20 R0, R0¼ 6 nm. The partition coefficient of donors

and acceptors distributed between the pores and remaining bilayer was 100
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In Eq. 7.7 α denotes a random number between 0 and 1. The total rate of energy

transfer is given by the sum of energy transfer rates from the excited donor i to all

acceptors. Acceptors that are beyond the cut-off distance 10R0 are included via the

continuum approach [30]

Ωi ¼
X

3=2κ2ij R0=Rij

� 6
τ�1
D þ C2 R0=Rcð Þ4τ�1

D ð7:8Þ

In Eq. 7.8 the subscript j (1� j�N ) refers to the number of acceptors (N ) found

within a cut-off distance Rc. Rij is the distance between the i-th donor and j-th

acceptor. The second term in Eq. (7.8) accounts for rates between the excited donor

and the continuum of acceptors for two parallel planes (i.e. for a model lipid

bilayer). The simulations correspond to energy transfer taking place under the

dynamic limit condition and among isotropically oriented donors and acceptors.

Therefore, the orienting factor <κij
2>¼ 2/3. New configurations were generated

approximately 3000 times, and each generated configuration set was used 100 times

in the calculation step. Periodic boundary conditions are used in order to mimic an

infinitely large membrane containing pores/domains. The size of a replicated box is

taken to be 20R0� 20R0. The simulation yieldsGs(t)-functions, which are related to
the fluorescence decay according to

F tð Þ ¼ Gs
DA tð ÞFD tð Þ ð7:9Þ

Here FD(t) denotes the donor fluorescence relaxation in the absence of acceptors.

Translational diffusion can be neglected since DAET/FRET occurs typically within

a few nanoseconds.

7.3 Specific Modelling Achievements

The modelling and analyses of lipid domain size in previous studies involve a large

number of free parameters, which need to be optimized [26]. Recent studies show

that these challenges can be circumvented by using the MC simulations [6, 9]. In

our approach, the following parameters are considered and they can be either fixed

or free: The donor fluorescence decay [F(t)], the F€orster radius, the bilayer thick-

ness (d ), the partition coefficients of donors (KD) and acceptors (KA), the reduced

surface concentration of acceptors (CA), the domain radius (R) as well as their

domains area in the bilayer (Ar). Unlike previous studies, all parameters were fixed

except for R and Ar. The parameters KD and KA values could be kept constant

because they were estimated at compositions being close to those investigated, and

for which the bilayer was microscopically separated. This enabled an estimation of

K by using the weighted fluorescence signal originating from the Ld or Lo phase.
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One could argue that this is not strictly true because a partition coefficient is

constant solely along a tie-line of a phase diagram, whereas it changes along other

lines. Nevertheless, changes of the partition coefficient (cf. Fig. 7.1) within �50 %

have a minor influence on the estimated bilayer area, and practically no impact on

the raft size. The above deviations are large as compared to the error expected when

KD is estimated at different points in the phase diagram. The small influence on R is

explained by an increase of KD that would only cause an accumulation of more

donors in the Lo phase. Similar results are obtained upon increasing the domain

area, at a constant domain radius.

The reduced acceptor concentration was also kept constant in our analysis. This

parameter can be independently obtained by applying the B-F model for composi-

tions that correspond to a homogenous bilayer. Minor errors are expected as

compared to non-homogenous lipid bilayers, but modification of CA within

�10 % led to a small influence on the output parameters.

7.4 FRET in Bilayers Containing Liquid-Ordered Domains

In FRET experiments, the fluorescent probes (i.e. donors and acceptors) must

exhibit different affinity to liquid-ordered Lo domains and the remaining bilayer.

In order to observe small domains which are comparable to R0, the probes need to

be predominately excluded from one of the phases [9]. However, such ideal probes

are rare [7, 35]. For instance, fluorophore-labelled cholera toxin is known for its

affinity to the Lo domains, but still the partition coefficient is not high (K � 6)

[6, 7]. Probes that prefer the Ld phase are more common with K-values as low as

0.01–0.005.

Fig. 7.1 Best fitting χ2-parameter as a function of the domain radii (R) and the area domains

occupied in the bilayers (Ar). The figures display the influence of the donor partition coefficient

(KD) in Lo and Ld phases on the position of the χ2minimum. The figures correspond to KD¼ 3

(left), ¼ 6 (middle) and 11 (right), respectively. The partition coefficient of DiD acceptors was

KA¼ 0.01, i.e. practically all acceptors are excluded from the Lo domains
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Domains are frequently detected as changes in the steady-state (SS) or time-

resolved (TR) fluorescence intensity of donors that undergo FRET to acceptors

before and after the formation of domains, i.e. for the homogenous and heteroge-

neous distribution of fluorescent probes. Three cases are of particular interest,

namely; (1) The donors and acceptors are excluded from the domains, (2) the

donors and acceptors are preferentially localized within the domains, and (3) the

donors and acceptors prefer a different phase. The first two cases cause an increased

FRET efficiency (¼ shorter fluorescence lifetimes), since the average D-A distance

decreases. The last case results in the decrease of FRET efficiency (¼ longer

fluorescence lifetimes) due the formation of domains, which segregate donors

from acceptors.

The impact of the partition coefficient on the resolution of FRET in the domain

size estimation is clearly illustrated in Fig. 7.2. Here, the steady-state intensity ratio

between the homogenous (e.g. in the absence of domains) and heterogeneous (e.g.
in the presence of domains) probe distribution is plotted versus the domain radius

and the area fraction of domains in the bilayer. The data correspond to D:s and A:s,

which are localized at the lipid/water interface of the bilayer. In our experience, the

domains are beyond the resolution of TR-FRET and SS-FRET for the ratio ID/
ID(uni) (case 3) or ID(uni)/ID (case 1 & 2)< 1.05 (red). The domains are close to the

detection limit of TR-FRET when 1.05< ratio< 1.1 (orange). For the range

1.1< ratio< 1.2 (yellow) the domains can be resolved by TR-FRET and are

Fig. 7.2 The resolution of FRET as a function of the domain area and the relative domain radius

(i.e. R/R0). The FRET resolution is given by the ratio ID/ID(uni) for D:s and A:s preferring different
phases, or by the ratio ID(uni)/ID for D:s and A:s preferring the same phase. ID denotes the steady-

state intensity of donors for probe distributions determined by KD and KA, whereas ID(uni) denotes
the steady-state intensity for probes which are homogeneously distributed over the entire bilayer

surface. The D-lifetime was 6 ns in the Lo and Ld phase and the probes were localized at the lipid

water interface. The red, orange, yellow and green colour corresponds to the conditions 1–4,

respectively. Values exceeding 1.5 are displayed with the same colour as the limiting value
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close to the detection limit of SS-FRET. Finally for ratio> 1.2 (green, cf. Table 7.1)

the domains are detectable by TR-FRET and SS-FRET.

Case 1, i.e. when D:s and A:s are excluded from the domains, is not convenient

for the detection of domains comparable to R0, except for at low values of

K (<0.001). First two upper graphs in Fig. 7.2 demonstrate that probes with

K> 0.01 cannot resolve domains within a broad range of R 2 0;R0ð Þ and this

experimental setup is convenient in cases of domains that occupy large bilayer

areas. This is because the probes are localized in a small area of the Ld phase (the

remaining part of the bilayer is occupied by the large domains), which makes FRET

much more effective as compared to homogenous probe distributions.

Case 2, i.e. D:s and A:s exhibiting an increased affinity to the Lo domains,

appears more sensitive to the presence of small domains, although the FRET

efficiency is strongly influenced by the partition coefficient. Useful probes need

to show values of K> 10 (cf. Fig. 7.2). Notice also that the FRET efficiency

decreases with increasing fractions of domains occupying the bilayer (i.e. by

several small domains, or by a few large domains). This is explained by FRET

processes which start to resemble FRET among homogenously distributed probes

(cf. the first graph in the lower row of Fig. 7.2 as well as Picture 7.2).

Case 3, i.e. for D:s and A:s residing in opposite phases appears to be most

favourable for experimental studies with currently available probes (cf. second row
in Fig. 7.2). A useful donor-acceptor pair is cholera toxin labelled with Alexa

488 (K¼ 6–11, depending on the bilayer composition) and the dye DiD, which is

effectively excluded from the Lo domains (K¼ 0.01–0.005) [7].

It was shown in the previous work [6] that this pair could reveal domains with

R � 5nm and that occupy a few percent of the total bilayer area. More specifically,

a combination of MC simulations, FRET and z-scan fluorescence correlation

spectroscopy suggests the presence of domains with different compositions (type

I and type II) in model lipid bilayers. The two types mainly consist of variable

amounts of DOPC/Sph, constant levels of cholesterol, and low as well as high

contents of cholera toxin [6]. The protein cholera toxin is responsible for the cholera

disease and it is known to induce microscopically detectable domains in lipid

bilayers [36, 37]. The properties of type I domains are influenced by the concen-

tration of cholera toxin (Table 7.2): the domain radii were found to increase from

5 to 8 nm, and the diffusion time of labelled cholera toxin across the focal beam

Table 7.1 The following conditions (1–4) were used in the discussion on FRET limits in the

determination of nanodomain sizes. Funi and F denote steady-state intensities that correspond to a

homogenous and heterogeneous probe distribution, respectively

Conditions TRFM Steady-state range Colour

1 Domains are beyond the resolution F/Funi< 1.05 Red

2 Domains are close to the resolution limit 1.05<F/Funi< 1.1 Orange

3 Domains are detectable 1.1<F/Funi< 1.2 Yellow

4 Domains are safely resolvable F/Funi> 1.2 Green
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increased substantially from approximately 6 to 47 ms. On the other hand, the type

II domains (which contain more Sph) became much larger (R � 24nm), whereas the

diffusion time decreased to ca. 13 ms. It has been hypothesized that increased levels

of Sph stabilize the type II domains, since further addition of CT�B has no

influence. The shorter diffusion time of CT�B indicates that type II domains,

although larger, are more permeable for CT�B and also bind less tightly to these.

Thus, it seems that CT�B is less important for the existence of the type II domains.

7.5 FRET in Bilayers Containing Pores

Several similarities exist between heterogeneously distributed fluorescent mole-

cules in a domain containing bilayer, and a lipid bilayer that contains antibacterial

torroidal pores [11, 14, 38–40]. Both peptides and lipids constitute the surface

curvature of torroidal pores. A typical torroidal pore has a radius of ca. 3 nm [14]. In

FRET simulations, the pore shape can be approximated by a cylinder with probe

molecules distributed on the cylindrical surface. Actually, the data in Fig. 7.2

illustrate the limitations of FRET in the size-estimation of Lo domains, which is

related to FRET on the pore-containing bilayers.

A molecule which has certain affinities to the curved and non-curved regions

(and is for FRET studies labelled by either a D or an A) is unevenly distributed

between the pores and the remaining flat bilayer, leading to a heterogeneous

distribution. FRET is with the exception of a few cases affected by redistribution

of probes on the pore-containing bilayer, as is shown in this section. It is important

to notice that FRET cannot distinguish between fluorescent molecules which are

excluded from pores or exhibiting a modest affinity to pores, K 2 �1; 10h i (cf.
Fig. 7.3) In all shown cases the fluorescence decays coincide with a homogenous

distribution of probes for K¼ 1 [32].

Furthermore, if the peptide to lipid ratio is too high, FRET cannot report on the

localisation of probes in pores or in the remaining bilayer surface, i.e. when the

relative area of the bilayer occupied by the pores approaches 30 % [32]. For

instance, in the case of magainin-2 the FRET efficiency seems to be invariant to

K at the peptide to lipid ratio of 1:50. When considering that one pore constitutes

approximately 5.5 magainin-2 molecules [14] this ratio would correspond to bila-

yers which are to 30 % covered by 3 nm sized pores. The ratio 1:50 appears

Table 7.2 Estimated domain sizes obtained by MC simulations and FRET studies. The model

lipid bilayer was composed of 25 mol% of cholesterol, different amounts of Sphingomyelin (Sph)

and DOPC, as well as at low and high content of cholera toxin. In addition, the bilayer contained

5 mol % of DOPG and 2 mol % of GM1

Sph/DOPC CT�B 0/0.68 low 0.19/0.49 low 0.19/0.49 high 0.24/0.44 low/high

Domain sizes Homogenous R¼ 5 nm R¼ 8 nm R¼ 24 nm

area¼ 9 % area¼ 6 % area¼ 3 %

Transition time 6.6 ms 5.9 ms 46.5 ms 13.3 ms
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biologically relevant, since antibacterial pores are usually formed at peptide to lipid

ratios higher than 1:300 [39]. Regarding the FRET resolution, a reasonable com-

promise is a peptide concentration when most peptides form pores, which is at the

ratio 1:200. At this ratio the FRET decay (for K 2 10;1�
is clearly distinguished

from that for a random distribution (cf. the upper row in Fig. 7.3), unless for pore

radii> 5 nm. At a peptide to lipid ratio of 1:200 and Rpore¼ 6 nm the relative pore

area will namely reach the critical occupancy of 30 %. This means that the

distribution of probes starts to resemble a random probe distribution, even at very

high affinity to the pores (cf. the middle row in Fig. 7.3 and Picture 7.2). A decrease

of the peptide to lipid ratio (¼1:400) improves the resolution even for Rpore¼ 6 nm

(cf. the lowest row in Fig. 7.3).

The results of this section can also be used in considerations related to the

distribution of molecules that constitute the pore itself (as e.g. the antibacterial

peptides). For this case KD,A!1. As is shown in the last column of Fig. 7.3, pore

formation could be very well monitored by FRET unless one of the above

restricting conditions is fulfilled.
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Fig. 7.3 Time-resolved decay curves of BODIPY-FL donors which transfer excitation energy to

BODIPY 564/570 acceptors in lipid bilayers containing antibacterial pores. The probes were

distributed on the lipid/water interface between the highly curved torroidal pores and the remaining

flat regions according to the partition coefficient K. K¼ 1 (black),K¼ 10þn (red) orK¼ 10-n (blue),
where n¼ 1, 2, 3 or 6. In the most upper row, the pore radius was 3 nm and the peptide to lipid ratio

was 1:200. In the middle row, the pore radius was 6 nm, and the peptide to lipid ratio was 1:200. In

the lowest row, the pore radius was 6 nm and the peptide to lipid ratio was 1:400
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7.6 FRET in Bicelles

A bicelle consists of a flat plane and a highly curved rim, i.e. regions with variable

curvature (cf. Picture 7.3). Therefore, bicelles might be useful for exploring the

probe affinity to regions of different curvature. As is shown in Fig. 7.4, FRET

actually enables the localisation of probes on bicellar surfaces. Here, the following

three cases were considered. The probes are randomly distributed over the bicellar

surface (indicated in red), only reside on the rims (indicated in blue), and, only

reside in the planar regions (indicated in green). The FRET efficiency also depends

on the bicellar size (Fig. 7.4). Bicelles formed by DMPC and DHPC have a radius

of the planes, Rplane� 3 nm [13]. These are not suitable for studies of probe

localisation because Rplane and R0 are comparable and donors can couple with all

acceptors. This corresponds to almost identical decay for the three distributions (cf.
A in Fig. 7.4).

Bicelles spontaneously formed by DSPE and DSPE-PEG2000 (75/25 wt %)

appear much better suited for affinity studies [10, 11]. An average radius of

Rplane� 8 nm will suppress the FRET efficiency, and a negligible transfer should

occur to the most distant acceptors. Present study strongly suggests that the

partition coefficient K (¼ the probe localisation) can be obtained from the analysis

of TR-fluorescence decays over the entire range, i.e. K 2 �1;1ð Þ and forRplane

2 8,1�
(tested region).

For Rplane� 8 nm one should obtain faster donor decay for DA pairs that prefer

the planar region, and a slower if they preferentially are localized at the rims. Such a

qualitative study has been performed with two DA pairs of differently shaped

phosphatidylethanolamines (PE) [32]. The first DA pair had a cylindrical shape,

whereas the other pair had a conical like shape. Because the influence of FRET on

Picture 7.3 (Left) A top view of a bicelle with donors and acceptors distributed over the rim.

(Right) A side view of a bicelle. The radius of the flat planes Rplane was 8 nm and the bilayer

thickness 2d¼ 4.8 nm. These dimensions correspond to bicelles formed by DPPC/DSPE-

PEG2000 (75/25 mol %) lipid derivatives
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the time-resolved decays was very similar for both pairs, it was concluded that these

pairs exhibit a similar affinity to the curved rims and the bicellar planes.

By increasing Rplane, the planar area grows much faster than the area of the rim.

This causes a more efficient FRET for the DA pairs located on the rim as compared

to DA pairs which are excluded from this region, since the average D-A distance is

shorter among the former (cf. A–D in Fig. 7.4).

7.7 Conclusions

In studies of heterogeneous distribution of lipid molecules in various lipid systems,

F€orster resonance energy transfer combined with Monte Carlo simulations is a

powerful technique. For instance, this approach can be used to estimate sizes of

liquid-ordered nano-sized domains, i.e. domains which are far beyond the resolu-

tion of a light microscope. However, the FRET resolution strongly depends on

probe affinities to the domains as well as the remaining bilayer. Currently available

donors and acceptors that efficiently segregate into the different phases resolve

domain sizes comparable to R0, contrary to donors and acceptors which reside in the
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Fig. 7.4 Time-resolved fluorescence decays for BODIPY-FL which are acting as FRET donors to

the acceptors BODIPY 564/570. The following conditions were mimicked: The probes were

distributed homogenously over the entire bicellar surface (red); solely over the bicellar edges

(blue) or over the bicellar planes (olive). The radii of the flat planes Rplane (cf. Picture 7.3) were (a)
2.0 nm, (b) 8.0 nm, (c) 16.0 nm, (d) 24.0 nm. The bilayer thickness was 4.8 nm
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same phase. Furthermore, the approach described enables studies of the distribution

of labelled lipids between small antibacterial pores and the remaining bilayer. The

limitations concern high pore densities, or for modest probe affinities to the pores.

Bicelles appear to be very suitable for similar localisation studies, because the

FRET efficiency strongly depends on whether the probes are distributed over the

entire bicellar surface, are only residing on the rims, or, are only residing in the

planar regions.
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32. Šachl R, Mikhalyov I, Gretskaya N, Olzynska A, Hof M, Johansson LB-Å (2011) Distribution

of BODIPY-labelled phosphatidylethanolamines in lipid bilayers exhibiting different curva-

tures. Phys Chem Chem Phys 13:11694–11701

33. Kiskowski MA, Kenworthy AK (2007) In silico characterization of resonance energy transfer

for disk-shaped membrane domains. Biophys J 92:3040–3051

34. Troup GM, Tulenko TN, Lee SP, Wrenn SP (2004) Estimating the size of laterally phase

separated cholesterol domains in model membranes with Forster resonance energy transfer: a

simulation study. Colloids Surf B-Biointerfaces 33:57–65

35. de Almeida RFM, Loura LMS, Prieto M (2009) Membrane lipid domains and rafts: current

applications of fluorescence lifetime spectroscopy and imaging. Chem Phys Lipids 157:61–77

36. Hammond AT, Heberle FA, Baumgart T, Holowka D, Baird B, Feigenson GW (2005) Cross-

linking a lipid raft component triggers liquid ordered-liquid disordered phase separation in

model plasma membranes. Proc Natl Acad Sci U S A 102:6320–6325
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Chapter 8

Fluoimaging Determination of Poisons,
Pollutants, Narcotics and Drugs with No
Added Reagents

Natalia V. Strashnikova, Shlomo Mark, Yehoshua Kalisky,
and Abraham H. Parola

Abstract In this article we present optical photoluminescence spectroscopic

method for the qualitative and quantitative detection of impurities, hazardous

materials, pesticides, and pollutants in water, which lays the grounds for its future

potential application to the detection of drugs in body fluids without added reagents.

The method is based on synchronous fluorescence spectroscopy (SFS) of organic

aromatic compounds or poly-aromatic hydrocarbons (PAH) and is carried out by

following simultaneously their excitation and emission spectra. The full excitation

emission matrix (EEM) generated in this way provides a 2-D and 3-D fluorescence

map of the tested sample and the diagonals through the axes origin provide the

synchronous fluorescence spectra at a constant wavelengths differences between

the emission and excitation wavelengths, thus enabling simultaneous, multitude

components identification. This map contains all the relevant spectroscopic infor-

mation of the tested sample, and serves as a unique “fingerprint” with a very

specific and accurate identification. When compared with pre-determined spectra

and calibration curves from a database, there is a one-to-one correspondence

between the image and the specific compound, and it can be identified accurately

both qualitatively and quantitatively. This method offers several significant
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advantages, and it provides a sensitive (ppm detection level), accurate and simple

spectroscopic tool to monitor impurities and pollutants in water. The design and

performance of the spectrofluorimeter, i.e., fluoimager prototype, the software

development and analysis of chemical organic compounds and mixtures in water

as well as preliminary studies of drugs in body fluids, will be discussed in this paper.

Keywords Synchronous fluorescence spectroscopy • Fluorescence imaging •

Detection of water impurities • Concentration calibration curves • 3D fluorescence •

Drugs in body fluids • Neuronal networks • Pattern recognition software

8.1 Introduction

The qualitative and quantitative detection of either drugs in body fluids, poisons and

pollutants in water resources and even street drugs in a powder form have the

following common challenges that are addressed and tackled in this review chapter:

high sensitivity, quick and simple determination, utilization by unskilled personnel,

overcoming the use of sophisticated expensive equipment and on site determination

with no need for sample transportation. For quick and simple determination, one

would prefer to avoid uncalled for steps of sample purification as well as the

elimination of use of specific reagents, e.g. antibodies. Moreover, the ability to

detect and identify simultaneously multi component samples is a definite advan-

tage. The method of choice is the utilization of 3D fluoimaging method, which is

based on synchronous fluorescence spectral analysis. This method requires the

development of an archetype of portable and continuous flow fluoimager and the

preparation of data bank which is than scanned by advanced pattern recognition

programs, which enable the identification of the unknown compound. We shall now

expand on the various issues raised above and clarify one at a time.

The presently available procedures for the qualitative and quantitative determi-

nation of drugs in body fluids are based on the use of specific antibodies (Ab). The

method requires a separation step between free and Ab bound drug, unless fluores-

cence polarization method is used (which suffers from a relatively reduced sensi-

tivity) usually utilizing competition experiments of fluorescently labeled Ag with

unlabeled Ag for the same Ab. It is time consuming and requires very advanced

equipment, which calls for very highly qualified personnel to maintain. Those are

usually done in hospitals and regional laboratories. Not only does one need to ship

the samples to these center laboratories, often by air cargo, but it keeps us away

from the most called for “lab on a chip” approach, where bed side testing are

introduced. The fluoroimaging method brings us closer to the situation of a bed side

testing, eliminates the need of shipping and instead calls for the spreading of

relatively inexpensive fluoimagers worldwide, having the samples measured on

site with no requirement for highly qualified personnel, with no step of either

purification or addition of any Ab. Instead, the fluoimager, reads the unknown

sample and sends the data though the internet to a central data bank which is able to

analyze the data and ship though e-mail the answer; alternatively, dedicated

fluoimagers may have their own data bank on a disk, utilized directly for their

specific analysis e.g. poisons in water resources, or street drugs.
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The detection of poisons and pollutants in water resources has recently become not

only an environmental issue, but even more so, a homeland security problem. This

requires the constant monitoring of those water supplies worldwide, utilizing the

same fluoimagers with the advantage of quick, simple and reliable determinations.

Testing for street samples of narcotics, utilizing presently employed equipment

and procedures, while very precise, are time consuming, require sophisticated

expensive bench top devices, highly trained personnel with strong scientific back-

ground. Such street samples are multicomponent in nature, containing a mixture of

drugs with adulterants and diluents at variable ratios, require a sample preparation

step as well as the occasional addition of chemicals. As a result, legal actions and

court procedures based on those analyses are frequently dismissed.

The method we describe here should be reliable, inexpensive, and can be

extended towards various types of poisons, pollutants and impurities, with potential

application to the detection of drugs in body fluids, e.g. saliva, serum and further in

the future, even urine.

Analytical spectroscopic methods based on absorption and emission techniques

are well established technologies. Emission spectroscopy provides more detection

sensitivity and more information (included by the absorption and emission wave-

lengths), but it is less specific than the absorption spectroscopy when the emitting

species possess broadband and overlapping emission bands.

An improvement of these classical detection methods is to use synchronous

fluorescence spectroscopy (SFS) [1] where both the emission and excitation wave-

lengths are scanned simultaneously while maintaining a constant interval (Stokes

shift) between the emission and excitation wavelengths. Practically, this method is

a combination of both absorption and emission techniques, and it provides a very

accurate and sharp emission spectrum of the chemical substance. This method is

more useful in terms of chemical selectivity than the conventional fluorimetric

techniques, particularly in the case of mixtures with spectral overlap. The synchro-

nous fluorescence intensity, Is, is given by [2]:

Is λex; λemð Þ ¼ KcdEex λexð Þ � Eem λex þ Δλð Þ ð8:1Þ

where Eex and Eem are the excitation and luminescence spectral functions, respec-

tively, and Δλ is the difference between the emission (λem) and excitation (λex)
wavelengths. The other parameters are the instrumental geometrical constant K, c is
the sample concentration, and d is the optical path. From Eq. (1) it is observed that the

synchronous luminescence intensity is an explicit function of two parameters, λex and
λem and this enhances the sensitivity and selectivity of the detection by providingmore

information about the system. The value of Δλ is an additional degree of freedom to

improve the selectivity and sensitivity, especially when it is around Stokes shift.

Further improvement of the selectivity of the synchronous technique is to

perform series of luminescence by repetitive emission scans over different excita-

tion wavelengths range, hence creating a full excitation/emission matrix, which is

represented by a 3-D or a 2-D contour map. This 3-D or 2-D image contains all the

relevant spectral information including both the absorption and the emission spectra
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of a specific chemical compound, and is thus termed as the “total luminescence

spectrum”. It provides a unique “fingerprint” of a chemical compound, as well as

more selectivity that enables the detection of individual components in the case of

multi-component mixtures. It should be emphasized that this method provides a

general picture while the synchronous fluorescence is equivalent to the information

included in any diagonal line along the 3-D contour map, which represents simul-

taneous scan of emission and excitation wavelengths with a constant wavelength

separation.

The synchronous fluorescence spectroscopy method has been applied first into

qualitative and quantitative detection of various luminescent organic-aromatic

compounds [3] and later has been applied towards trace analysis [4], human

serum [5] and body fluid drug-analysis [6], water samples [7], as well as into

studying photochemical and photophysical decay mechanisms of excited aromatic

compounds [8].

In this context, our goal is to develop a compact, robust, deployable, and easy-to-

use analytical tool for fast, accurate, and continuous analytical measurements. The

proposed method scans the samples without pre-treatment or other time-consuming

procedures of sample preparation. By using a pre-determined “data bank” and

calibration curves of known concentrations and pH, it is possible to identify the

compounds both quantitatively and qualitatively.

8.2 Experimental

8.2.1 The Fluoimager

A PC controlled multichannel spectrofluorimeters, model M50 & M50C have been

designed and built according to our specification by SKALAR-LDI Ltd (Fig. 8.1)

This apparatus automatically scans over 240–360 nm excitation and 265–580 nm

emission spectral range, measuring simultaneously both fluorescence excitation and

emission spectra in liquid samples. Model M50C enables also front surface mea-

surements when the tested sample is not optically transparent.

A Continuous 75/150 W quartz Xe-lamp is used as a light source to excite the

fluorescence. The spectral resolution is 3.5 nm for 200 μm slit width or 1 nm for a

50 μm slit. The ventilator on top of the lamp housing-device provides cooling of the

lamp and is switched ON automatically. The Xe-lamp lights through the condenser

the entrance slit excitation monochromator. The power supply is intended to

provide the ignition and work of Xe-lamp in the linear regime. The Xe-lamp is

fixed in a metallic cylindrical housing. The lamp position in the housing is adjusted

for optimal illumination of the optical unit. The excitation monochromator is based

on a holographic diffraction grating in the holder, rotating by a step motor. Through

the exit slit the monochromatic light induces the fluorescence of the sample in the

optical cell. The cell unit consists of two objectives, cell camber and cell holder
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with a quartz cell. The first objective is used to illuminate the cell by monochro-

matic light, the second one collects the fluorescence signal and delivers it to the

registration monograph. The cell holder is removable and is fixed on the front panel

of M50C. The excitation light is transferred via a dispersive element into the sample

placed in a 1 cm2 quartz cuvette. The registration monograph with the holographic

diffraction grating provides flat-field optical design. The fluorescence is collected at

90 deg to the excitation light, then analyzed by a monochromator (driven by a step

motor), coupled with holographic diffraction grating and an intensified linear

CCD-detector, (500 channels). The detector unit consists of image intensifier and

linear CCD camera with 500 channels. The CCD camera includes digital and

analogue controllers. Digital controller provides the CCD camera with necessary

level control signals. The CCD output video signal is processed by analogue

controller, digitized and transferred to the Fluoimager micro controller. The com-

pact detector unit contains image intensifier (type DEP-XX1450 Delft Electronics)

with PSU, fiber-optical tablet in optical contact (immersion liquid) with CCD –

array at the video controller plate. The detector is assembled in the housing and

fixed by the holder on the outlet frame of the registration monograph. The fixing

and adjustment screws at the holder are used for positioning the detector in the

horizontal and vertical directions. The video controller plate is connected by plane

cable to the digital controller plate. At this plate are the following couplings:

parallel data transfer to the microcontroller, reference and photometer cells. The

camera operates steadily, while data collection and video signal transformation and

processing taking place. The CCD detector is operated by two controllers. The

Fig. 8.1 The layout of the Fluoimager system used for the excitation/emission image and

synchronous spectra
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sample geometry is a classical transmission arrangement, with short light path,

hence low losses and high sensitivity. For SFS measurements, the constant interval

between the excitation/emission wavelengths (Δλ) was kept in the range of

Δλ� 10–30 nm. A microcontroller provides the control of measurement cycle,

storage of data, preliminary data processing and data transfer to the PC via a

standard Serial Port. Figure 8.1 presents the layout of the Fluoimager. The technical

parameters of the Fluoimager are given in Table 8.1.

The Fluoimager controlling software provides the measurement and analysis of

two-dimensional fluorescent spectra as the matrix of fluorescence intensity in

coordinates of excitation and emission wavelengths. It operates on MS Windows

platform and requires a standard home computer.

Lifetime measurements were performed using phase modulation method as was

described briefly in Ref. [9].

8.2.2 The Identification Software Package

The identification software was developed in order to automate and facilitate the

analysis. The idea beyond the developing of the software is to build an automatic,

objective, sensitive and rapid analyzing tool that would be designated as a comple-

mentary tool for the embedded real time package Fluoimager M50C. The

Fluoimager M50C package belongs to the family of real time embedded tool as

well as Scientific software that require operating numerical methods and database

management capability, while ensuring efficiency and reliability. The overall

package has been developed as a three iteration process with three versions each:

alpha, beta and release. The first iteration module serves as an independent confir-

mation tool. After a Software Test Plan, Description and Report the program moves

to JAVA under NetBeans 7.0, and every module passed all the testing phases

(requirements, design, program, installation and regression testing). User feedback,

Table 8.1 Technical parameters

Component Description

Light source XE-lamp, continuous 75/150 W

Spectral range of excitation 240–360 nm

Spectral range of registration 250–570 nm

Spectral resolution 3.5 nm (200 μm slit), 1 nm (50 μm slit)

Detector type Intensified CCD-array, 500 channels

Measurement cycle duration Minimal 25 s

PC-connection RS232 protocol via Serial Port

Dimensions B � H � T 482.6 � 266.7 � 500 mm

Weight 30 kg

Mains voltage 110/220 V, 60/50 Hz

Power consumption 250 W (when 150 W lamp operates)

194 N.V. Strashnikova et al.



suggestions and accuracy assessments lead us, especially in order to facilitate and

expedite the development process, to move the package to C# under Visual Studio .

NET 2008 and again, every module, passed all the testing phases as well as user

feedback; suggestions and accuracy assessments were incorporated into the pack-

age which was subjected to regression testing to make sure none of the improve-

ments cause earlier passed tests to fail. The software package consists of four

independent units: the embedded unit, the database unit, the pattern recognition

and analysis unit and the GUI (graphic user interface) unit. In fact the application

package is divided into six function oriented modules. Each module is responsible

for specific functionality. The modules are: database connection module, graphic

module, florescent imaging device connection module, math module, identification

module and GUI module.

After the fluorescent imaging device finishes scanning the substance (e.g. the

embedded unit), the database unit that was developed under MySQL (Open Source

Database), saves for reference the measured data in a local MySQL database, where

the data is presented in 3D and eight map graphs.

The pattern recognition and analysis unit – SPECTRALYZER, was created

specifically for analyzing the spectra. The idea beyond this independent unit is

that it is not enough to use one method to find the various substances under various

conditions [10, 11].

This unit was designed to have the ability to readily use multiple methods for

analyzing spectra, improving the chances of accurately detecting the important

markers. The SPECTRALYZER was developed as neuronal network-pattern rec-

ognition software in order to identify and measure the concentration of the sub-

stances during analysis. The identification is made by comparing the obtained

spectrum with the preliminary pre-gathered bank of spectra that contains the 3D

images and the quantitative calibration data as well. This data bank is stored in the

PC memory and can be easily exchanged with a remote central computer. Thus, the

Fluoimager may easily be integrated into a large system of analysis, e.g., a national

service bank. Spectra may be manipulated by this program in many different ways:

subtracted, shifted, scaled and “smoothed”, as well as peak matching. The user may

determine which kind of preferred background spectrum should be subtracted for

better quantitative results. The identification process which is based on several

algorithms makes some manipulation such as smoothing the recorded signal,

filtering the noise and identifying its peak values. The identification process is

selected as the hierarchical pyramid of identification. Each step in the pyramid

consists of several parallel and complementary detection methods; different numer-

ical methods with similar complexity. In the first base of the pyramid we search

peaks (verbose, Range peaks identification), at the second base we move from 3D

graph to 2D and use the adjusted synchronous spectroscopy analysis, at the third

base we use the principal-component analysis (PCA) and linear-discriminant anal-

ysis (LDA) as spectra comparison methods. From any linear function that describes

the diagonal line slicing the 3-D image, it is possible to construct 2-D spectra which

is also the synchronous spectra of the tested compound. The slope and the intercept

can serve as analytical parameters to identify the compound both in a single or
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multicomponent analysis. At the top of the hierarchical pyramid we use the

neuronal network-pattern pattern recognition analysis.

As was mentioned before this identification software package belongs to the

family of scientific software, the narrow realm of Scientific Programming within

the broader discipline of Software development, which refers to the development of

algorithms and codes to solve problems in science and engineering. Due to the

complexity of scientific calculations, testing scientific software is much more

difficult as compared to other types of software because faults may arise from a

variety of sources, including: lack of precise understanding of the process, flaws in

the mathematical model as an abstraction of the process, difficulties in translating

the mathematical model into computable form, faults due to program error, logical

flaws, insufficient precision in computer arithmetic functions, etc.

8.2.3 Materials

The chemicals investigated in this research were purchased from Sigma-Aldrich

LTD, Riedel-de Haen or Merk. Insecticides were obtained from either Machteshim

LTD or alternatively, purchased from Aldrich and Fluka.

Samples were dissolved in distilled water. The initial concentration of the

dissolved chemicals was adjusted to the level of ~10�4 M/L. The samples were

further diluted into 10�6–10�8 M/L concentration range. For fluorescence mea-

surements, solutions at concentrations in the range of μg/ml were prepared.

Drugs to be tested were obtained from the pharmacy at the Soroka Medical

Center, at Ben Gurion University. Others were purchased from Sigma-Aldrich

LTD, Riedel-de Haen or Merk. Insecticides were obtained from either Machteshim

LTD or purchased from Aldrich.

Samples where either dissolved in doubly distilled water (DDW) or in 1:100

plasma or serum in DDW. Plasma was purchased from the blood bank of Soroka

Hospital and serum was separated from blood samples donated by healthy donors.

Typically, for a compound in powder, 5 mg were dissolved in 5 ml of the examined

solvent. For bottled drugs or those in ampoules, the initial concentration was

registered on them. Compounds with reduced solubility were vigorously stirred at

elevated temperature, below 50 �C. For fluorescence measurements, solutions at

concentrations ranging from 2.0� 10�2 to 200.0 μg/ml or saturated solutions (their

exact concentration was determined spectrophotometrically) have been measure at

room temperature.

For absorption studies, the HP, UV/VIS spectrophotometer, model 8452A and

Jasco, model V-550 were used. The linear range of absorption obtained at variable

concentrations was sought. Unless otherwise stated, the pH was kept in the range of

6–7, and was measured always at room temperature. Control solvent as well as the

diluted plasma was subtracted from the sample fluorescence or absorption

spectrum.
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8.2.4 Instrument Calibration

The Fluoimager exhibits different sensitivity towards various fluorophores,

depending on their fluorescence quantum yield. Therefore we have pre-calibrated

the Fluoimager with each of the studied fluorophores at several concentrations. The

3D spectra obtained during this calibration procedure were inserted into a specific

catalogue which is than treated by the software. This software defines the calibra-

tion constants from the absolute maxima of the 3D spectra.

8.2.5 Measurements

Prior to the more complicated measurements, e.g. in body fluids, we have checked

the reliability and accuracy of the Fluoimager by analyzing several fluorophores in

aqueous solutions. We prepared solutions of several known concentrations of each

fluorophore, measured their 3D spectra which were inserted into the Fluoimager

data bank. We then prepared similar “unknown” solutions to be qualitatively

identified and quantitatively determined.

Following the proof of concept in aqueous solutions, we initiated drug analysis

in diluted plasma. Different from aqueous solutions, human plasma has several

complicating properties for fluorescence analysis. Probable drug modification by

body fluids, variability in pH affecting the emission spectra and relatively high

absorption in the UV region are among these complicating properties. We intend to

overcome these problems. For instance, drug modification by body fluids, when

occurs, would require the enlargement of the data bank and would be considered as

new substances. In cases where a pH dependence is anticipated (based on prelim-

inary screening), one can include a pH-meter signal with the automatic measure-

ment cycle as well as with the software, which will be applied only to pH dependent

drugs. Presently, in order to overcome the problem of high optical density of the

plasma we study 1:100 diluted plasma. Its fluorescence background is subtracted

from the 3D spectra of the added drug. The problem of the background rising from

diluted body liquids of healthy, untreated individuals would be solved in the future

after careful learning of the spectral characteristics of the diluted plasma. One

possibility is decoding of the nature of each background peak and resolving it by

adequate software.

An additional approach is the evaluation of the use of front surface spectroscopy

specifically for opaque body fluids. Saliva might be the least complicated body fluid

to study while urine samples could require additional pharmakokinetics studies to

be added to the data bank.
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8.3 Results and Discussion

8.3.1 Impurities in Water

We have investigated several aromatic organic compounds that have potential

health risk due to their hazardous nature, following the list of such compounds

provided by the Pharmaceutical Services Division Ministry of Health [12]. These

compounds include poisons, pesticides, or drugs, which have a potential risk to

civilians when dissolved in drinking water resources. The sensitivity of the tech-

nique (in the range of ppm-ppb detection limit), as well as its accuracy (in the range

of �1.8 % or less), provides an efficient tool to detect qualitatively and quantita-

tively the tested chemicals and consequently, prevents possible health damage. In

order to optimize the detection method, the fluorescence data base and the calibra-

tion, we have to characterize the excitation and emission wavelengths of the various

compounds. This is performed by measuring the “total luminescence spectrum” of

each sample. This spectrum is represented in the form of excitation/emission matrix

(EEM).

Figure 8.2 presents a typical 3-D and 2-D (EEM) of a commonly used insecticide

(1,2 Naphtoquinone-4-Sulfonic acid) dissolved in water. This image provides a

unique “fingerprint” of this material and hence, an accurate identification of this

material. The EEM was obtained by scanning the excitation and emission wave-

lengths in the spectral range of 270–360 nm and 400–580 nm, respectively. This

EEM spectral image provides the optimum spectral conditions that characterize

specific chemical compound, in our case the Naphtoquinone-Sulfonic acid for

example. This is because the data provides excitation/emission maxima 335 nm

and 480 nm, respectively, which corresponds only to Naphtoquinone-Sulfonic acid.

Figure 8.3 presents a typical EEM of a two-component drug mixture diazepam

and digoxin in water. Since the EEM contains all the excitation/emission data of the

individual compounds, it is possible to get a well-resolved fluorescence 3-D image

or fingerprint of each component that belongs to the mixture. Here we obtain from a

single scan simultaneous and detailed analysis of two compounds. There is also a

one-to-one correspondence between each chemical compound in the mixture and

the wavelengths of excitation/emission maxima, as can be depicted from the

fluorescence map in Fig. 8.3.

The information contained in the total luminescence spectrum (represented also

by EEM), is specific to the tested compound. Particularly, excitation emission

wavelengths at maxima can serve as an indicative tool for chemical analysis. Our

results indicate that the pair of excitation/emission wavelengths at maxima (λexmax,

λemmax) is enough to analyze the fluorescent aromatic compounds accurately. In

other words, there is one-to-one correspondence between the values of

(λ, max
ex , λ, max

em ) and the type of the analyzed sample. This is demonstrated in

Fig. 8.4 for several chemical reagents including typical insecticides, pollutants

and drugs dissolved in water. It should be noted here that the excitation/emission

matrix (EEM) is a sensitive and accurate tool to detect small photochemical
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changes and spectral shift of the wavelengths pair (λ, max
ex , λ, max

em ) in chemical

compounds with similar excitation/emission characteristics. Substituting the phe-

nolic aromatic ring with electronegative atoms (chlorine or fluorine) or with

electron donors molecules, results in significant spectral shift, from
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ðλ, max
ex ¼ 270nm, ðλ, max

ex ¼ 310nmÞ (in phenol) to (λ, max
ex ¼ 305nm, λ, max

ex ¼ 395nmÞ
in aminophenol. Hence, the EEM technique has feasible application in the case of a

slightly overlapping spectra. A detailed study of photochemical processes in com-

pounds having different functional groups, electronic configurations, and pH con-

ditions is currently being conducted.

As was stated previously, the 3-D image is a specific identification and provides

a unique “fingerprint image” of the fluorescent sample. When compared with

various spectra from a predetermined accessible databank, it is possible to identify

qualitatively unknown tested chemicals accurately.

In order to determine the concentration of the tested sample, similarly to what

was reported by Munoz et al. [5] it is necessary to establish the functional depen-

dence between the absorption, emission intensities and concentrations. Since, the

sensitivity of various fluorophores depends on the individual apparatus, it is essen-

tial to generate a pre-calibrated databank of the spectral matrix at several concen-

trations for each apparatus. From the predetermined calibration curves, unknown

concentrations of the tested chemicals can be extracted. We should note here that by

using the calibration curves, it is possible to find the limit of detection (LOD) of our

system and characterize the tested compounds quantitatively. However, we have to

avoid areas of overlapping fluorescence between several components in a multi-

component mixture. This can be done owing to the detailed technique of excitation/

emission matrix spectral analysis presented in [7]. Figure 8.5a presents the excita-

tion/emission matrix of a commonly used pesticide Indole-3-Acetic acid, (1.0 ug/

ml), and the excellent correlation (R2¼ 0.995, R is the correlation factor) between

the measured and pre-determined concentrations is observed-see Fig. 8.5b.
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8.3.2 Street Narcotics and Drugs Determination in Body
Fluids

The results of the Fluoimager, for testing of fluorescent drugs in aqueous solution

(usually found in body fluids) is presented in Table 8.2. The high reliability of

substance identification is evident. Figure 8.6 depicts an example of the quantitative

determination one of these substances-phenol. The results of the analysis of drugs in

plasma are given in Table 8.3. A three- component mixture was correctly analyzed

both qualitatively and quantitatively. Note that the concentrations in the table are

given as measured, i.e., in diluted plasma.

8.4 Lifetime Measurements

The values of the lifetime of the fluorescent emitting state is an indication as to the

chemical dynamics and photophysical processes of the organic compounds under

various conditions such as concentration, PH or temperature. The measured life-

times of various drugs in water are presented in Table 8.4. The Table includes also

the excitation wavelength and the concentration. It was found that the fluorescence

lifetime of various drugs dissolved in water were short, in the range of ns temporal

regime. These short lifetime results from the S1 ! S0 allowed transitions. It

exhibited in some cases multi-exponential decay curve which indicates complex

photophysical processes. Similar behavior was observed by using the same com-

pounds in plasma. However, more research is planned to explore the chemical

dynamics and PH dependence of narcotics and various drugs involved.
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Table 8.2 Testing the fluoimaging reliability in determining of unknown compounds in water

No Solution in watera

Prepared/Average

Measured

Concentrationsb

Reliability factor

for qualitative

determinationc

Correlation

coefficient for

quantitative

determinationd

1 Aminocarb 20:0
20:4

2:5
2:2

0:6
0:8

1.00; 1.00; 0.95 0.995

2 Aniline 22:0
22:6

2:7
2:6

0:3
0:2

1.00; 1.00; 0.90 0.995

3 Asulam 24:0
23:5

3:0
3:1

0:2
0:4

1.00; 0.95; 0.95 0.917

4 Bendiocarb 26:0
25:7

6:5
7:0

3:0
2:8

1.00; 1.00; 0.90 0.999

5 Desmedipham 3:0
3:3

0:7
1:0

1.00; 0.95 0.995

6 3,5-Dimethylphenol 20:0
18:8

1:2
1:0

0:1
0:05

1.00; 1.00; 0.95 0.999

7 Ethoxyquin 3:0
2:7

0:4
0:3

0:05
0:02

1.00; 0.95; 0.95 0.999

8 Baygon 30:0
28:6

2:0
1:5

0:1
0:06

1.00; 0.95; 0.90 0.999

9 Carbofuran 50:0
50:5

6:2
6:0

1:5
1:9

1.00; 0.95; 0.90 0.999

10 Methyl cotnion

(Azinphos-methyl)

10:0
10:4

5:0
4:8

2:5
2:1

1.00; 1.00; 1.00 0.946

11 Naphthalene 15:0
15:3

3:7
4:0

0:1
0:2

1.00; 0.95; 0.90 0.985

12 Phenol 6:0
5:9

1:0
1:0

0:06
0:03

1.00; 1.00; 0.95 0.999

13 Acenaphthenequinone 10:0
11:0

5:0
5:4

1:0
0:7

1.00; 1.00; 1.00 0.995

14 1,2-Naphthoquinone-

4-sulfonic acid

sodium salt

20:0
19:2

2:5
2:1

0:3
0:2

1.00; 0.95; 0.90 0.995

15 Indole 3 Acetic Acid 2:0
1:9

0:5
0:6

0:06
0:07

1.00; 1.00; 0.90 0.995

16 Estriol 100:0
88:2

12:5
12:0

1:5
1:3

1.00; 1.00; 0.95 0.999

17 17 Estradiol 100:0
93:6

25:0
24:1

6:2
5:5

0.95; 0.95; 0.90 0.985

18 Fluorene 1:0
1:1

0:5
0:4

0:1
0:07

1.00; 1.00; 1.00 0.995

19 2-Cyanophenol 10:0
9:4

5:0
4:5

1:2
1:0

0.95; 1.00; 0.90 0.957

20 Azoxystrobin 20:0
20:6

10:0
10:3

2:5
2:6

1.00; 1.00; 1.00 0.999

21 Fenpropidin 66:0
65:0

13:5
12:8

1.00; 0.90 0.995

22 1-Naphthol-3,6-

disulfonicacid,

disodium salt hydrate

12:5
12:7

3:1
3:4

0:8
1:3

1.00; 1.00; 0.95 0.999

23 4-Fluorophenol 10:0
10:1

2:5
2:7

0:3
0:3

1.00; 1.00; 0.95 0.995

24 4-Chlorophenol 12:0
11:5

3:0
2:7

0:4
0:3

1.00; 0.95; 0.95 0.968

25 1-Naphthol 12:0
12:6

1:5
1:8

0:2
0:3

1.00; 1.00; 1.00 0.995

26 Toluene 86:6
90:0

11:0
10:8

0.95; 0.95 0.814

aTapped water at neutral pH and room temperature
bUnknown solution prepared at the relevant soluble concentration (μg/ml), nominator, were

prepared and their concentration was determined (in μg/ml) by the fluoimager, denominator,

based on the pre-prepared data bank and the concentration calibration curves
cDefined as the ratio of correct vs. total number of repeat measurements (between 10 and 20). In

most cases of the substance identification dismissing it was found operator’s mistake
dThe correlation coefficients of the linear curves obtained by plotting the measured against the

predetermined concentrations
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8.5 Conclusion

Our method is useful in the detection of impurities in water, aimed at homeland

security applications. Moreover, it shows the potential of application to drug and

narcotics diagnostics, as well.

Four street narcotics, determined by the fluoimaging method (based on a

preprepared data bank containing as many as 150 fluoimages of known narcotics

from various sources and their known impurities), were compared with the classical

tests run at the Israel National Forensic Laboratories at Tel-Hashomer Hospital by

the most trained technicians, on conventional, expensive and time consuming

instruments. The results obtained by our novel approach for the detection of

cocaine, heroin, exstasy and marijuana, were confirmed both qualitatively and

quantitatively [13].

The inherent compactness, reliability and wide functional flexibility of the

designed Fluoimager prototype promise high perspectives for its suitability to

therapeutic drug monitoring (TDM).

The displayed results on the screen shows the chemical nature of the detected

substance, its concentration and further shows the overall 3D view of the spectrum.

The pre-prepared mixtures of three drugs, sodium salicylate at the ng/ml range,

dobutamine at the μg/ml range and quinidine at the ng/ml range, all at physiolog-

ically relevant concentrations, were tested in human plasma (1:100 diluted by

DDW) by our fluoimaging method and revealed the expected concentration values.

It is conceivable that further studies addressing the above mentioned difficulties

should result in the successful implementation of this approach to TDM.

The advantages of the method make it unique: there is no need for pre-treatment

of the sample and no use of antibodies. The method is specific with highly resolved

R2 = 0.999
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capabilities, instantaneous, highly sensitive and enabling both quantitative and

qualitative identification of fluorescent unknowns. It provides simultaneous identi-

fication of multitude components and enables real time data transfer.

As for homeland security applications, the spectral technique presented here is

an additional layer of countermeasures currently being used to fight global

terrorism.

We have developed specific software that controls the system’s operation, data
acquisition and mathematical analysis, automatically. By using pre-determined

databank (we acquired more than 50 aromatic compounds for such databank) and

calibration curves, it was possible to identify the tested compounds both quantita-

tively and qualitatively.

The Apparatus has several clear advantages: it is inexpensive, compact and user-

friendly and does not require any special operation know-how. It can be set for

continuous flow analysis as well as field work. The following implementation is

anticipated: the device will be freely distributed and reimbursement will be made

upon delivery of the analysis results at much reduced rates than presently charged. It

will be based on the continuous dynamic expansion of the data bank and results will

be delivered through the internet rather than depend on air shipment of test samples.

The anticipated success of the proposed determination of drugs in body fluids

will allow use not only in hospital laboratories, but will also include bed-side testing

and MD’s office diagnostics. Furthermore, since it is quick and simple it will allow

the screening of large populations for drug abuse (e.g., high school students, army

and industrial personnel, drivers, etc.).

The technology has several limitations since it is limited to chemical compounds

with efficient fluorescence and with significant Stokes shift. The issue of detecting a

mixture of several chemicals requires additional studies. The detection of impuri-

ties in water is more feasible than the detection of drugs in body fluids due to

emission and scattering from background chemicals, in the latter. Moreover, the

application to TDM will require the expansion into pharmacokinetic which will

require additional fluoimages of drug metabolites to be included in the data bank.
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Chapter 9

Intramolecular Mechanisms
for the Occurrence of Fluorescence from
Upper Excited States of Aromatic Molecules
and Linear Polyenes

Takao Itoh

Abstract Fluorescence from upper excited states is surveyed as a milestone for

future works. The mechanisms of the occurrence of such anomalous fluorescence

are classified. The chemical species treated in the present review are aromatic

molecules and linear polyenes in the papers reported up to 2013. Information on

the fluorescence properties reported so far in numerous papers allows generaliza-

tions of the mechanism of the appearance of fluorescence from upper excited states.

There are three intramolecular mechanisms for the occurrence of fluorescence from

upper excited states for aromatic molecules and liner polyenes. That is, the fluo-

rescence from the upper state occurs; (i) through thermal population from the lower

excited state, S1; (ii) through reverse internal conversion from the lower singlet

state under collision-free conditions (in this case the upper and lower singlet states

are mixing); (iii) directly from the upper singlet state without involvement of the

fluorescence component via reverse internal conversion from the lower singlet

state, i. e., prompt fluorescence.

Keywords S2 fluorescence • S3 fluorescence • Aromatic molecules • Linear

polyenes • Intramolecular mechanisms

9.1 Introduction

Fluorescence from organic molecules originates normally only from the lowest

excited singlet state (S1), irrespective of the photon energy used for the excitation.

The generalization of this observation is referred to as Kasha’s rule “The emitting
level of a given multiplicity is the lowest excited level of that multiplicity” [1]. This
rule has been found true for a number of organic molecules that exhibit detectable
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fluorescence. Although Kasha’s rule applies to most of the fluorescent organic

molecules, there are exceptions to this rule. It is known that some of organic

molecules show fluorescence from upper excited states such as S2, S3 or S4. Such

an anomalous fluorescence has been of theoretical and experimental interest.

Further, it is of importance to investigate fluorescence of this kind in conjunction

with the mechanisms of intramolecular electronic relaxation processes.

There have already been several partial reviews on the present subject. In 1978

Turro et al. presented a review on organic photoreactions, where they surveyed

fluorescence from upper electronic states [2]. A brief review on S2! S0 fluorescence

(S2 fluorescence) is given also in standard textbooks such as the one by Birks first

edited in 1973 [3–6]. In 1993 Maciejewski and Steer presented a review on the

photochemistry and photophysics of thiocarbonyl compounds which typically exhibit

S2 fluorescence [7]. Ermolaev also presented a review in 2001 on ultrafast

nonradiative transitions between upper excited states in organic molecules, where

he summarized the results of the determination of nonradiative rate constants using a

range of methods for various molecules [8]. Although molecules such as azulenes and

thiones are known to be typical systems which exhibit fluorescence from upper

excited states, there are still a number of other molecules which show various types

of such anomalous emission [9]. During the past three or four decades spectroscopic

data on such molecules have been accumulated extensively. Information on the

fluorescence properties reported so far in numerous papers allows generalizations

of the mechanism of the appearance of such emission. In this review, this specific

subject is surveyed as a milestone for future works, and the mechanisms of the

occurrence of the anomalous fluorescence are classified. The chemical species treated

in the present review are aromatic molecules and linear polyenes reported up to 2013.

9.2 Overview of Fluorescence from Upper Excited States
of Aromatic Molecules and Linear Polyenes

9.2.1 Aromatic Molecules

Fluorescence from upper excited states has been reported for a number of aromatic

molecules of medium to large size such as pyrene, coronene, 1,12-benzoperylene,

3,4-benzopyrene, 1,2-benzanthracene, 3,4-benzotetraphene (benzochrysene),

ovalene, 1,2-:3,4-dibenzanthracene, picene and chrysene as well as their derivatives

in a variety of media (vide infra). In addition, extremely weak fluorescence from

upper excited states was reported in the 1970s for smaller molecules such as

benzene, mesitylene (1,3,5-trimethylbenzene), naphthalene and p-xylene, toluene
in solution and in the vapor phase [10–12]. Although these smaller molecules are

commercially available and some are commonly used as solvents, detailed infor-

mation on fluorescence from upper excited states has not been provided recently.

However, it was reported later that the anthracene crystal exhibits weak S2
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fluorescence when excited through a two-step process via the lowest excited state,

direct excitation or via annihilation of singlet excitons [13–15]. Further, naphtha-

lene vapor excited by means of glow discharge is reported to show Tk!T1

fluorescence around 400 nm [16].

The excited states of most medium or large aromatic molecules are characterized

by comparatively small ΔE(S1 – S2) values (normally less than about 4000 cm�1)
and much larger oscillator strength of S2 than that of S1. In solution or in matrices,

S2 florescence is reported to occur through the thermal population from the S1 state

for 3,4-benzopyrene, 1,12-benzoperylene, 1,2-benzanthracene and 20-methyl-1,2-

benzanthracene, 3-methylpyrene, 3,4-benzotetraphene and ovalene [17–24].

The emission properties of medium or large molecules in the vapor phase are of

particular interest, because the intrinsic photophysical property can be observed in

the absence of environmental effects, and because the appearance of the S2 fluo-

rescence is much more significant compared to smaller aromatic molecules such as

naphthalene. Hoytink et al. observed S2 fluorescence from pyrene (0.05 Torr at

170 �C), and 3,4-benzpyrene (0.1 Torr at 260 �C) in the static vapor phase [25]. At

almost the same time, the emission properties of some of the aromatic molecules

such as pyrene and 3,4-benzpyrene were investigated by a number of researchers in

the static vapor phase at low pressure [25–27]. In particular, the fluorescence

properties of pyrene and its derivatives were investigated in detail in the static

vapor phase by Baba et al. [28–33]. Although pyrene vapor is known to show weak

S2 fluorescence in addition to strong S1 fluorescence at high total pressure, this S2
emission was assigned to delayed fluorescence occurring through the thermal

activation of the S1 state [25]. However, the observation of the S2 fluorescence

under collision-free conditions demonstrated that the occurrence of the S2 fluores-

cence is not due to thermal population alone [25, 28]. Fluorescence and excitation

spectra of pyrene and benzanthracene vapor at low pressure are displayed in

Figs. 9.1 and 9.2, respectively. These molecules exhibit similar fluorescence prop-

erties in the vapor phase. Under low pressure condition, the relative intensity of the

S2 fluorescence of pyrene vapor increases to a certain extent compared to that in

solution or under high pressure condition (~100 Torr) in the presence of added

buffer gas [30]. When the excitation energy is increased, the S2 fluorescence shifts

to the red in almost the same way as does the S1-fluorescence [30]. These obser-

vations indicate that both the S1 and S2 fluorescence originate from the unrelaxed

upper vibronic levels of the excited electronic states. Further, the S2/S1 fluorescence

quantum yield ratio, ΦF(S2)/ΦF(S1), increases almost exponentially with increasing

excitation energy [30]. Similar fluorescence properties were described for pyrene-

d10, 1-methylpyrene and 4-methylpyrene vapors [31]. Analyses of the fluorescence

spectral data of pyrene vapor revealed that the ΦF(S2)/ΦF(S1) value can be related

to the ratio ρ(S1)/ρ(S2), with ρ(S1) and ρ(S2) denoting the vibrational-state densities
of S1 and S2 states at the energy of excitation, respectively [30]. The pressure

dependence of theΦF(S2) andΦF(S1) values also were investigated by changing the

pressure of added buffer gases [33]. It was shown that ΦF(S2) decreases, but ΦF(S1)

increases with increasing the buffer gas pressure [33]. These observations have

been interpreted kinetically in terms of reversible internal conversion between the
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S1 Fluorescence

S1 Abs.

S2 Fluor.

S2 Absorption

x 20
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b

b

22000 24000 26000 28000 30000 32000 34000

Wavenumber in 1/cm
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a

Fig. 9.1 Corrected fluorescence and excitation spectra of pure pyrene vapor measured at 140 �C.
(a) Fluorescence spectrum obtained by excitation into the S3 origin, (b) that obtained by excitation
into the S4 origin

22000 24000 26000 28000 30000 32000

Wavenumber in 1/cm

Fluorescence

Benzanthracene

Exc. 263 nm

Exc. 330 nm

Exc. 345 nm

Excitation

S1S0

S1S0

S2 S0
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Fig. 9.2 Corrected fluorescence spectra of pure benzanthracene vapor obtained by excitation at

different wavelengths and the corrected excitation spectrum

216 T. Itoh



S1 and S2 states. Through the investigation of the effect of added buffer gas,

including the quenching effects of S2 fluorescence by molecular oxygen, the

ΦF(S2) value was shown to consist of fast and slow components [32, 33]. The fast

component was considered to correspond to the S2 fluorescence directly emitted

from S2, and the slow component to the S2 fluorescence which is emitted from S2
formed from S1 through reverse S1! S2 internal conversion. The decrease of

ΦF(S2) upon increasing the buffer gas pressure was interpreted in terms of the

decrease of the slow component of S2 fluorescence. In the case of reversible internal

conversion between S2 and S1, the rate constants of the forward S2! S1 (k21) and
reverse S1! S2 internal conversions (k12) can be formulated as k21¼ (2π/�h)V2ρ(S1)
and k12¼ (2π/�h)V2ρ(S2), respectively, utilizing Fermi’s golden rule, where V is the

coupling constant between S1 and S2 and ρ(Si) is the density of the vibronic states in
Si at the energy of excitation. It was demonstrated that the excitation-energy

dependence of the ratio, k21/k12, agrees qualitatively with that calculated based on

Fermi’s golden rule [30]. Further, it was shown for pyrene-h10 and -d10 vapors

through the investigation of the effect of added buffer gas on the fluorescence that

the k12 value increases almost linearly with increasing excitation energy from

33,600 to 42,700 cm�1, but k21 is almost constant regardless of excitation

energy [32].

The fluorescence and excitation spectra of pyrene vapor were also measured in a

jet [34–37]. The excitation spectrum in a jet for the S0! S2 region shows a

complicated structure due to the interaction between the S2 and S1 states

[35]. The dispersed fluorescence spectrum in a jet obtained by excitation into the

S4 state is similar to that in the static vapor phase, but the S2/S1 fluorescence

intensity ratio is intensified by a factor of 1.7, and is weakened for pyrene-d10
compared to pyrene-h10 [36]. These observations indicate that the contribution of

the thermally-activated S2 fluorescence is small under collision-free conditions and

that the S2/S1 fluorescence intensity ratio is related to the vibrational-level density.

Nakajima measured the fluorescence and excitation spectra of chrysene,

1,2-benzanthracene, 20-methylcholanthrene, coronene, 1,12-benzperylene in the

static vapor phase at low pressure [29]. He compared the fluorescence quantum

yield ratios, ΦF(S2)/ΦF(S1), with those calculated based on Fermi’s golden rule

[29, 38]. The values forΦF(S2)/ΦF(S1) with the excitation into the S3 state are 0.037

(0.038) and 0.037(1.0), respectively, for 1,2-benzanthracene and

20-methylcholanthrene with the calculated values shown in parentheses [29]. The

reported difference between experimental and theoretical quantum yield ratio,

0.037 and 1.0, is large for 20-methylcholantrene, which may arise due to underes-

timation of the ρ values. With coronene vapor, the value for [ΦF(S3) +ΦF(S2)]/

ΦF(S1) obtained by the excitation into the S4 state is 0.11(0.079) [29]. However,

recent investigation based on careful purification of the coronene sample revealed

that the S2 and S3 fluorescence reported by Nakajima likely originate from impu-

rities and that the real S2 and S3 fluorescence are much weaker than those reported

by Nakajima [39]. Further, the S2 and S3 fluorescence of coronene vapor were

analyzed as prompt fluorescence which does not involve the fluorescence occurring

through reverse internal conversion [39]. In general, the purification of coronene is
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tremendously difficult [40]. In any case, the occurrence of the S2 fluorescence for

most of the medium to large-size aromatic molecules such as pyrene, benzpyrene,

benzanthracene and benzperylene in the vapor phase at low pressure can be

interpreted by the relaxation model involving the reversible internal conversion

between S1 and S2. The excitation-energy dependence of the relative S2/S1 fluores-

cence quantum yield ratio can be interpreted at least qualitatively using Fermi’s
golden rule. Recently, picene is reported to show weak S2 fluorescence in the vapor

phase [41].

9.2.2 Linear Polyenes

Linear polyenes have the chemical structure, R1-(CH¼CH)N-R2, with N� 2 and R1

or R2 being hydrogen, alkyl, aryl or other groups. These molecules are prototypes of

π-electron conjugated systems for which a number of spectroscopic and quantum

mechanical studies have been carried out since the 1930s [42, 43]. Most all-s-trans
conformer of symmetrically substituted polyenes (R1¼R2.) such as α,
ω-diphenylpolyenes belong to the C2h point group. All-s-trans conformer of linear

polyenes exhibit an intense absorption band that corresponds to an allowed elec-

tronic transition, 11Ag (S0)! 11Bu*(π, π*), in the UV-vis region. The excitation

energy of the 1Bu*(π, π*) state is known to decrease systematically with increasing

polyene chain-length. The chain-length dependence of the excitation energy and

oscillator strength of the strong 11Ag (S0)! 11Bu*(π, π*) absorption bands have

been interpreted at least qualitatively with simple molecular orbital theory such as

Hückel or PPP methods [43, 44]. The 11Bu*(π, π*) state had been considered to be

the lowest excited singlet state (S1) for a long time, but in 1972 the presence of a

forbidden excited singlet state, 21Ag, located below the allowed 11Bu state was

pointed out by Hudson and Kohler [45, 46]. That is, the 11Bu state is not the first

singlet excited state, S1, but the second, S2. Schulten and Karplus provided a

theoretical rationalization for the forbidden 21Ag, state which is doubly excited in

nature, and described it with extensive configuration interaction [47]. Since those

findings, a number of spectroscopic studies of polyenes have been carried out

concerning the forbidden low-lying 21Ag(S1) state [48, 49].

At present, there is a general consensus that for unsubstituted all-s-trans linear
polyenes (H-(CH¼CH)N-H) with the number of the polyene double bonds (N ) over

3, the S1 state is not 11Bu but 2
1Ag [49, 50]. Excited-state energy level scheme of

linear polyenes is presented in Fig. 9.3. Although the S1(2
1Ag) state is one-photon

forbidden, it is two-photon allowed through the excitation of an imaginary Bu state.

The forbidden 21Ag state is normally not observable in room temperature absorp-

tion spectra and is considered to obtain its one-photon transition intensity mainly

through vibronic coupling with the strongly allowed S2(1
1Bu) state. The reasons for

the absence of the S1(2
1Ag) state in absorption spectra at room temperature are that

its origin band is forbidden and that it is masked by the onset of the strong S2(1
1Bu)

absorption band [46]. In this sense, the feature of the forbidden S1(2
1Ag) state of
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polyenes is different from that of the S1(n, π*) state of many (¼C¼O)- or (�N¼)-
containing molecules for which the band origin of the forbidden S0! S1(n, π*)
absorption appears distinctly. It is known that the energy level of the 11Bu state of

polyenes decreases significantly with increasing solvent polarizability, (n2� 1)/

(n2 + 2) with n being the refractive index of the solvent, while that of the 21Ag state

is almost unchanged [48]. Therefore, the ΔE(S2(11Bu) – S1(21Ag)) value of

polyenes can be changed systematically by changing solvent polarizability. The

trend of recent research on the electronic states of polyenes has seemingly shifted

from the determination of the location and nature of their 21Ag states to their

photophysics and dynamical behavior. The spectroscopy and excited electronic

states of octatetraene and other polyenes were reviewed by Hudson et al. in 1982

[48], and by Kohler in 1993 [49].

Prototypical polyenes would be R-(CH¼CH)N-R with R¼H or alkyl group. For

all-s-trans conformers of unsubstituted polyenes (H-(CH¼CH)N-H) with

N¼ 3 ~ 8, the S1 and S2 states have been assigned as 21Ag and 11Bu, respectively

[50–55]. In rigid matrices at low temperature and in room temperature solution,

unsubstituted all-s-trans polyene with N¼ 4 (octatetraene) shows only S1(2
1Ag)

fluorescence, but in the vapor phase, including in a jet, it shows S2 fluorescence in

addition to weak S1 fluorescence [51]. In a rigid matrix at low temperature,

unsubstituted polyenes with N¼ 4 ~ 6 show only S1 fluorescence, but that with

N¼ 7 shows both S1 and S2 fluorescence [54]. In room temperature EPA solution,

dimethyl-substituted polyenes (H3C-(CH¼CH)N-CH3) with N¼ 4 and 5 show only

S1 fluorescence, but the ones with N¼ 6 and 7 show both S1 and S2 fluorescence

[52]. Since the research history of the emission properties of octatetraene

(H-(CH¼CH)4-H) is somewhat complicated, it is described briefly below. Gavin

et al. measured the absorption and emission spectra of octatetraene along with the

fluorescence quantum yield and lifetime in solution and in the static vapor phase

[56]. They observed fluorescence from the S2(1
1Bu) and S1(2

1Ag) states in solution,

but observed only the S2 fluorescence in the vapor phase. It seems that they did not

recognize the 11Bu fluorescence to be S2 emission [56]. In 1979, Granville

Fig. 9.3 Energy level

scheme and emitting states

of typical linear polyenes
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et al. reported highly resolved one- and two-photon S0(1
1Ag)! S1 excitation and

21Ag(S1)! S0 fluorescence spectra of octatetraene in octane at 4.2 K, where the

vibrationless electronic origin was observed in the two-photon excitation spectrum

between the vibronically-induced one-photon excitation and fluorescence origins

[57]. This measurement confirmed the assignment of the S1(2
1Ag) fluorescence of

octatetraene. Heimbrook et al. measured the emission and excitation spectra of

octatetraene in a supersonic jet and assigned the emission as the fluorescence from

the S2(1
1Bu) state [58].

Bouwman et al. observed the structured S2(1
1Bu) fluorescence and the broad

S1(2
1Ag) fluorescence in the emission spectra of all-s-trans octatetraene and

decatetraene (1,8-dimethyl-substituted octatetraene) in the static vapor phase

[59]. Later, Petek et al. reported similar emission for decatetraene vapor in super-

sonic molecular beams [60]. In order to reveal the relaxation processes of

decatetraene, the pressure and excitation-energy dependence of the S1 and S2
fluorescence were investigated in the vapor phase [61]. The pressure dependence

of the fluorescence yields of decatetraene vapor was interpreted in terms of a

relaxation model involving reversible internal conversion between S1 and S2 and

the vibrational relaxation in the S1 manifold. The reverse S1! S2 internal conver-

sion rate was shown to be significantly slower compared to the forward S2! S1
internal conversion rate [61]. That is, the S2 fluorescence can be regarded practi-

cally as prompt fluorescence without being accompanied by the reverse S1! S2
internal conversion for decatetraene. Fluorescence spectra of all-s-trans
decatetraene vapor following the excitation at different wavelengths are displayed

in Fig. 9.4.

All-s-trans-diphenylpolyenes are typical C2h model polyenes for which a num-

ber of spectroscopic data have been accumulated as described below. The emission

properties of diphenylpolyenes with different polyene chain-lengths are informa-

tive in considering the mechanism for occurrence of fluorescence from upper

excited states. Figure 9.5 shows fluorescence and absorption spectra of diphenyl-

polyenes with N ranging from 3 to 7 in CCl4 at room temperature. These diphenyl-

polyenes exhibit dual fluorescence from the S1(2
1Ag) and S2(1

1Bu) states in room

temperature solution [62], but the mechanism for the occurrence of the S2 fluores-

cence differs depending on N [63]. With shorter diphenylpolyenes (N¼ 3 and 4),

the S2 fluorescence occurs as the result of thermal population from the S1 state due

to small S1 – S2 energy separations, ΔE(S1 – S2), (~1000–2000 cm�1) [64–

69]. Thus, the relative intensity of S2 fluorescence increases with increasing tem-

perature for these shorter diphenylpolyenes. Although it was shown later that the

fluorescence spectrum of diphenylpolyene with N¼ 3 includes a fluorescence

contribution from the s-cis,s-trans conformer, which increases at higher excitation

energies and temperatures [70, 71], it did not influence the analyses of the S2/S1
fluorescence-intensity ratio of this molecule significantly [65]. On the other hand,

the S2 fluorescence of the longer diphenylpolyenes with N¼ 6 and 7 occurs as the

prompt emission due to the comparatively large ΔE(S1 – S2) values

(~3500–5000 cm�1). Thus, the relative S1/S2 fluorescence intensity ratio is almost

independent of temperature for diphenylpolyenes with N¼ 6 and 7 [63]. For the
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diphenylpolyene with N¼ 5, both of the thermally activated and prompt S2 fluo-

rescence emissions were observed depending on the conditions such as solvent

polarizability and temperature [63]. Therefore, the S2/S1 fluorescence quantum

yield ratio, ΦF(S2)/ΦF(S1), decreases with increasing N for diphenylpolyenes with

N¼ 3 ~ 5, but increases for diphenylpolyenes with N¼ 5 ~ 7, when the temperature

is kept constant (Fig. 9.6) [63, 72]. The ΔE(S1 – S2) dependence of the relative S2
fluorescence intensity was investigated in detail for the diphenylpolyene with N¼ 7

[73]. As previously mentioned, the ΔE(S1 – S2) value of linear polyenes depends

significantly on the solvent polarizability [74, 75]. The S2/S1 fluorescence intensity

ratio of the diphenylpolyene with N¼ 7 was shown to increase with increasing ΔE
(S1 – S2) values which are varied by changing the solvent polarizability. This

observation was interpreted in terms of “intensity borrowing mechanism” by S1
from S2 [73]. Hirata et al. have measured the S2! S1 internal conversion rate

constants for diphenylpolyenes with N¼ 3 ~ 8 in solution [76]. They have shown

that the internal conversion rate does not depend significantly on N, indicating that

the energy gap law for the S2! S1 internal conversion does not apply for diphenyl-

polyenes [76]. The diphenylpolyene with N¼ 2 (diphenylbutadiene) shows fluo-

rescence from S2(1
1Bu) in the static vapor phase at high total pressure in the

presence of buffer gas, but shows only the S1(2
1Ag) fluorescence in a jet

[77]. Since the ΔE(S1 – S2) value of the diphenylpolyene with N¼ 2 is only

1100 cm�1 in the vapor phase, the weak S1 fluorescence is considered to be masked

by the strong S2 fluorescence in the static vapor phase at high total pressure.

Further, it is suggested that the S1 state of the diphenylpolyene with N¼ 2 is

probably assigned to 21Ag in low polarizable solvents such as perfluoropentane at

S1 Fluorescence

S2 Fluorescence

15000
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288 nm

275 nm

265 nm
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Fig. 9.4 Fluorescence

spectra of pure 2,4,6,8-

decatetraene

[CH3(CH¼CH)4CH3] vapor

at 35 �C obtained by

excitation at different

wavelengths [61]
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room temperature and that the fluorescence occurs mainly from S2(1
1Bu) in such

solvents [78, 79]. The 11Bu fluorescence obtained by the two-photon excitation into

the 21Ag state also was observed for the diphenylpoyene with N¼ 2 in a low

polarizability solvent [80]. Diphenylpoyene with N¼ 3 shows only S1(2
1Ag) fluo-

rescence both in the static vapor phase and in a jet, while diphenylpoyenes with

N¼ 4 and 5 show weak S2(1
1Bu) fluorescence and stronger S1(2

1Ag) fluorescence

in the static vapor phase [63].

It is possible to invert the 21Ag and 1
1Bu levels for some diphenypolyenes and to

observe the full 11Bu fluorescence in sufficiently polarizable solvents (in this case,

the 11Bu state is S1). The full 11Bu fluorescence was observed for the

diphenylpoyene with N¼ 3 in a highly polarizable solvent at 77 K, although the

emission consists of dual fluorescence from the S1(2
1Ag) and S2(1

1Bu) states in

commonly used solvents such as hexane or benzene at temperatures near room

temperature, [81]. Fluorescence properties similar to those of diphenylpolyenes

were reported recently for unsymmetrically substituted polyenes,

α-methyl-ω-phenylpolyenes with N¼ 3 and 4 (Fig. 9.7) [82].

As the case of a rigid analogue of the diphenylpoyene with N¼ 3, all-s-trans
1,4-diindanylidenyl-2-butene exhibits weak thermally activated S2 fluorescence

only in low polarizability solvents along with strong S1 fluorescence

[83, 84]. The ΔE(S1 – S2) value of this molecule is smaller than that of diphenyl-

hexatriene, and the S1(2
1Ag) and S2(1

1Bu) energy levels are inverted when solvent

polarizability is increased.161 Weak thermally activated S2 (1
1Bu) fluorescence has

also been observed for derivatives of diphenylhexatriene and 1,3,5-

heptatrienylbenzene along with S1 fluorescence [64, 82, 85, 86]. In addition,

1-phenyl-4-(10-pyrenyl)-1,3-butadiene and isomers of 1-(10-naphthyl)-6-
phenylhexatriene are reported to show thermally-activated S2 fluorescence in

addition to stronger S1 fluorescence in room temperature solutions [87, 88].

All-s-trans dithienylpolyenes with N¼ 2 and 3 are also reported to show

thermally-activated S2 fluorescence in room temperature solution and in the static

vapor phase, although these polyenes possess rotational isomers depending on the

orientation of the two thienyl groups on the two edges of the polyene chain

[89, 90]. These rotational isomers were identified and separated by the emission,

excitation and hole-burning spectral measurements in a jet [91, 92].

Carotenoids are organic pigments that occur naturally in plants as well as in

some other light-harvesting organisms in photosynthesis. There are over 623 known

carotenoids. These can be split into two classes, xanthophylls which contain oxygen

and carotenes which are purely hydrocarbons containing no oxygen [93, 94]. Some

of these carotenoids can be extracted from natural sources such as carrot or spinach.

A number of carotenoids possess polyene structures with long polyene chain-

lengths. Emission properties of carotenoids have been intensively investigated,

mainly in conjunction with photosynthesis. The strong absorption band in the

visible region of carotenoids is caused by the allowed S0! S2(1
1Bu

+) transition,

the energy of which decreases as N increases.

β-Carotene is a typical carotenoid on which numerous spectroscopic studies

have been carried out. Emission from β-carotene consists mainly of fluorescence
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from the S2(1
1Bu

+) state, which was once thought to be the S1 state. With caroten-

oids possessing a long polyene chain such as β-carotene, it seems to be the S1
fluorescence that is anomalous, rather than the S2 fluorescence. The S1 fluorescence

of β-carotene was reported first by Bondarev and Knyukshto to appear only weakly
at the far red side of the S2 fluorescence in highly polarizable solvents

[95, 96]. Soon after, Anderson et al. reported the fluorescence spectrum from the

S1 (2
1Ag) state of β-carotene appearing at about 13,000 cm�1 [97]. Careful analyses

of the emission spectrum indicated that the S1 state of β-carotene is located at

14,100 cm�1 [98]. Ultrafast dynamics of the excited states of carotenoids were

reviewed by Polivka and Sundstroem in 2004 [99]. Extremely rapid decay times of

the S2 state ranging from 50 to 300 fs were reported for β-carotene as well as for

other carotenoids [99–105]. Recently, α-carotene was also shown to emit dual

fluorescence from the S1 and S2 states in highly polarizable solvents

[106]. Christensen et al. measured the absorption and fluorescence spectra of a

series of apo-carotenes with polyene double bonds N ranging from 5 to 11 in EPA at

77 K [107]. Apo- and diapo-carotenes with N ranging from 7 to 10 exhibit both S1
and S2 fluorescence, for which the relative S2 fluorescence intensity tends to

increase with increasing N [107]. In general, the S2/S1 fluorescence intensity ratio
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Fig. 9.7 Fluorescence and absorption spectra ofMPPnwith n¼ 1 ~ 4 in hexane at room temperature:

MPP1; β-methylstyrene,MPP2; α-methyl-ω-phenylbutadiene,MPP3; α-methyl-ω-phenylhexatriene,
MPP4; α-methyl-ω-phenyloctatetraene. MPP3 exhibits weak delayed S2 fluorescence [82]

224 T. Itoh



tends to increase with increasing N or with increasing ΔE(S2 – S1) energy gap,

which is achieved by changing the solvent polarizability. This tendency can be seen

for a number of different carotenoids [108–112]. Among a number of fluorescent

linear polyenes, the molecules possessing the longest polyene chain-length may be

decapreno-β-carotene (N¼ 15) and dodecapreno-β-carotene (N¼ 19) which show

only weak S2 fluorescence with the quantum yields of 10�4–10�5 [97]. However, S2
fluorescence spectral data are available for the N¼ 13 polyene (10,20-dihydro-
30,40,70,80-tetradehydrospheroidene) as the molecule having the longest polyene

chain-length [113].

It was predicted theoretically that there is a forbidden singlet excited state,

11Bu
�, in addition to the forbidden 21Ag

�(S1) state, located below the allowed

11Bu
+ state for polyenes with long polyene chain length (N> 9) [114, 115]. Later,

the presence of the 11Bu
�was indicated through the measurements of the resonance

Raman excitation profile and fluorescence spectra of carotenoids [116–118]. The

observed fluorescence was interpreted as a superposition of the three kinds of

fluorescence from S1(2
1Ag
�), S2(1

1Bu
�) and S3(1

1Bu
+), although the measured

fluorescence spectra are extremely weak and noisy [118]. More recently, Kosumi

et al. measured femto-second time-resolved absorption spectra of β-carotene homo-

logs with N¼ 7 ~ 15 [119, 120]. These spectra showed that the energy gap law for

the S2! S1 internal conversion applies for carotenoids with N less than 9, but the

reverse energy gap law applies for those with N greater than 11. The observed

reverse energy gap law was interpreted in terms of the presence of an excited state

located between the 21Ag
�, and 11Bu

+ states for carotenoids with N greater than

11 [120]. Frank et al. measured the absorption, fluorescence, excitation and time-

resolved absorption spectra of a series of spheroidenes with N ranging from 7 to

13 and showed that the S2 fluorescence quantum yield shows a maximum for

spheroidenes with N¼ 9, which then decreases with increasing N [113]. In any

case, carotenoids with large N value can be regarded as unique molecules in the

sense that these may exhibit triple fluorescence from S1, S2 and S3. The electronic

states of carotenoids were reviewed by Christensen in 1999 [121].

Although there is general agreement that several longer all-s-trans polyenes

show both S1 and S2 fluorescence, the situation of polyene spectroscopy is not as

simple as has been explained heretofore. Recently, it was suggested by Christensen

et al. that the reported fluorescence from the forbidden S1 state of carotenoids and

longer all-s-trans linear polyenes likely originates in part from the s-cis-conformer

which is possibly produced photochemically and that the S1 fluorescence of all-s-
trans polyenes is somewhat weak compared to that of s-cis conformer [122]. The

results presented by Christensen et al. may require a reinterpretation of the fluores-

cence obtained previously for all-s-trans conformers of long polyenes and caroten-

oids [122]. Further, the complexity of the spectroscopy of carotenoids also arises

from the observation that the S1 fluorescence spectra of all-s-trans conformers

resemble those of the s-cis conformers [122]. However, even in such a situation,

the observations that many of the longer polyenes, irrespective of which

regioisomer is present, show dual fluorescence from S1 and S2 seem to be still

valid at present.
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There are two distinct mechanisms for the occurrence of the S2 fluorescence for

all-s-trans linear polyenes. One is the thermally activated delayed S2 fluorescence

which occurs as a result of thermal activation from the S1 state and is observable

when the ΔE(S1 – S2) value is comparatively small (1000 ~ 2000 cm�1). The other
is the prompt S2 fluorescence which occurs as a result of the fast radiative process

from S2 competing with the fast S2! S1 internal conversion and is observable

when the ΔE(S1 – S2) value is large (over about 3000 cm�1). In the case of the

prompt S2 emission, there is a tendency for increasing S2/S1 fluorescence intensity

ratio with increasing N or ΔE(S1 – S2). This observation was interpreted in terms of

intensity borrowing by S1 from S2 and/or the energy gap law for the S2! S1
internal conversion rate [73, 109, 113, 123, 124]. In the case of the intensity-

borrowing mechanism, the S2/S1 fluorescence quantum yield ratio, ΦF(S2)/

ΦF(S1), increases with increasing ΔE(S1-S2) for a fixed molecular species, since

the S1 fluorescence intensity is expressed approximately by the form, f(S2)�V/ΔE
(S1-S2), where f(S2) is the oscillator strength for the S0! S2 transition and V is the

coupling constant between S1 and S2 [73, 123, 124]. Further, the energy gap law can

also explain the variation of ΦF(S2)/ΦF(S1) with increasing ΔE(S1-S2), since the

relative S2! S1 internal conversion rate tends to decrease with increasing ΔE(S1-
S2) [113, 120]. At present, a number of polyenes are known to show prompt S2
fluorescence emission that was once thought to be the conventional S1 fluorescence.

As mentioned above, the S2/S1 fluorescence intensity ratio tends to increase with

increasing polyene chain length. This tendency can be seen clearly when N is

changed successively for a series of polyenes, R-(CH¼CH)n–R [52, 97]. This

observation has been interpreted in terms of the energy gap law for the S2! S1
internal conversion in some cases [109, 113], but it cannot be explained simply by

the energy gap law [63, 125].

9.3 Mechanisms for the Appearance of Fluorescence from
Upper Excited States of Aromatic Molecules
and Linear Polyenes

Regarding to fluorescence from upper excited singlet states of aromatic molecules

and polyenes, there seem to be at least three intramolecular mechanisms for the

occurrence of the emission (Fig. 9.8). The fluorescence from the upper state occurs;

(i) through thermal population from the lower excited state, S1; (ii) through reverse

internal conversion from the lower singlet state under collision-free conditions

(in this case the upper and lower singlet states are mixing); (iii) directly from the

upper singlet state without involvement of the fluorescence component via reverse

internal conversion from the lower singlet state, i. e., prompt fluorescence. Mech-

anisms (i) and (ii) resemble each other, but in case (ii) the fluorescence originates

from unrelaxed vibronic levels of the excited state, e. g. S2*, and it disappears in

condensed phases or under high-pressure conditions where the collisional
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deactivation occurs effectively. Actually, when the rate of the forward internal

conversion S2*! S1* is much faster than that of the reverse internal conversion

S2* S1*, case (ii) corresponds to case (iii). In case (i) normally the relative

quantum yield of the S2 fluorescence tends to increase with decreasing the ΔE(S1
– S2) value, while in case (iii) the relative quantum yield of the S2 fluorescence

tends to decrease with decreasing ΔE(S1 – S2) due to the energy gap law for the

S2! S1 internal conversion. Further, in case (ii) the S2 fluorescence quantum yield

in the vapor phase tends to increase with decreasing pressure, while in case (iii) it is

almost invariant against pressure.

The S2 fluorescence of diphenylhexatriene, diphenyloctatetraene and 1,3,5-

heptatrienylbenzene as well as pyrene in solution corresponds to case (i). The ΔE
(S1 – S2) values of these molecules are normally less than 2000 cm�1 and the

oscillator strength of the S2 state is much larger than that of the S1 state. In case (i),

whether or not the S2 fluorescence is observable can be predicted using the

approximate relationship, ΦF(S2)/ΦF(S1)¼ kF2/kF1� exp[�ΔE(S1 – S2)/kBT],
where kF2 and kF1 are the intrinsic radiative rate constants of the upper (S2) and

lower states (S1), respectively, kB is the Boltzmann constant and T is the absolute

temperature. If the quantum yield ratio, ΦF(S2)/ΦF(S1), is lower than 10�2, it is
normally difficult to observe the fluorescence from the upper state. When kF2/
kF1¼ 200, ΔE(S1-S2)¼ 1500 cm�1 and T¼ 300 K, for example, the ΦF(S2)/

ΦF(S1) value is evaluated to be about 0.16. Thus, in such a case fluorescence

from the upper state can be detected. Diphenylbutadiene vapor exhibits S2 fluores-

cence at high total pressure in the presence of buffer gas, but shows only S1
fluorescence in a jet. The ΔE(S1 – S2) value of diphenylbutadiene vapor is about

1100 cm�1 with the kF2/kF1 value being estimated to be over 100. Therefore, the

observation that diphenylbutadiene exhibits only S2 fluorescence in the static vapor

phase at 100 �C seems to be reasonable, since the ΦF(S2)/ΦF(S1) value at this

temperature is evaluated to be over 1.5.

Fig. 9.8 Schemes showing the three intramolecular mechanisms for occurrence of S2 fluores-

cence. F1 and F2 represent S1 and S2 fluorescence, respectively
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S2 fluorescence of some of aromatic molecules of medium to large size such as

pyrene and benzanthracene in the vapor phase at low pressure corresponds to case

(ii). For these molecules, theΔE(S1 – S2) value is normally less than 4000 cm�1 and
the oscillator strength of the S2 state is much larger than that of S1. The excited-state

feature of case (ii) molecules is similar to that of the molecules of case (i), but the

mechanism of the occurrence of the fluorescence differs from (i), since the emission

from upper excited states is observable only under collision free conditions.

S2 fluorescence of polyenes with longer polyene chain lengths corresponds to

case (iii). For these molecules, the ΔE(S1 – S2) value is normally in the range

5000–10,000 cm�1 and the oscillator strength of the S2 state is much larger than that

of the S1 state. For example, the ΔE(S1 – S2) value of hexadecaheptaene is about

5500 cm�1. With azulene, mainly the S2 fluorescence has been observed, while the

quantum yields of the S1 and S2 fluorescence are almost the same for hexadeca-

heptaene in solution [124]. Spectroscopic studies of polyenes and carotenoids

demonstrated that the systematic increase in conjugation lengths results in the S2
fluorescence replacing the S1 fluorescence observed for short polyenes. The

increase of the S2/S1 fluorescence intensity ratio with increasing conjugation length

can be accounted for by the energy gap law and/or by the intensity borrowing

mechanism.

Even if a particular molecule satisfied the conditions that the emission from the

upper state can be observable, as mentioned above, it cannot be always said that the

molecule actually shows the emission from upper excited states. Whether or not the

emission from upper excited states is observable depends also on other factors such

as the stability of the molecule with respect to photon irradiation and relative rates

of the radiative and nonradiative processes. For example, even if a molecule

possesses a large ΔE(S1 – S2) value, it may be difficult to detect the S2 fluorescence

when the S2! S1 internal conversion rate is much faster than the radiative rate of

S2 by a factor of over 105. In this sense, the emission from upper excited states can

be considered as anomalous or rare and provide an opportunity to reveal the

dynamic behavior of the molecules in the excited states.
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Chapter 10

Developments in the Photonic Theory
of Fluorescence

Jamie M. Leeder, David S. Bradshaw, Mathew D. Williams,

and David L. Andrews

Abstract Conventional fluorescence commonly arises when excited molecules

relax to their ground electronic state, and most of the surplus energy dissipates in

the form of photon emission. The consolidation and full development of theory

based on this concept has paved the way for the discovery of several mechanistic

variants that can come into play with the involvement of laser input – most notably

the phenomenon of multiphoton-induced fluorescence. However, other effects can

become apparent when off-resonant laser input is applied during the lifetime of the

initial excited state. Examples include a recently identified scheme for laser-

controlled fluorescence. Other systems of interest are those in which fluorescence

is emitted from a set of two or more coupled nanoemitters. This chapter develops a

quantum theoretical outlook to identify and describe these processes, leading to a

discussion of potential applications ranging from all-optical switching to the gen-

eration of optical vortices.

Keywords Multiphoton process • Anisotropy • Nonlinear optics • Optical vortex •

All-optical switch

10.1 Introduction

Fluorescence is a form of luminescence whose measurement is widely employed in

optical devices, microscopy imaging, biology and medical research. The basic

theory describing fluorescence emission from individual molecules is extremely

well-established. It centres upon the release of a photon from an excited molecule

as it relaxes in a transition that is spin-allowed, and usually electric dipole-allowed,

to a lower electronic state; this follows an initial electronic excitation, and usually

some intervening vibrational relaxation. Delving more deeply into this model, the

underlying quantum theory offers us additional physical insights into single- and

multi-photon fluorescence. It also enables the prediction of several other novel,

fluorescence-related processes, potentially leading to the production of useful
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devices and applications across the sciences. This chapter offers a look at the latest

developments in the photonic theory of fluorescence.

The structure of this work is as follows. Section 10.2 first affords a brief outline

of the fundamental formalism utilized throughout this chapter, working up from

quantum amplitudes to expressions for measurable rates of fluorescence, cast in

terms that can duly elicit photonic attributes of the processes they describe. This

section provides a basis for understanding the connection and common ground

between the most familiar form of fluorescence, and the newer processes. It also

includes a summary of the way in which the theory can be developed as a two-state

model, whenever optical response is dominated by just the excited and ground

electronic levels. Successive sections address recent research on specific applica-

tions. Section 10.3 discusses advances in the theory of multiphoton fluorescence,

casting expressions for the output signals in terms of the associated electric

polarization and molecular transition moment properties. Results established by

means of an isotropic orientational average determine the fluorescence response of

a fully disordered molecular environment – a complete system, or micro-domains

within a complete system – also revealing one means by which multiphoton

imaging can be further developed to monitor and quantify variations in chromo-

phore orientation. Section 10.4 explores the development of ‘laser-controlled
fluorescence’, a process whereby the rate of fluorescent emission is modified by

an off-resonant probe beam of sufficient intensity. Associated changes in fluores-

cence behaviour afford new, chemically-specific information and a potential for

novel technological applications through all-optical switching. Finally, in

Sect. 10.5, theoretical developments in the field of multi-emitter fluorescence are

described. Following a focus on the quantum mechanisms that operate between a

pair of electromagnetically coupled nanoantenna emitters, attention is then given to

designer systems based on an arrangement of molecular nanoemitters – which can

be used as a basis for the generation of optical vortex radiation. Simple illustrations

of the topics to be discussed in Sects. 10.3, 10.4 and 10.5 are shown in Fig. 10.1 The

chapter concludes in Sect. 10.6 with a Discussion.

10.2 Photonic Theory of Fluorescence

In any molecular system that exhibits fluorescence, the primary stage – associated

with the absorption of input radiation – is the electronic excitation of individual

chromophores. Typically, ultrafast intramolecular vibrational redistribution pro-

duces a degree of immediate relaxation that results in a partial degradation of the

acquired energy, with subsequent fluorescence occurring from the lowest level of

the electronic excited state. For present purposes, assuming the validity of a Born-

Oppenheimer separation of wavefunctions, we can focus on the character of these

electronic transitions, since it is these that primarily determine the energetics and

selection rules. The corresponding vibrational energies are generally small com-

pared to the difference in electronic energy states: their impact on the fluorescence
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transition, although important, principally features in the linewidth, determined by

Franck-Condon factors.

With these considerations, the following representation of theory can now be

built on the basis of parameters delivered by a quantum framework for both the

radiation and the matter. Specifically, these will essentially be the quantum ampli-

tudes (strictly ‘matrix elements’, MFI, as they are in principle derivable for any

specified pair of states) for the initial excitation and for the fluorescent decay, duly

representing the input and output photons as quanta of the radiation field. Assuming

that the energy associated with the strength of coupling between matter and

radiation is far less than any molecular bond energy, such matrix elements which

characterize the transition between initial and final system states, |Ii and |Fi
respectively, are typically derived through time-ordered perturbation theory

[1]. Such a perturbation is formally cast as an infinite, converging series, i.e.:

MFI ξð Þ ¼
X1
n¼1

Fh jHint ξð Þ T0Hint ξð Þð Þn�1 Ij i; ð10:1Þ

where ξ represents a molecule or chromophore label, T0¼ (EI�H0)
�1 (in which EI

is the energy of the initial state and H0 is the Hamiltonian for an unperturbed

system), and Hint(ξ) is the interaction Hamiltonian whose operation defines the

system perturbation. The development of Eq. (10.1) usually involves implementa-

tion of the completeness relation
X

R
Rj i Rh j ¼ 1 etc., so that the expression

becomes;

MFI ¼ Fh jHint Ij i þ
X
R

Fh jHint Rj i Rh jHint Ij i
EI � ERð Þ þ

X
R, S

Fh jHint Sj i Sh jHint Rj i Rh jHint Ij i
EI � ERð Þ EI � ESð Þ

þ
X
R, S, T

Fh jHint Tj i Th jHint Sj i Sh jHint Rj i Rh jHint Ij i
EI � ERð Þ EI � ESð Þ EI � ETð Þ þ . . . ;

ð10:2Þ

where the intermediate system states are given by |Ri, |Si, |Ti. . . and EN is the

energy of the state denoted by its subscript; the leading non-zero term for a process

Fig. 10.1 Variations on molecular fluorescence: (a) Multiphoton fluorescence; (b) Laser-

controlled fluorescence; (c) Fluorescence from coupled nanoemitters
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involving n photons is generally the nth term. The interaction Hamiltonian is

explicitly expressed in the following form, featuring μi(ξ) as a component of the

electric dipole operator:

Hint ξð Þ ¼ �ε�1
0 μi ξð Þ � d⊥i Rξð Þ; ð10:3Þ

using the convention of summation over repeated Cartesian subscripts. Here, the

contributions of magnetic and higher-order transition moments are legitimately

ignored; the contribution from both are typically insignificant under conditions in

which the molecular dimensions are significantly smaller than the optical wave-

length. The transverse electric displacement field operator d⊥i Rξð Þ at position Rξ

acts upon the radiation system states within the arbitrary quantization volume V as:

d⊥i Rξð Þ ¼
X
p, η

hc pε0
2V

� �1
2

i ei
ηð Þ pð Þa ηð Þ pð Þexp ip:Rξð Þ

h
�ei

ηð Þ pð Þa{ ηð Þ pð Þexp �ip:Rξð Þ
i
;

ð10:4Þ

where ei
(η) is the unit electric polarization vector, with an overbar denoting its

complex conjugate. The electric field operator is linear in both a and a{, which are

the optical mode annihilation and creation operators, respectively, for a mode (p,

η); hence each operation of d⊥i Rξð Þ is responsible for either the creation or

annihilation of a single photon. The parameter n in Eq. (10.1) defines the order of

the matrix element with respect toHint(ξ), therefore effectively being determined by

the number of matter-radiation interactions that occur within a given optical

process. In order to exact results amenable to practical verification, it is common

practice to report results in a form based on a measurable experimental observable.

Throughout this review a commonly deployed methodology is utilized through

application of Fermi’s Golden Rule:

Γ ¼ 2πρF
h

MFIj j2
D E

: ð10:5Þ

In this expression, Г is the rate observable, proportional to the modulus square of

the relevant matrix element, while on the right-hand side ρF represents a density of

final system states defined as the number of molecular levels per unit energy

associated with |Fi; the angular brackets here denote an orientational average to

be effected for a system of randomly oriented molecules, as in the liquid phase

[2]. Moreover, when the initial excitation is the rate-determining step (as is usually

the case), then an effective rate can be cast in terms of an average for the product of

matrix element quadratic terms for the excitation and fluorescent emission.

Equation (10.2) is often modified by the introduction of a simplifying assump-

tion, to describe the optical response of a model system with just two electronic

states (although, when applied to some other kinds of optical interaction, this

common simplification can produce significantly misleading predictions) [3]. In
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the context of fluorescence, it is in most cases entirely defensible to consider only

the ground and lowest excited states, i.e. employ the two-state model [4–18], since

Kasha’s rule states that fluorescence only occurs in appreciable yield from the

lowest electronic excited state – although it cannot be presumed that the state from

which the fluorescence decay occurs is necessarily the same as the state initially

populated by photoexcitation. Upon application of such a two-state strategy, the

quantum completeness identity becomes;

1 ¼
X
R

Rj i Rh j�
X
ρ, r

ρradj i rmolj i rmolh j ρradh j ¼ 1rad � 0j i 0h j þ αj i αh jð Þ : ð10:6Þ

where the system state is decomposed into radiation and molecular states, the latter

involving only a ground state |0i and a first excited state |αi. Limiting any inter-

mediate molecular states to just |0i and |αi restricts the number of transition

sequences from the excited to ground molecular states. In complex interactions,

each sequence generates a combined sequence of transition electric dipole

moments, such as μ0α and μα0, in combination with the static dipole moments of

the ground and excited energy levels, μ00 and μαα respectively. It can be legiti-

mately assumed that the former transition electric moments are real (as is always

possible, given a suitable choice of basis set for the molecular wavefunctions) and

therefore equal, by virtue of the Hermiticity of the dipole operator. Detailed

analysis reveals that the dependence on static moments emerges only in terms of

their vector difference. With the benefit of an algorithmic method, the following

prescription, μαα ! μαα � μ00 ¼ d ; μ00 ! 0 can be adopted [19], whose general

validity has been proven to rest on a canonical transformation of the quantum

interaction operator [20]. Applying this protocol requires application of an associ-

ated rule: any transitional mechanism that connects the initial and final system

states (here, for the emission process) through a ground state static dipole is

discarded.

10.3 Multiphoton Fluorescence

In laser-based studies of fluorescence, it is well-known that polarization features of

the emission convey rich information on structural details of the sample, particu-

larly in condensed phase molecular media. For example, detailed information can

be secured on the degree of chromophore orientational order through polarization-

resolved measurements [21, 22]. Numerous studies have focused on confined,

highly ordered materials where the chromophores are held in crystalline structures

[23–25], or else samples such as cell membranes, molecular films or fibers, where

they are less rigidly bound to a physical matrix [26, 27]. In such instances, the

rotational freedom of the targeted species is commonly restricted, enforcing a

degree of orientational order relative to the external structure. Whereas

polarization-derived information is often restricted to two spatial dimensions, the
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determination of three-dimensional orientation can also be explored [28]. Further

investigations have extended the scope of such studies into the single-molecule

regime, to elucidate information that is obscured in ensemble studies [29–31].

This section assesses the output signal resulting from multiphoton induced

fluorescence, the application of which is highly prevalent in modern research

owing primarily to the technique’s unparalleled ability to deliver high-resolution,

three dimensional imaging of heterogeneous samples. In general terms, the capture

of high quality images aids the investigation of chemically specific information,

since fluorescence intensity distributions allow the determination of the relative

location, concentration and structure of specific molecular species in situ [32–

34]. However, the attendant advantages offered by multiphoton methods include

further features that have as yet received surprisingly little attention. In this respect

it shall be shown that multiphoton imaging has a potential for further development

as a diagnostic tool, to selectively discriminate micro-domains within a sample that

exhibit a degree of orientational correlation. Any such technique could then equally

monitor dynamical changes in this localized order, perhaps resulting from a chem-

ical interaction, or acting in response to an externally applied stimulus.

The theory that follows duly provides a means of interrogating the extent of

correlation between the transition moments associated with the process of fluores-

cence, namely those responsible for photon absorption and emission. Specific

attention is given to the extent to which fluorescence retains a directionality of

polarization from the initial excitation. To approach such issues involved in

multiphoton processes, it is appropriate to begin with a representation of the optical

process in its entirety, subsuming both the multi-photon absorption of laser input

and the emission of fluorescent radiation. The output optical signal, I
ðnÞ
flu (ϕ), is thus

introduced as a function of the experimentally controllable angle between the

polarization vector of the incident light and the resolved polarization of the emis-

sion, ϕ:

I
nð Þ
flu ϕð Þ ¼ K nð ÞX

ξ

M
nð Þ
ν0 ξð Þ

��� ���2 M0α ξð Þj j2
� �

: ð10:7Þ

The signal separates matrix elements for nth order multiphoton absorption and

single-photon emission,M
ðnÞ
ν0 (ξ) andM0α(ξ) respectively. The possibility for excited

state processes such as internal conversion, hindered rotation, rotational diffusion,

intramolecular energy transfer etc. are accommodated through the adoption of

labels 0 and ν to denote the molecular ground and initially excited energy levels,

and α for the level from which emission occurs. The fluorescence signal in

Eq. (10.7) is thus portrayed in terms of the physically separable efficiencies of the

absorption and emission processes; the constant of proportionality K(n) is itself

dependent on experimental parameters including the nth power of the mean irradi-

ance delivered by the input laser beam, and also the corresponding degree of nth
order coherence [35]. Angular brackets once again denote implementation of an

orientation average, providing for the likely case in which the transition moments
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associated with multiphoton absorption and single photon emission are randomly

oriented relative to the propagation vector of the input. If rotational diffusion during

the excited state lifetime is significant, then the orientational average itself decou-

ples into separate averages for the excitation and decay processes. To determine the

results for one-, two- and three-photon induced fluorescence, the form of all

associated matrix elements is required. Each is derived by standard methods; the

underlying principles are introduced in a detailed description of single-photon

induced fluorescence that directly follows.

10.3.1 One-Photon Induced Fluorescence

As indicated above, the theory for the process of single-photon induced fluores-

cence is characterized by the development of two distinct matter-radiation interac-

tions: the first describes the optical excitation of a chromophore by single-photon

absorption; the second entails molecular relaxation and photon emission that

returns the chromophore to its ground electronic state. Addressing first the former

process, the matrix element for single photon absorption is derived by substitution

of Eq. (10.3) into (10.1) where n¼ 1:

M
1ð Þ
ν0 ξð Þ ¼ �i

qhcp
2ε0V

� �1
2

ei
ηð Þμi

ν0exp ip � Rξð Þ: ð10:8Þ

The level of intensity of the input mode is such it conveys q photons within a

quantization volume V that is assumed to enclose the absorbing chromophore. By

comparison, the matrix element for the process of photon emission, which engages

electronic decay of the excited chromophore and the creation of a single photon into

the vacuum radiation field, is expressed as:

M0α ξð Þ ¼ i
hc p

0

2ε0V

� �1
2

ei
η
0ð Þμi0αexp �ip

0 � Rξ

� �
: ð10:9Þ

Here, prime labels have been utilized to distinguish the wave-vector and polariza-

tion of the output fluorescence from corresponding properties of the input beam. By

substituting the matrix elements for both absorption and emission into Eq. (10.7), a

complete expression for the signal output emerges:

I
1ð Þ
flu ϕð Þ ¼

X
ξ

K 1ð Þ Si jSklTi jTkl

	 

; ð10:10Þ

where the square modulus of Eqs. (10.8) and (10.9) have been employed, and the

products of scalar parameters within the parentheses of each matrix element are

incorporated into the proportionality constant K(1). For ease of notation, the
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orientation-dependent products of the unit electric polarization vectors, and those of

the molecular transition moments, are each incorporated into second rank tensors

where specifically Sij and Si j denote ei
ηð Þe j

η
0ð Þ and ei

ηð Þe j
η
0ð Þ: Likewise, the

molecular transition moment products described by Tij and Ti j correspond to

μi
ν0μ0αj and μi

ν0μ0αj . Here, and in all subsequent applications of this notation, the

last index in the electric polarization and molecular transition tensors relates to the

photon emission. Equation (10.10) thus expresses a result that embraces the angular

disposition of the chromophore transition moments with respect to the input and

output polarization vectors. In a rigidly oriented system, forgoing the orientational

average, the result would thus exhibit a dependence on cos2ηcos2θ, where η is the

angle between the absorption moment and the input polarization, and θ is that

between the emission moment and the fluorescence polarization.

10.3.2 Multiphoton Induced Fluorescence

Having derived the matrix element for one-photon emission, the fluorescence signal

for multiphoton processes now requires expressions that account for the concerted

absorption of two or more photons. First addressing the specific case of two-photon
absorption, the associated matrix element entails a progression through an inter-

mediate system state in which one photon is annihilated and the chromophore,

lacking a resonant level to match the photon energy, is accordingly in a transient

superposition of virtual molecular states. Any such energy non-conserving state can

be sustained only as long as is allowed by the time-energy uncertainty principle –

necessary summation is made over all possible intermediate states, as required by

quantum principles. The full matrix element is thus developed by substitution of

Eqs. (10.3) and (10.4) into Eq. (10.1) where n¼ 2 such that:

M
2ð Þ
ν0 ξð Þ ¼ q

1=2
2 hc p
2ε0V

 !
ei

ηð Þe j
ηð Þαν0i jð Þ : ð10:11Þ

Here, the quantization volume initially contains the chromophore and two photons

of the incident radiation; the factor of q
1=2
2 � q q� 1ð Þ½ �1=2 correspondingly arises

from the successive operations of the photon annihilation operator. The above

expression exploits the symmetry of the electric polarisation terms ei
(η)ej

(η) with

respect to exchange of the indices i and j. The second rank molecular response

tensor αν0ðijÞ is duly defined as:

αν0i jð Þ ¼ �1

2

X
r

Er0 � hc pð Þ�1 μνri μ
r0
j þ μνrj μ

r0
i

� �
; ð10:12Þ
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where Ers¼Er�Es is an energy difference between molecular states. The two

dipole product contributions in the above expression relate to each of the possible

time-orderings in which the two, indistinguishable input photons can be annihi-

lated; the factor of 1
2
is introduced to preclude over-counting, and bracketed

subscripts denote symmetry with respect to interchange of the enclosed indices.

In cases where the electronic level accessed by two-photon absorption equates to

that from which subsequent radiative decay occurs, i.e. ν¼ α, it is prudent to allow

the two-level approximation for the two-photon absorbing chromophore [36]. The

tensor that determines the two-photon absorption properties of such a system then

reduces to a form that features both static and transition dipoles, the former

expressed as a shift in dipole moment that accompanies the transition:

αα0 TLAð Þ
i jð Þ ¼ �1

2
Eα0 � hc pð Þ�1 diμ

α0
j þ d jμ

α0
i

� �
: ð10:13Þ

By combining Eqs. (10.9) and (10.11), the following expression represents the

output signal resulting from two-photon induced fluorescence:

I
2ð Þ
flu ϕð Þ ¼

X
ξ

K 2ð Þ S i jð ÞkS lmð ÞnT i jð ÞkT lmð Þn
	 


; ð10:14Þ

Here, the electric vector and molecular transition moment products are expressed as

third rank tensors such that S(ij)k and S i jð Þk correspond to ei
ηð Þe j

ηð Þek η
0ð Þ and

ei
ηð Þe j

ηð Þek η
0ð Þ, whilst T(ij)k and T i jð Þk signify αν0ðijÞμ

0α
k and αν0i jð Þμ

0α
k respectively. In

this case, for an oriented sample, the dependence on emission angle is again cos2θ.
However the dependence on input polarization is considerably more intricate, being

determined by a weighted combination of cos2 functions for each angle between the

input polarization vector and one of a number of transition moments, i.e. μνr, μr0,

for each level r.
For three-photon induced fluorescence, the transition between the ground and

excited state of the chromophore, which requires the concerted absorption of an

additional photon, progresses through two distinct virtual intermediate states.

Substitution of Eqs. (10.3) and (10.4) into (10.1) where n¼ 3 yields the following

matrix element cast in terms of a third rank molecular response tensor βν0ðijkÞ:

M
3ð Þ
ν0 ξð Þ ¼ �q

1=2
3 i

hc p
2ε0V

� �3
2

ei
ηð Þe j

ηð Þek ηð Þβν0i jkð Þ: ð10:15Þ

As with the case of second rank tensor used to describe two-photon absorption, βν0ðijkÞ
features a sum of dipole product contributions that account for all possible time-

orderings of the identical input photons. Including a factor of 1
6
, again to offset over-

counting, this third-rank molecular response tensor is defined thus:

10 Developments in the Photonic Theory of Fluorescence 243



βν0i jkð Þ ¼
1

6

X
r, s

Er0 � hc pð Þ Es0 � 2hc pð Þ½ ��1

μνsi μ
sr
j μ

r0
k þ μνsi μ

sr
k μ

r0
j þ μνsj μ

sr
i μr0k

�
þμνsj μ

sr
k μ

r0
i þ μνsk μ

sr
i μ

r0
j þ μνsk μ

sr
j μ

r0
i

�
:

ð10:16Þ

As with two-photon absorption, it is again expedient to re-express this general

three-photon tensor in a more specific two-level form:

βα0i jkð Þ ¼
1

3
Eα0 � hc pð Þ�1 Eα0 � 2hc pð Þ�1 μα0i d jdk þ μα0j dkd j þ μα0k didk

� �h
� 2hc pð Þ�1 μα0i μ0αj μ

α0
k þ μα0i μ0αk μα0j þ μα0j μ

0α
i μα0k

� �i
:

ð10:17Þ

The fluorescence signal due to three-photon excitation can now be represented as:

I
3ð Þ
flu ϕð Þ ¼

X
ξ

K 3ð Þ S i jkð ÞlS mnoð Þ pT i jkð ÞlT mnoð Þ p
	 


; ð10:18Þ

The electric polarization and molecular transition moments are described in terms

of fourth rank tensors, where S(ijk)l and S i jkð Þl respectively represent ei
ηð Þe j

ηð Þek ηð Þ

e
η
0ð Þ

l and ei
ηð Þe j

ηð Þek ηð Þe
η
0ð Þ

l , whilst T(ijk)l and T i jkð Þl correspond to βν0ðijkÞμ
0α
l and

β
ν0
i jkð Þμ

0α
l , the final index of each again being associated with the one-photon

emission. The orientation relative to the input polarization again depends on a

multitude of angles, corresponding in this case to the orientations of the transition

moments μνs, μsr, μr0, summed over states r and s.

10.3.3 Freely Tumbling Molecules

The general results presented so far for the fluorescence output in one-, two- and

three-photon induced systems are applicable to systems in which the responsible

chromophores have arbitrary orientations with respect to experimentally deter-

mined input and detection configurations. As such, the derived expressions are

already directly applicable to all ordered samples in which individual chromo-

phores are held in a fixed orientation. To address disordered systems it is expedient

to secure corresponding results for an opposite extreme – systems of completely

random dipole orientation, which represents a set of freely tumbling molecules. To

this end, the above results can be subjected to an established, integration free,

orientational averaging protocol utilizing isotropic tensors [37–39].

Beginning with the signal for one-photon induced fluorescence, Eq. (10.10)

exhibits a sum over four separate Cartesian indices. By first uncoupling the molec-

ular and radiation components of the system – achieved by assigning the former to a
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molecule-fixed frame of reference and the latter to a laboratory-fixed equivalent –

and then performing a fourth-rank average, tensor contractions are effected. All of

the ensuing results are then expressible in terms of scalar products between input

and output polarization components. In the commonly utilized deployment of

plane-polarized input laser light, the polarization vectors are real and the scalar

product of any two is concisely summarized by:

e
ð�ÞðηÞ � e

ð�Þðη0Þ ¼ δηη0 þ 1� δηη0
� �

cosϕ ; ð10:19Þ

where ϕ is the angle between the input and output polarization vectors. The final

result for the orientationally averaged fluorescence output emerges in terms of ϕ as;

I
1ð Þ
flu ϕð Þ ¼ K 1ð Þ

30
TλλTμμ þ TλμTμλ

� �
3 cos 2ϕ� 1
� � � 2TλμTλμ

� �
cos 2ϕ� 2
� ��

;

ð10:20Þ

involving three molecular invariants, TλλTμμ, TλμTμλ and TλμTλμ – whose form and

means of characterization, using linear and circular polarizations, were first iden-

tified in pioneering work by McClain [40, 41]. For this case of one-photon induced

fluorescence, it is further possible to express the molecular tensors in Eq. (10.20)

relative to the magnitude of the molecular transition moments μν0 and μ0α, and the

angle between them, β, such that:

I
1ð Þ
flu ϕ½ �; β½ �ð Þ ¼ K 1ð Þ μν0

�� ��2 μ0α
�� ��2

30
3 cos 2ϕ� 1
� �

2 cos 2β
� � �2 cos 2ϕ� 2

� ��
;

ð10:21Þ

where the identities TλλTμμ ¼ TλμTμλ ¼ μν0
�� ��2 μ0α

�� ��2 cos 2β, and TλμTλμ ¼ μν0
�� ��2

μ0α
�� ��2 apply. Resolving Eq. (10.21) for fluorescence components parallel or per-

pendicular to the input polarization leads to the familiar degree of fluorescence
anisotropy for a randomly oriented sample [21, 22].

To resolve the corresponding anisotropy equations for two- and three-photon

induced fluorescence invokes identical methods based on sixth- and eighth-rank

averages [42], respectively. From a detailed analysis of the results, it emerges that

the equations determining the multiphoton fluorescence response prove expressible

in a relatively simple, generic form:

I
nð Þ
flu ϕð Þ ¼ K nð Þ Λ nð Þ 3 cos 2ϕ� 1

� �� ϒ nð Þ n cos 2ϕ� nþ 1ð Þ� �h i
; ð10:22Þ

with both Λ(n) and ϒ(n) each representable as a sum of distinct molecular invariants.

While the detailed form of such invariants is reported elsewhere [43], it should be

noted that an inherent summation in each over accessible virtual intermediate states
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precludes the possibility of further simplifying the above result by attempting to

factorize out the absorption and emission transition moments, as was achieved for

Eq. (10.21), without introducing further assumptions that would compromise the

generality of the outcome.

These generic results represent tools that can be applied in the analysis of

polarization-determined features in two- and three-photon fluorescence from sam-

ples of considerable molecular complexity. By determining how either type of

multiphoton-induced fluorescence signal responds to the orientation of a polarizer,

it is in principle possible to distinguish and quantify any departure from local

orientational order or disorder within a bulk sample. Key to this discrimination is

the difference in angular disposition of the fluorescence polarization. In samples

whose chromophores are rigidly oriented, the fluorescence signal from an ensemble

with common orientation takes the form of a cos2 distribution with respect to the

angle θ between the emission moment and the resolved polarization. On rotation of

the polarizer through 180� there will be an angle at which the signal is extinguished
– both for single- and multi-photon induced fluorescence. However, as will be

shown, the behaviour from a randomly oriented sample is in general distinctively

different.

To proceed, it is helpful to cast the general result that determines the multiphoton

fluorescence signal, in the following form:

I
nð Þ
flu ϕð Þ ¼ K

0 nð Þ
nþ 1� yþ 3y� nð Þ cos 2ϕ �

; ð10:23Þ

where K
0 nð Þ ¼ K nð Þϒ nð Þ, y ¼ Λ nð Þ=ϒ nð Þ. The latter parameter is a scalar that charac-

terizes the relative values of the molecular invariant groupings in Eq. (10.22).

Although the precise value of y will depend on the component values of the

transition tensors, it can be shown that it is positive and limited to an upper

bound of (n+ 1). Figure 10.2 exhibits the functional form of the fluorescence

�

�.�

�

�.�

�

� �.�p �.�p �.�p �.�p �.�p
f

Fig. 10.2 Angular disposition of polarization in fluorescence produced by single-photon absorp-

tion (n¼ 1): blue (dotted) curve 3y/n¼ 0.1; red (dashed) curve 3y/n¼ 1; black (solid) curve 3y/
n¼ 3
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polarization, for single-photon induced fluorescence, over the range 0 � ϕ � π=2ð Þ
– results of identical form but different scale have also been recorded for the

multiphoton processes. Each graph shows the behavior for different values of y;
the “magic angle condition” represented as the point at which the curves for all

different values of y intersect. The curve for 3y/n¼ 0.1, for example, represents an

extreme condition, Λ nð Þ 	 ϒ nð Þ, characterized by strongly depolarized emission.

On the other hand the case 3y/n¼ 1.0 is of special interest because the fluorescence

proves to be independent of the resolving polarization, thus representing a condition

under which the fluorescence produced through the concerted absorption of any

number of photons becomes completely unpolarized.

Results for 3y/n¼ 3.0 are perhaps the most interesting, being indicative of the

statistically most likely outcome. This condition arises when, within the general

result, all featured molecular invariants are of approximately equal value. It is

remarkable that this condition leads in every case toΛ nð Þ=ϒ nð Þ ¼ y ¼ n. Here, there

is a strong retention of polarization, the corresponding emission anisotropies r

¼ Ik � I⊥
� �

= Ik þ 2I⊥
� �

proving to conform to the simple formula

r ¼ 2n= 2nþ 3ð Þ and yielding the following specific values: (i) n¼ 1; r¼ 2/

5¼ 0.4, the familiar one-photon result [21]; also (ii) for two-photon excitation,

n¼ 2; r¼ 4/7¼ 0.57; (iii) for the three-photon case n¼ 3; r¼ 6/9¼ 0.67. These

limiting results are in precise agreement with the values that arise specifically when

all transition moments are considered parallel, a special case originally considered

and reported by Lakowicz et al. [44]

The correlation serves to verify a limiting case of the present, more general

results – but it is also notable that the conditions under which such behavior arises

are not only associated with parallel transition moments. The same observations

will result, for example, if all of the molecular transition tensor elements have

similar values. In conclusion, the considered cases all satisfy the condition that the

ratio of maximum and minimum fluorescence intensities I
ðnÞ
min/I

ðnÞ
max lies in the interval

[0, 1/(2n+ 1)]. It is worth recalling that rotation of the resolving polarizer can

entirely extinguish the fluorescence from an orientationally perfectly ordered sam-

ple or domain. This suggests that in a general case the measured value of I
ðnÞ
min/I

ðnÞ
max

registered against the scale [0, 1/(2n+ 1)] should represent a robust, easily deter-

mined single-value indicator of the degree of disorder in fluorescence produced by

n-photon excitation.

10.4 Laser-Controlled Fluorescence

Using the same quantum formalism, a completely novel development in relation to

fluorescence is now to be discussed. Its background is the well-known fact that the

throughput of a laser beam into a photo-activated system may produce stimulated
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emission when the laser frequency matches the fluorescence energy – a phenome-

non that has found analytical applications, for example, in the recently Nobel Prize

winning technique of stimulated emission depletion spectroscopy [45–51]. How-

ever, outside of stimulated emission, it has further emerged that a moderately

intense, off-resonant laser beam may significantly alter the rate and intensity of

fluorescence [52–55]. Under these circumstances, the probe laser essentially con-

fers optical nonlinearity onto the fluorescent emission – and consequently, each

excited-state lifetime is appreciably modified. One may draw analogies with the

well-known enhancement of optical emission through its coupling with a plasmonic

surface [56–65]. However, this novel development modifies spontaneous fluores-

cent emission through direct interaction with the oscillating electric field of

throughput radiation, without the presence of any surface. With initial estimates

suggesting that conventional fluorescence lifetimes could be reduced by 10 % or

more [53], for input beam intensities in the 1015 W m-2 range, such a prospect is

readily amenable to measurement with modulation-based instrumentation – and it

also affords a new means of exerting control over the fluorescence process.

In the following summary of theory, the effects of laser-controlled emission on

fluorescence anisotropy are determined for a system of randomly oriented chromo-

phores. It is also shown that a two-level formulation of theory leads to relatively

tractable expressions with a broad validity extending from quantum dots [11, 12,

14] to fluorescent proteins [13, 15–18] – indeed any material whose emission

spectrum is dominated by one excited electronic state. A limiting case is then

considered in which fluorescence arises solely through activation by the off-

resonant input. First, outside of these two-level considerations, the mechanism of

laser-controlled fluorescence is to be more fully described.

10.4.1 The Mechanism

We first return to the well-established tenet that the theory of single-photon

emission from any individual chromophore, since it involves a single matter-

radiation interaction, is cast in terms of first-order time-dependent perturbation

theory. In cases where no other light is present – as is the case in normal experi-

ments, once the radiation responsible for initial electronic excitation has traversed

the system – then higher order (odd-rank) perturbation terms are insignificant, and

only denote self-energy corrections. However, higher-order interactions of much

greater significance can occur on the application of an off-resonant probe laser, i.e.
a beam whose wavelength lies within a transparent region of the chromophore.

Although no net absorption or stimulated emission of the beam then occurs, elastic

forward-scattering events are present – namely, photons are annihilated and created

into the same radiation mode (the latter photon emerging as if unchanged from the

former). Through nonlinear coupling, such events may directly engage with the

fluorescent emission in a mechanism comprising three concerted matter-radiation
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interactions (Fig. 10.3), i.e. a process that has to be described using third-order

perturbation theory. In passing, it is noteworthy that the off-resonant probe beam

produces similar effects in connection with resonance energy transfer [66–68].

The intensity of fluorescence I0(Ω0) (or power per unit solid angle) is determined

by multiplying the Fermi Rule of Eq. (10.5) by the energy of a fluorescent photon,

hω
0�hck

0
[69, 70], and it signifies the single-molecule fluorescence signal that

follows relaxation from the relevant excited state. By including laser-controlled

fluorescence, the net intensity is found from I
0 Ω

0� �
dΩ

0 ¼ 2πρck
0
M

1ð Þ
flu þM

3ð Þ
flu

��� ���2,
where M

ð1Þ
flu and M

ð3Þ
flu are the quantum amplitudes for first- and third-order

fluorescent processes, respectively, and the density of radiation states is

ρ ¼ k
02
V=8π3hc

� �
dΩ

0
. As determined elsewhere [53], the following general result

is derived from this Fermi-related expression;

I
0 Ω

0� � ¼ ck
04

8π2ε0

 !
e
0
ie

0
jμ

0α
i μ0αj þ I=cε0ð Þeie je

0
ke

0
lχ

0α
i jk ω

0
;�ω,ω

� �
μ0αl

h
þ I2=4c2ε20
� �

eie je
0
keleme

0
nχ

0α
i jk ω

0
;�ω,ω

� �
χ0αlmn ω

0
;�ω,ω

� �i
;

ð10:24Þ

where I is the irradiance of the laser probe, and e now represents the polarization

vector of the probe, off-resonant photons with energy hck. The first term corre-

sponds to spontaneous emission, intrinsic to the system and independent of the

probe laser beam, while the last term signifies a coupling of the elastically forward-

scattered probe beam with the fluorescence emission. The middle term, linear in I,

Fig. 10.3 Energy level representation for: (a) spontaneous and (b) nonlinear coupling mecha-

nisms for fluorescence. Electronic states (and their vibrational manifolds) are signified by boxes,

where E0 and Eα are correspondingly the ground and excited molecular states. Wavy lines indicate

photon propagation and the vertical arrow is a decay transition due to the emission. The emitted

fluorescence has energy defined by hω0, while photons of the off-resonant laser beam are of energy

hω. The yellow dot symbolizes a single matter-radiation interaction and the white dot represents

two such interactions (i.e. elastic forward-scattering)
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signifies a quantum interference of these two concurrent processes. In general, it is

assumed that the leading term in Eq. (10.24) is non-zero and the second one is the

leading correction – although a circumstance can arise in which solely the third

term exists, i.e. when the first and second terms are null (this is discussed in

Sect. 10.4.3). Continuing, the sum-over-states form of the third-order nonlinear

optical ‘transition hyperpolarizability’ tensor χ0αi jk ω
0
;�ω,ω

� �
, explicitly exhibiting

the frequency dispersion, is as follows;

χ0αi jk ω
0
;�ω,ω

� � ¼X
r

X
s6¼α

μ0sk μ
sr
j μ

rα
ieEsα

eErα � hω
� �þ μ0sk μ

sr
i μ

rα
jeEsα

eErα þ hω
� �

0@ 1A
þ
X
r

X
s

μ0sj μ
sr
k μ

rα
ieEsα � hωþ hω0

� � eErα � hω
� �þ μ0si μ

sr
k μ

rα
jeEsα þ hωþ hω0

� � eErα þ hω
� �

0@ 1A
þ
X
r 6¼0

X
s

μ0sj μ
sr
i μ

rα
keEsα � hωþ hω0

� � eErα þ hω0
� �þ μ0si μ

sr
j μ

rα
keEsα þ hωþ hω0

� � eErα þ hω0
� �

0@ 1A:

ð10:25Þ

The tildes serve as a reminder to add to the excited state energies, in the case of

near-resonance conditions, imaginary terms to accommodate line-shape and

damping. With reference to later comments, it is worth noting here that there is

no assumption of Kleinman symmetry [71] at this stage – this being a simplifying

device, commonly made for calculational expediency that would impose complete

index symmetry for such a tensor.

Considering the dependence of the fluorescence signal on the optical frequency

of the probe, it is evident that the denominators within the transition hyperpolar-

izability tensor of Eq. (10.25) have an important role in determining any degree of

enhancement or suppression of the fluorescence emission. These factors are depen-

dent on the relative spacing of the chromophore energy levels relative to the

magnitude of the probe photon energy. It is convenient to assume that the probe

light is delivered in the form of a tunable beam with optical frequency ω < ω
0
, a

condition that specifically precludes single-photon excitation of ground-state mol-

ecules. It will also be assumed that the chosen range of probe frequencies cannot

produce multiphoton excitation.

The main challenge in evaluating the nonlinear response characterized by the

transition tensors within Eq. (10.24) now lies with implementing the required sum

over intermediate states. As mentioned earlier, it is fully justifiable to consider only

states in which the majority of the optical transitions occur, i.e. to employ a

two-state model. Limiting the intermediate states of Eq. (10.25) to just |0i and |αi
restricts the transition sequences from excited to ground states that progress through

r and s. Applying the prescription described in Sect. 10.2 to the six terms of
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Eq. (10.25) produces a two-level hyperpolarizability tensor that is generally

expressible as a sum of twelve separate contributions. Further simplification ensues

because a number of these terms, for which r ¼ 0 and/or s ¼ α, are precluded by the
conditions of perturbation theory, namely the exclusion of virtual states that equate

to the initial or final state. The two-state form of χ0αi jk ω
0
;�ω,ω

� �
thus re-emerges as:

[55]

χ0αi jk ω
0
;�ω,ω

� �
¼ 2

h2
μ0αj μ

0α
k μ0αi

ω2 � ω02
� �þ μ0αj didk

h2ωω0 � μ0αi d jdk

h2ωω0 : ð10:26Þ

It may be observed that the second and third terms on the right in Eq. (10.26) exhibit

an antisymmetry with respect to interchange of the indices i and j. However, in the

physical observable delivered by Eq. (10.24), this tensor is index-contracted with a

i,j-symmetric product of polarization vectors. Consequently, since only the i,j-
symmetric part of Eq. (10.26) can contribute to the fluorescence signal, it is

expedient to replace χ0αi jk ω
0
;�ω,ω

� �
, without further approximation, by an index-

symmetrised form, χ0αi jð Þk ω
0
;�ω,ω

� �
that is defined as follows:

χ0αi jð Þk ω
0
;�ω,ω

� �
�1

2
χ0αi jk ω

0
;�ω,ω

� �
þ χ0αjik ω

0
;�ω,ω

� �� �
¼ 2

h2
μ0αi μ0αj μ

0α
k

ω2 � ω02
� � :

ð10:27Þ

It is notable that the expression on the right is, in fact, fully index-symmetric,

therefore the two-level model delivers a result that is consistent with the adoption of

Kleinman symmetry – even though the latter condition (a simplification that is often

effected in other realms of nonlinear optics) has not been artificially imposed.

Furthermore, there is a significant physical consequence; it emerges that the

mechanism for the laser-controlled emission depends only on the transition dipole,

and not on the static moments.

10.4.2 Effects of the Probe Beam on the Fluorescence
Anisotropy

As discussed earlier, a great deal of information that is highly relevant to speciation

and structure determination can be derived from fluorescence anisotropy. Specifi-

cally, the anisotropy parameters normally signify the degree to which fluorescence

retains a directionality of polarization from the initial excitation – see for example

chapter 7 of the classic text by Valeur [22]. The associated experimental measure-

ments can also inform on excited state photophysical processes such as internal

conversion, hindered rotation, rotational diffusion, intramolecular energy transfer
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etc. Each of these processes represents one means by which the fluorescent emis-

sion can exhibit properties quite different from the preceding absorption – quite

apart from the Stokes shift in wavelength that is normally apparent. The former

processes all provide situations in which the emission dipole moment need not be

parallel to the absorption moment. To accommodate such features in the present

theory, the initial absorption must again be incorporated into our analysis. Since the

probe beam is only delivered to the system after the initial excitation, we have:

I
0
Ω

0
� �D E


 M
1ð Þ
abs

��� ���2 M
1ð Þ
flu þM

3ð Þ
flu

��� ���2� �
; ð10:28Þ

an expression established under identical conditions, regarding the separation of

excitation and emission processes, as was employed in the derivation of the

fluorescent signal presented earlier as Eq. (10.7). The anisotropy is now determined

from the general expression r
0¼ I

0
k

D E
� I

0
⊥

	 
� �
= I

0
k

D E
þ2 I

0
⊥

	 
� �
, where I

0
k

D E
and

I
0
⊥

	 

are the components of fluorescence intensity polarized parallel and perpen-

dicular, respectively, to the electric polarization vector of the initial excitation beam

– the initial absorption is proportional to e0 � μν0, where e0 represents the input

polarization vector aligned by definition to the z-direction.
For initial purposes it is assumed, as will often be the case, that the third

contribution to the fluorescence signal in Eq. (10.24) is negligibly small. Duly

considering the first two terms, the rotationally averaged fluorescence output from a

two-level molecular system is determined and can be expressed as follows, explic-

itly cast in terms of the three distinct angles between each pair of polarization

vectors, for the incident, off-resonant probe and emitted light: θ ¼ cos �1 e0 � eð Þ,
φ ¼ cos �1 e � e0� �

and ϕ ¼ cos �1 e0 � e0� �
:

I
0 Ω

0� �	 
 ¼ K 1ð Þ TiiT j j 3 cos
2ϕ� 1ð Þ þ Ti jTi j � cos 2ϕþ 2ð Þ

þ I

7cε0
Ti i j jð ÞTkk 6 cos θ cosφ cosϕ� 2 cos 2θ � 2 cos 2φþ 5 cos 2ϕ� 1

� ��
þTi i jkð ÞT jk 6 cos θ cosφ cosϕþ 5 cos 2θ � 2 cos 2φ� 2 cos 2ϕ� 1ð Þ
þTi j jkð ÞTik �4 cos θ cosφ cosϕ� cos 2θ þ 6 cos 2φ� cos 2ϕþ 3ð ÞÞ�:

ð10:29Þ

In this expression, the first two terms signifying the expected response have a form

identical to Eq. (10.20) under the condition that TλλTμμ ¼ TλμTμλ, which is always

true under the standard assumption that the inherent electric dipole moments

are real.

The higher order contributions in the above Eq. (10.29) represent the lead

corrections produced by the probe laser. The expression continues the established

shorthand notation that represents transition moment products in terms of second-

and fourth-rank molecular tensors, within each of which the first index is associated

with the initial molecular excitation. In deriving specific results for independent
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polarization components, further simplification can be achieved by writing each of

the above molecular tensors explicitly in terms of components of the two transition

dipole moments, the photo-selected μν0 and the emission μ0α. Following the

introduction of β as the angle between these two dipoles, the fluorescence is readily

resolved for polarizations e0 in the z- and x-directions, respectively. The results are
given as follows for ϕ ¼ 0, φ ¼ π=2, θ ¼ π=2;

I
0
k Ω

0
� �D E

¼ K 1ð Þ μ0α
�� ��2 μν0

�� ��2 2cos2β þ 1þ I μ0α
�� ��2 cos2β þ 2ð Þ
7ε0h2c ω2 � ω02

� �
24 35; ð10:30Þ

and for ϕ ¼ π=2, φ ¼ 0, θ ¼ π=2:

I
0
⊥ Ω

0
� �D E

¼ K 1ð Þ μ0α
�� ��2 μν0

�� ��2 2� cos2β þ 3I μ0α
�� ��2 3� 2 cos 2βð Þ
7ε0h2c ω2 � ω02

� �
24 35: ð10:31Þ

Hence, upon substitution of Eqs. (10.30) and (10.31) into the general anisotropy

expression, it is found that:

r
0¼ 3cos2β � 1þ KI μ0α

�� ��2 cos2β � 1ð Þ
5þ KI μ0αj j2 20� 11 cos 2βð Þ=7 ; ð10:32Þ

where K ¼ ε0h2c ω2 � ω
02

� �� ��1

. In the limiting case I¼ 0 the well-known

expression [22] r
0 ¼ 1=5ð Þ 3cos2β � 1ð Þ for conventional fluorescence is recovered.

Generally, however, a change in fluorescence anisotropy will be apparent due to the

interaction with the probe beam – even though the radiation state of the probe laser

beam is unaltered.

10.4.3 Configuration for higher order effects

Up until now, the nonlinear contribution to the fluorescence output (the I2 quadratic
term) has not been considered in detail. Nevertheless, there are circumstances in

which such a term alone provides the fluorescence response, i.e. when the first and

second terms of Eq. (10.24) are null. Addressing such a case requires progression

beyond the two-level approximation, so that higher energy levels are accommo-

dated. Consider, for instance, a system where (following optical excitation) the

electronic population is efficiently transferred to a state |αi that would normally

decay non-radiatively, if transitions from |αi to |0i are weak or entirely precluded –
as, for example, through inherent geometric or symmetry constraints. In such a

situation, terms that feature the transition dipole μ0α in Eq. (10.24) do not
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contribute: radiative emission only occurs in a response to the off-resonant through-

put beam, in a three-photon allowed transition.

Such a configuration may provide the basis for an all-optical molecular switch,

whose operation would be as follows: (i) a molecule is indirectly excited to a ‘dark’
state (i.e. one whose direct dipolar excitation from the ground state is forbidden);

(ii) precluded by the one-photon dipole selection rules, fluorescence from the ‘dark’
state occurs on application of the probe beam only; (iii) this activation of the

emission occurs for molecular transitions that are three – photon allowed, but

single-photon forbidden – examples are afforded by excited states of A2 symmetry,

in molecules of C2v or C3v symmetry, or states of Au symmetry in D2h species. In

summary, switching action occurs since the throughput and absence of the input

laser results in activation and deactivation of the fluorescence, respectively. Prac-

tically, it will be necessary for the radiation to be delivered in a pulse whose

duration and delay, both with respect to the initial excitation, are sufficiently

short that it can engage with the system before there is significant non-radiative

dissipation of the excited state. For fluorescence output of this type, an eighth-rank

rotational average will lead to the following expression:

I
0 Ω

0� �	 
 ¼ I2

84c2ε02

� �
K 1ð Þ 3Ti i j jð ÞTk kllð Þ 3 cos 2θ cos 2φ� cos 2θ � cos 2φþ cos 2ϕð Þ

þ6Ti i jkð ÞT j kllð Þ 6 cos θ cosφ cosϕ� cos 2θ � 2 cos 2φ� 2 cos 2ϕþ 1ð Þ
þ3Ti i jkð ÞTl jklð Þ cos 2θ cos 2φ� 4 cos θ cosφ cosϕþ 5 cos 2θ þ cos 2φþ 4 cos 2ϕ� 3ð Þ
þ3Ti j jkð ÞTi kllð Þ � cos 2θ cos 2φ� 4 cos θ cosφ cosϕþ cos 2θ þ 5 cos 2φþ cos 2ϕ� 1ð Þ
þTi jklð ÞTi jklð Þ � cos 2θ cos 2φþ 4 cos θ cosφ cosϕ� 5 cos 2θ þ cos 2φ� 4 cos 2ϕþ 7ð Þ�:

ð10:33Þ

Here, the T tensors accommodate summation over products of transition dipole

moments that specifically exclude μ0α, since decay transitions are symmetry-

forbidden under one-photon selection rules. However, for simplicity, we retain

the assumption of Kleinman index symmetry in the embedded χ tensor

(corresponding to the last three indices in each T).

For completeness, one may determine an entirely general result for the laser-

modified fluorescence anisotropy. Such an expression accommodates all the terms

of Eq. (10.24), including the higher-order contributions that are usually negligible

(outside of the mentioned model), and is given by:

r
0¼

3cos2β � 1þ KI μ0α
�� ��2 cos2β � 1ð Þ þ K2I2 μ0α

�� ��4=21� �
15cos2β � 17ð Þ

5þ KI μ0αj j2=7
� �

20� 11 cos 2βð Þ þ K2I2 μ0αj j4=21
� �

43� 30cos2βð Þ
:

ð10:34Þ
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In cases where the absorption and emission transition moments are parallel or anti-

parallel, we may then secure the simpler result:

r
0¼ 42� 2K2I2 μ0α

�� ��4
105þ 27KI μ0αj j2 þ 13K2I2 μ0αj j4 : ð10:35Þ

With increasing intensity of the probe beam, the first departures from the laser-free

result, r0 ¼ 0.4, can be anticipated in the linear-response regime. In fact, it is evident

from Taylor series expansions of both Eqs. (10.34) and (10.35) that a plot of the

measured anisotropy against I will exhibit a monotonic reduction taking the form

r
0 � 1

5
3 cos 2β � 1ð Þ 1� ηIð Þ, whose constant of proportionality η can be interpreted

in terms of the transition moments. Beyond the proposed model to optically switch

‘on’ and ‘off’ fluorescent emission using an off-resonance probe beam, the capacity

to engage with and to optically control fluorescence also offers significant new

grounds for the interrogation of fluorescent materials.

10.5 Multi-emitter Fluorescence

Until this point, fluorescence from an isolated single-molecule source has been

considered. Whilst there are some imaging applications of fluorescence that resolve

the emission of individual emitters, most fluorescence studies detect signals created

through the uncorrelated emission from numerous fluorophores. Of course, optical

processes can be appreciably modified by the presence of neighboring material – for

example secondary co-doped chromophores – if they are in close proximity [72–

75]. It is also known that plasmonic interactions of molecules coupled with a

metallic nanoantenna may alter their rate of fluorescent emission [76–83]. However,

in most fluorescence studies the net response from a system of emitters can be

assumed to be representative of the mean signal from each component.

There are, nonetheless, conditions where such implicit reliance on the ergodic

theorem fails at the quantum level, namely when two or more active fluorophores

are cooperatively involved in each individual photon emission. To account for the

effects of neighboring molecules, the focus of this section is the correlated fluores-

cence from molecular sources that experience mutual interactions. In contrast to the

fluorescence phenomena considered in the previous sections, it is most appropriate

for the emitters to now be considered immobile and locally correlated in position, as

for example would be the case for fluorophores that are surface-adsorbed – or

indeed surface-functionalized. Clearly, results will be dependent on the displace-

ment of the detector from the emitter pair, the relative dipolar orientation of the

detector with respect to the pair of emitters, and the coupling parameters of the

nanoemitters and detector.

It transpires that novel electrodynamic mechanisms can operate between such

electromagnetically coupled sources of emission. To begin, theory is developed for
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fluorescent emission from a pair of nanoemitters, and the effect of a phase differ-

ence between the excited state wavefunctions of the pair is considered. This

possibility, as will emerge, proves to be of substantial importance when the number

of nanoemitters is greater than two. More specialized systems, involving three or

more nanoemitters, then afford a basis for generating optical vortex radiation, i.e. a
form of ‘twisted’ light that involves an azimuthal progression of phase around a

singularity.

10.5.1 Emission from a Nanoemitter Pair

Consider a system in which two molecular nanoemitters A and B in close proximity

are so placed that significant electromagnetic coupling occurs between them. There

are three distinct types of fluorescence that can occur, in which this coupling can

manifest features that differ from the fluorescence of either individual component:

(a) single-photon emission from an individual excited molecule whose states are

influenced by electromagnetic coupling with its neighbor; (b) single-photon

excitonic emission from the pair, in which a single initial electronic excitation is

delocalized across both molecules; (c) correlated two-photon emission from the

pair, in which both emitters are initially electronically excited [84]. To fulfil the

initial conditions for the latter, third case is experimentally more demanding, and

the phenomenon also presents less novelty; accordingly, we here focus on the first

two scenarios.

First, for case (a) we consider the effects of fluorescent emission of a photon of

energy hω ¼ hck; from a molecule labelled A under the influence of coupling with a

neighbor B. To correctly account for features in the near-field, where some of the

most distinctive features can be expected to arise, it will be helpful to begin by

considering the full system to comprise three elements, one of which is a light

detector,D (later, explicit reference to such a device is removed for simplicity). The

matrix element for this system is represented by:

MA ¼ MDA þMDAB þMDBA þMBDA: ð10:36Þ

Here, the excitation is localized on molecule A prior to emission, so that the leading

term represents direct coupling (photon propagation) between A and the detector,

independent of the second emitter. This case is more concisely expressed as:

MDA ¼ μν0i Dð ÞVi j k;RDAð Þμ0αj Að Þ; ð10:37Þ

where RDA is the displacement between D and A and Vij represents a second-rank

intermolecular coupling tensor, acting between the electronically excited emitter

and ground state detector in this instance, which is written as:
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Vi j k;RDAð Þ ¼ exp ikRð Þ
4πε0R

3
1� ikRð Þ δi j � 3R̂ iR̂ j

� �� k2R2 δi j � R̂ iR̂ j

� ��
: ð10:38Þ

Written in this form, the matrix element accommodates both near- and far-field

limits as asymptotes kRDA 	 1 and kRDA � 1, respectively. The remaining higher-

order (B-dependent) terms in Eq. (10.36) correspond to different combinations of

the interacting nanoemitters and the detector, and relate to the following matrix

element contributions:

MDAB ¼ μν0i Dð ÞVi j k;RDAð Þα0αjk A, � k; 0ð ÞVkl 0;RABð Þμ00l Bð Þ ,
MDBA ¼ μν0i Dð ÞVi j k;RDBð Þα00jkð Þ B, � k; kð ÞVkl k;RABð Þμ0αl Að Þ ,
MBDA ¼ μ00i Bð ÞVi j 0;RDBð Þαν0jk D; k; 0ð ÞVkl k;RDAð Þμ0αl Að Þ;

ð10:39Þ

which feature both the index-symmetric molecular polarizability α00ðjkÞ and

non-index symmetric forms of the two-photon tensor defined by Eq. (10.12). In

principle, all four terms of Eqs. (10.37) and (10.39) contribute to MA, as each

connects the same initial and final system states. Since it is the modulus square of

MA that relates to the observable rate of fluorescence (using Fermi’s rule), the result
will clearly include cross-terms signifying quantum interference between the var-

ious contributions. The lead term for the emission rate is the modulus square of

Eq. (10.37), and the interferences between MDA and each of the three higher-order

amplitudes (MDAB,MDBA orMBDA) will represent significant corrections. The exact

nature of the leading correction term is primarily determined by considering the

relative positions of the three components, although selection rules and molecular

properties also need to be considered since, for example, the appearance of the

static electric dipole μ00 in termsMDAB andMBDA means that B cannot be non-polar

if they are to contribute.

In case (b), significant additional effects may arise as result of delocalization of a

single initial excitation across the pair, when both nanoemitters are identical. Such

circumstances involve the formation of an exciton, and the corresponding quantum

state (which follows the initial excitation) is described by a superposition of two

localized-excitation states – in either a symmetric iþj i or an antisymmetric i�j i
combination, i.e.:

i
�� 
 ¼ 2�

1=2 D0j i Aαj i B0j i  A0j i Bαj ið Þ; ð10:40Þ

where the subscripts label the excited or unexcited state of each participant chro-

mophore. The nanoemitter pair may undergo fluorescent emission from either of the

two excitonic states, and the latter corresponds to the following matrix elements;

M ¼ 2�
1=2 MA MB
� �

; ð10:41Þ
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in which the superscripts designate the effective position of the localized excitation,

and the difference in signs is equivalent to introducing a π-phase difference

between the two emitters. In situations where molecular coupling is small, the

result may be reduced to MA
�� ��2 þ MB

�� ��2 which corresponds to independent

(non-interfering) emitters. Otherwise, the fluorescence signals will relate to sym-

metric, Mþj j2, or anti-symmetric, M�j j2, excitonic emission.

Cast in terms of the electric field created from the strongly coupled emitter pair,

achieved by excluding μν0i (D) from the relevant matrix elements (i.e. either the
symmetric or anti-symmetric case), the distribution in optical phase is found from

the argument of the electric field – more detail is given later. Figure 10.4 show plots

of the fluorescence emitted from a pair of coupled molecules in symmetric and anti-

symmetric configurations, with the colors representing the optical phase distribu-

tion. For the purposes of the graphs, the transition dipole moments of A and B are

perpendicular to the exhibited plane. On comparing the two types of pairwise

excitonic emission, it is apparent that a nodal plane (corresponding to no fluores-

cence signal) appears for antisymmetric situations when the detector is equidistant

from both A and B, which is visibly distinct from symmetric emission. In any case,

such contour maps reveal striking departures from the known character of single-

center emission [85].

10.5.2 Multi-emitter Systems: Generators of Vortex Light

Given a larger number of identical nanoemitters it is possible, by satisfying certain

phase and symmetry constraints, to produce fluorescence whose phase distribution

twists around an axis of phase singularity; this is the phenomenon known as an

‘optical vortex’ or ‘twisted’ beam. Vortex beams, whose existence was first

entertained in a series of works [86–89], are characterized by a helical wavefront,

based on the azimuthal progression of phase around a singular axis. The production

of such beams, which is now experimentally routine, has proven that they convey

orbital angular momentum (OAM) – an attribute that is separate from the more

familiar spin angular momentum associated with circular polarizations [90]. Ongo-

ing advances have allowed the quantum nature of such beams to be fully elicited

[91]. The structure is primarily dependent on the topological charge, l (signifying an
OAM of lћ per photon) an integer that can be either positive or negative – denoting

left- or right-handed gyration, respectively, of the light. A beam with a topological

charge l has a field distribution in the form of l intertwined helices, each completing

a turn of 2π radians about the axis over a span of l wavelengths [92–94]. Whereas

the production of vortex light usually involves imparting OAM onto a laser beam

with a more common mode structure [95–102], it has only recently emerged that
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such light can indeed be directly produced in the fluorescent decay of a set of

coupled nanoemitters, as illustrated in Fig. 10.5 [103–105].

For the sought effect to occur, the electromagnetically coupled nanoemitters

once again have to sustain an exciton, delocalized across the array. The relative

orientations of the molecular dipole moments are crucially important for producing

vortex light. It transpires that the array must belong to one of the Schoenflies point

groups Cn, Cnh, Sn, T, Th, where n is the number of nanoemitters; the example shown

in Fig. 10.5 has C7 symmetry. Table 10.1 provides the possible integer values of

OAM for vortex light emitted from a nanoarray belonging to one of the Cn and Cnh

point groups [105].

In the decay transitions that accompany the relaxation of the excitonic states –

assumed to terminate in a totally symmetric ground electronic state – the symmetry

character of the initial exciton maps directly onto the vortex structure of the emitted

light. It is therefore necessary to determine the form of the requisite excitons. A

block diagonalized form of the array Hamiltonian is required, with the single

delocalized excitonic state as a basis. In general, the matrix form of the array

Hamiltonian is expressible as follows:

Hrs ¼ Euδrs þ μr:V Rrsð Þ:μsð Þ δr�1, s modnð Þ þ δr modnð Þ, s�1

� �
: ð10:42Þ

where each element of the n-square matrix relates to a pair of emitters {r, s}. Each
diagonal element Eu ¼ hcku signifies the energy of an isolated nanoemitter in its

excited electronic level u. The off-diagonal elements, denoting pairwise interac-

tions, involve the electrodynamic coupling V(Rrs) between neighboring transition

dipole moments μr and μs – and all are identical, i.e.:

Fig. 10.4 Plots of the fluorescence measured at the detector, with colors representation of the

optical phase distribution. Brightness and color hue relate to the modulus and complex argument

of the fields emitted by symmetric (left) and antisymmetric (right) excitons
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V Rrsð Þ�Vr, rþ1ð Þmodn ku;Rr, rþ1ð Þmodn

� �
: ð10:43Þ

Here, Rrs is the vector displacement between the relevant nanoemitters: R is defined

by Rr � Rs�Rrs ¼ RR̂ rs. Under the described symmetry conditions, all the

non-zero off-diagonal elements of Eq. (10.43) return the same scalar value, U,
given by;

Fig. 10.5 Schematic depiction for a ring of seven molecular nanoemitters, positioned such that

their transition moments form a ring whose normal lies in the z-direction. Emission from the

lowest energy exciton state releases a photon with topological charge l¼ 3 along the normal axis,

with a helicoid evolvement of each wavefront component signifying a surface of constant phase.

The angle γ designates the azimuthal position in the plane; τ and υ are angles that specify the local
orientation of each emitter. Dotted lines are guides for the eye

Table 10.1 Summary of

permitted topological

charges, l values, for OAM
outputs from nanoarrays with

the required symmetry

Number of emitters

Symmetry group

Cn, Cnh Sn

3 1 –

4 1 1

5 1,2 –

6 1,2 1

7 1,2,3 –

8 1,2,3 1,2,3

9 1,2,3,4 –

10 1,2,3,4 1,2
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U ¼ μr:V Rrsð Þ:μs

� eikuR

4πε0R
3

1� ikuR� kuRð Þ2
n o

μ0u
1 � μ0u

2

� �h
� 3� 3ikuR� kuRð Þ2
n o

μ0u
1 � R̂ 12

� �
μ0u
2 � R̂ 12

� �� �i
:

ð10:44Þ

for any specific pair arbitrarily labelled 1 and 2. The eigenfunctions now emerge as

normalized superpositions of the basis states:

ψ p

�� 
 ¼ 1ffiffiffi
n

p
Xn
r¼1

ε r�1ð Þ p
n ξr;uj i

Y
s 6¼r

ξs;0
�� 


, p 2 1; . . . ; nf g: ð10:45Þ

Here, |ξr;ui is a state function corresponding to an emitter r in electronic state u, and
εn ¼ exp 2πi=nð Þ. In every summand of Eq. (10.45), one molecule is in the elec-

tronically excited state u, while the others are in their ground states. The energy

eigenvalues associated with the above exciton states are generally expressible in the

form;

E p ¼ Eu þ 2U cos 2pq=nð Þ; ð10:46Þ

with the permissible range of values for the index q as indicated in Table 10.2 which
also indicates, for the first few point groups Cn, the irreducible representation

associated with each excitonic state.

Due to their differences in symmetry, the various exciton eigenstates with

representations Eq, A (and also B, if present) will also exhibit differences in energy,
manifest as line splittings centered upon the frequency of an isolated emitter. For

example in a nanoarray with n ¼ 3 emitters, the positioning of exciton levels leads

to one non-degenerate state (belonging to the totally symmetric representation A),
of energy Eu � 2U, and two doubly degenerate (E representation) states of energy

Eu þ U. Furthermore, the sign of the coupling U is readily shown to be positive for

all n � 3, producing splitting patterns as exemplified in Fig. 10.6. Attention now

focuses on exciton E states belonging to doubly degenerate irreducible representa-

tions. These excitons exist in the form of pairs, one with a left-handed and the other

a right-handed progression of phase around the ring. These states exactly corre-

spond with the sought distributions of phase about the symmetry axis, and are

separated in energy from the A form – a principle that should enable the selective

excitation of one symmetry type. The decay of each doubly degenerate exciton can

therefore release a photon with a characteristic long wavelength; in most cases, the

exciton pair with the lowest energy will be associated with the highest values of |q|
and, as it emerges, the largest topological charge for the emitted vortex.

Finally, to map the optical phase of the fluorescence, an expression for the

electric field Ep (RD) from each constituent nanoemitter is required, i.e.:
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E p RDð Þ ¼
Xn
r

eikRDrε r�1ð Þ p
n

4πε0R
3
Dr

R̂ Dr � μ0u
r

� �� R̂ Dr

 �
k2R2

Dr

�
þ 3R̂ Dr R̂ Dr � μ0u

r

� �� μ0u
r

 �
1� ikRDrð Þ�; ð10:47Þ

where RD signifies the displacement, relative to the ring center, of a point of

measurement or detection. Notably, each term in Eq. (10.47) carries the phase

factor ε r�1ð Þ p
n , from the corresponding emitter component in Eq. (10.45), thus

delivering the sought progression in phase around the ring. At any point in space,

the most appropriate measure of the phase for the emitted radiation is the function

defined by:

θi Rð Þ ¼ arg E p; i RDð Þ� �
; ð10:48Þ

the principle argument of the complex electric field vector. Typical maps of the

electromagnetic phase distributions, shown in Fig. 10.7, exhibit the variation of the

phase in planes parallel to the source array, for several combinations of molecular

number and exciton symmetry. The panes in this figure show rings with three and

six chromophore components, the latter having two topological charges. The phase

properties of the electromagnetic fields emitted by the arrays in each case map

Table 10.2 List of the

irreducible representations

(irreps) of the Cn exciton

states for n¼ 3–7

n p 1 2 3 4 5 6 7

3 q 1 �1 0

Irrep E1 E1 A

4 q 1 2 �1 0

Irrep E1 B E1 A

5 q 1 2 �2 �1 0

Irrep E1 E2 E2 E1 A

6 q 1 2 3 �2 �1 0

Irrep E1 E2 B E2 E1 A

7 q 1 2 3 �3 �2 �1 0

Irrep E1 E2 E3 E3 E2 E1 A

Fig. 10.6 Excitonic irreducible representations and Davydov energy level splitting for an array

of C3 point group symmetry. The splitting between A and E1 equal to 3U. The three-emitter case,

as indicated by the relaxation arrow, will have a preferential |q|¼ 1 emission
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exactly to the azimuthal phase dependence of a vortex mode. Such arrays thus

represents systems whose fluorescence can naturally generate optical vorticity,

without requiring any of the transformation optics that might otherwise need to

be deployed [106–109].

10.6 Discussion

This chapter has endeavored to show that, by developing a fully photon-based

representation of conventional molecular fluorescence, a variety of other closely

related phenomena can readily be identified in the same quantum field framework

of theory. The most familiar variant, multiphoton fluorescence, is sufficiently well

established that it has already found advanced applications in optical diagnostics in

biology and medicine. Laser-controlled and multi-emitter fluorescence represent

more recent arrivals on the scene, and in these cases experimental work has not yet

quite caught up with the developments in theory. Each topic holds promise for a

range of new kinds of application. For example, the capacity to modify fluorescence

with an auxiliary beam opens new ground for excited state lifetime manipulation,

all-optical switching and the potential production of an all-optical transistor

[54]. Equally, with advances in nanofabrication paving the way for the batch

production of tailored nanoemitter arrays, the potential of materials that can directly

generate optical vortex light is also becoming enticing, particularly in view of the

associated capacity to convey significantly more information per photon

[110, 111]. In other areas, too, the science is still advancing apace. For example,

building on the well-known theory of circularly polarized luminescence [112],

there is now fresh interest in establishing signatures of chirality in the fluorescence

produced by chiral molecules [113]. It will be fascinating to see where the next

advance will arise.

Fig. 10.7 Cross-sectional simulations of the scalar optical field in the array plane supporting

optical vortex emission: (a) three chromophores, emission with topological charge l¼ 1; (b) also
three chromophores l¼�1, here also showing (by color intensity) the field magnitude; (c) five
chromophores supporting l¼�2 emission

10 Developments in the Photonic Theory of Fluorescence 263



Acknowledgments The authors are grateful to EPSRC and the Leverhulme Trust for funding our

research. We thank Jack S. Ford for his helpful comments on Sect. 10.5.1.

References

1. Wilcox CH (1966) Perturbation theory and its applications in quantum mechanics. Wiley

Chapman and Hall, New York/London

2. Grynberg G, Aspect A, Fabre C (2010) Introduction to quantum optics: from the semi-

classical approach to quantized light. Cambridge University Press, Cambridge

3. Andrews DL, Bradshaw DS, Coles MM (2011) Perturbation theory and the two-level

approximation: a corollary and critique. Chem Phys Lett 503:153–156

4. Kmetic MA, Meath WJ (1985) Permanent dipole moments and multi-photon resonances.

Phys Lett A 108:340–343

5. Kondo AE, Meath WJ, Nilar SH, Thakkar AJ (1994) Pump-probe studies of the effects of

permanent dipoles in one- and two-colour molecular excitations. Chem Phys 186:375–394

6. Jagatap BN, MeathWJ (1996) On the competition between permanent dipole and virtual state

two-photon excitation mechanisms, and two-photon optical excitation pathways, in molecu-

lar excitation. Chem Phys Lett 258:293–300

7. Spano FC, Mukamel S (1989) Nonlinear susceptibilities of molecular aggregates: enhance-

ment of Χ(3) by size. Phys Rev A 40:5783–5801

8. Leegwater JA, Mukamel S (1992) Exciton-scattering mechanism for enhanced nonlinear

response of molecular nanostructures. Phys Rev A 46:452–464

9. Mukamel S (1995) Principles of nonlinear optical spectroscopy. Oxford University Press,

New York

10. Venkatramani R, Mukamel S (2005) Dephasing-induced vibronic resonances in difference

frequency generation spectroscopy. J Phys Chem B 109:8132–8143

11. Zrenner A, Beham E, Stufler S, Findeis F, Bichler M, Abstreiter G (2002) Coherent properties

of a two-level system based on a quantum-dot photodiode. Nature 418:612

12. Klimov VI (2003) Nanocrystal quantum dots. Los Alamos Sci 28:214

13. Kirkpatrick SM, Naik RR, Stone MO (2001) Nonlinear saturation and determination of the

two-photon absorption cross section of green fluorescent protein. J Phys Chem B

105:2867–2873

14. Stufler S, Ester P, Zrenner A, Bichler M (2005) Quantum optical properties of a single

InxGa1-XAs�GaAs quantum dot two-level system. Phys Rev B 72:121301

15. Drobizhev M, Marakov NS, Hughes T, Rebane AJ (2007) Resonance enhancement of

two-photon absorption in fluorescent proteins. J Phys Chem B 111:14051–14054

16. Asselberghs I, Flors C, Ferrighi L, Botek E, Champagne B, Mizuno H, Ando R, Miyawaki A,

Hofkens J, Van der Auweraer M, Clays K (2008) Second-harmonic generation in Gfp-like

proteins. J Am Chem Soc 130:15713–15719

17. Drobizhev M, Tillo S, Makarov NS, Hughes TE, Rebane AJ (2009) Color hues in red

fluorescent proteins are due to internal quadratic stark effect. J Phys Chem B

113:12860–12864

18. Beuerman E, Makarov NS, Drobizhev M, Rebane AJ (2010) Justification of two-level

approximation for description of two-photon absorption in oxazine dyes. Proc SPIE

7599:75990X

19. Andrews DL, Dávila Romero LC, Meath WJ (1999) An algorithm for the nonlinear optical

susceptibilities of dipolar molecules, and an application to third harmonic generation. J Phys

B At Mol Opt Phys 32:1–17

20. Juzeli�unas G, Dávila Romero LC, Andrews DL (2003) Eliminating ground-state dipole

moments in quantum optics via canonical transformation. Phys Rev A 68:043811

264 J.M. Leeder et al.



21. Lakowicz JR (1999) Principles of fluorescence spectroscopy, 2nd edn. Kluwer, New York

22. Valeur B, Berberan-Santos MN (2013) Molecular fluorescence: principles and applications,

2nd edn. Wiley-VCH, Weinheim
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92. Padgett MJ, Courtial J (1999) Poincaré-sphere equivalent for light beams containing orbital

angular momentum. Opt Lett 24:430–432

93. Allen L (2002) Introduction to the atoms and angular momentum of light special issue. J Opt

B Quantum Semiclassical Opt 4:S1–S6

94. Milione G, Sztul HI, Nolan DA, Alfano RR (2011) Higher-order Poincaré sphere, Stokes
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Chapter 11

Luminescent Lanthanide Sensors
and Lanthanide Doped Upconversion
Nanoparticles: Current Status and Future
Expectations

Garima Sharma, Preeti Sehgal, and Anudeep Kumar Narula

Abstract Lanthanide ions exhibit fascinating optical properties with their poten-

tial applications largely governed by their interaction with light. This chapter

deals with some relevant aspects concerning the electronic and coordination

properties of lanthanides and the basic principles related to the design of efficient

luminescent lanthanide complexes. The cleverly designed environment consisting

of ligands containing adequate chromophoric groups provide a rigid and protec-

tive coordination shell to minimize non-radiative deactivation. Lanthanide doped

upconversion nanoparticles (UCNPs) have attracted extensive attention in the

field of biomedical applications due to their long luminescence lifetime, narrow

emission bandwidth, high quantum yields and low toxicity. In this chapter the

upconversion phenomenon is explained with emphasis on the mechanism of

upconversion, selection of host materials and impurities in host matrices. The

various chemical approaches for the synthesis of lanthanide doped UCNPs have

also been discussed. Subsequently, some selected results of our recent work

concerning the photoluminescence studies of Eu(III) and Yb (III) complexes are

reported which exhibit the characteristic emission bands of Eu(III) ion

corresponding to 5Do! 7FJ (J¼ 0–4) transitions with intense red emission at

615 nm due to 5D0! 7F2 transition of the central Eu(III) ion. These complexes

show long radiative lifetime and quantum efficiency which suggest that these

complexes can be well utilized as fluorescent probes.
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11.1 Introduction

The lanthanide complexes attract intense attention due to their superior optical

properties and wide variety of potential applications i.e. biomedical assays and

imaging, luminescence devices, ionic conductors and sensors. Majority of Ln3+

ions are luminescent, but some lanthanide ions are more emissive than others which

depends on the feasibility of its excited state and non radiative de-activation paths.

This can be achieved by sensitization through the surrounding ion and the overall

quantum yield can be achieved by:

QL
Ln ¼ ηsens Q

Ln
Ln ð11:1Þ

Where QL
Ln and QLn

Ln are the quantum yields from indirect and direct transitions

respectively while ηsens represents the efficiency with which electromagnetic energy

is transferred from the surroundings to the metal ion [1]. The quantum yield for

direct transitionQLn
Ln depends upon the energy gap between the emissive state of the

metal ion and the highest sublevel of its ground multiplet. If this energy gap is

small, the non radiative deactivation process will be faster. In lieu of above, some

lanthanide ions such as Eu3+, Gd3+ and Tb3+ ions are the suitable candidates with

ΔE¼ 512,300 (5D0! 7F6), 32 200 (6P7/2! 8S7/2), 14,800 (5D4! 7F0) cm�1

respectively. Out of above these, Gd3+ has potential applications for mercury free

fluorescent lamps because under vaccum – UV excitation Gd3+ can efficiently

transfer energy onto Eu3+ which results emission of two red photons also known

as down conversion effect; but it is not very useful for bioanalysis because it emits

in the UV region and its luminescence interferes with the emission or absorption

process in organic part of complexes [2–6]. The advantages of Eu3+ and Tb3+ ions

are their tunable energy gap with their sizes, therefore these two ions received much

attention. Other lanthanides ions such as Sm3+, Dy3+ have very low quantum yield

hence they appear to be less useful in the applications of luminescence. Pr3+ emits

both in visible and NIR regions and is considered a suitable component for optical

materials because of its ability of generating up conversion process as well.

Moreover, Nd3+, Ho3+ and Yb3+ have found applications in the field of lasers and

telecommunication devices because they emit in NIR spectral range. Nd3+ (lies at

1.06 nm) and Yb3+(lies under 1 and 1.6 nm) are less useful than Pr3+ but act as an

efficient sensitizer of Er3+ which emits at 1.55 nm [7, 8].

Recently, three ions Nd3+, Er3+ and Yb3+ have gained popularity because

technical developments occurred which facilitated the detection of weak NIR

emissions for which efficient sensitizing groups have been explored.

11.2 Principle of Lanthanide Luminescence

The most interesting feature of these lanthanide series is their photoluminescence as

these complexes show luminescence in visible or near infrared spectral region

[9, 10]. The color of the emitted light depends upon the lanthanide ion viz. Eu3
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+emits red light, Tb3+ emits green light, Sm3+ orange light, Tm3+ blue light. Pr3+, Sm3

+, Dy3+, Ho3+, Tm3+ shows transitions in the near infrared region while Yb3+, Nd3+,

Er3+emits near infrared luminescence. Gd3+ luminescence can be observed in absence

of organic ligands as it emits in ultraviolet region. In lanthanides, the emissions are

due to f-f transitions [11, 12]. The partially filled 4f shell is shielded by 5s2 and 5p6

orbitals and the ligands in the first and second coordination sphere perturb the

coordination sphere of lanthanide ions. The narrow band emission and long lifetimes

of excited states of lanthanides is observed due to this shielding. Ce3+ is a unique case

among all lanthanides due to f-d transitions. The emission maxima largely depends

upon the ligand environment around Ce3+ ion [13–15].

All the lanthanide ions suffer from weak light absorption as the molar absorption

coefficients of most of the transitions are smaller than 10 L mol�1cm�1 and a

limited amount of radiations is absorbed by direct excitation in the 4f levels because

luminescence intensity is proportional to quantum yield and the amount of light

absorbed, weak light absorption results in weak luminescence. However, this can be

overcome by the antenna effect. Weissman [16] found that upon excitation of

lanthanide complexes with organic ligands, intense metal centered luminescence

can be observed due to intense absorption of organic chromophores. The excitation

energy is transferred from ligand to lanthanide ion via intramolecular energy

transfer [17–20]. The same phenomena for the europium complexes with

salicylaldehyde, benzoylacetone, and dibenzoylmethane and meta- nitro

benzoylacetone has been described.

The mechanism of energy transfer from organic ligands to lanthanide ions is

proposed by Crosby and Whan [21]. Upon ultraviolet irradiation, the organic

ligands of the complexes are excited to a vibrational level of first excited singlet

state (S1 or S0), then molecule undergoes to lower vibrational level of S1 state via

internal conversion. The excited singlet state can be deactivated to the ground state

(S1! S0) or can undergo nonradiative intersystem crossing from singlet state S1 to

triplet state T1. The triplet state T1 can be radiatively to the ground state S0 by spin

forbidden transitions T1! S0. The complex may undergo indirect excitation by a

non radiation transition from the triplet state to an excited state of the lanthanide ion

which may undergo a radiative transition to a lower 4f state by photoluminescence

or may be deactivated by non radiative process [22–28]. According to them,

vibronic coupling of lanthanide with the ligand and solvent molecule is the main

cause of non radiative deactivation of the lanthanide ion (Fig. 11.1).

However, a mechanism was proposed for energy transfer from excited singlet

state S1 to the energy levels of the lanthanide ions. But this theory is not of great

importance because it is not efficient due to short lifetime of the singlet excited state

[29]. This type of excitation is seen in Tb3+ and Eu3+. Luminescence by the

lanthanide ions is done by resonance levels. The main resonance levels are 4G5/2

for Sm3+ ion (17,800 cm�1), 5D0 for Eu3+ion (17,250 cm�1), 5D4 for Tb3+

(20,430 cm�1) and 4F9/2 for Dy
3+ (20,960 cm�1) [30]. If the lanthanide is excited

to a non emitting level either by direct excitation or indirect excitation, the

excitation energy is dissipated via non radiative processes. To achieve the reso-

nance level of the lanthanide, it is mandatory that the lowest triplet state of the
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complex is located at or equal to the resonance level of the lanthanide ion; if the

energy levels of the organic ligands are present below the resonance level of

lanthanide, molecular fluorescence or phosphorescence of the ligand is observed.

Therefore it is a sensitive function of the lowest triplet level of the complex relative

to a resonance level of the lanthanide ion [31–33].

Thus by the variation of ligands, it is possible to control the luminescence

intensity for a given lanthanide ion, as the position of the triplet level depends on

the nature of the ligands. Further, it is also temperature dependent, the lumines-

cence caused by direct excitation of 4f level is less temperature sensitive than the

luminescence caused by indirect excitation by organic ligands. The metal centered

emission cannot be observed in case of Gd3+ ion as its 4f levels are located above

the triplet levels. The presence of heavy paramagnetic ion results in mixing of

triplet and singlet states and thereby enhancing the intersystem crossing from

singlet state to triplet state [34]. The spin orbit coupling interaction helps the triplet

state to acquire a partially singlet character which results in relaxation of selection

rules.

The efficiency of energy transfer depends upon the overlap between the phos-

phorescence spectrum of the ligand and absorption spectrum of lanthanide ion. The

back energy transfer can occur from the emitting 4f level of the lanthanide ion to the

Fig. 11.1 Jablonski diagram representing the energy transfer in lanthanide complexes [28, 29]
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triplet state of the ligand, if the energy match between these is very close to each

other [35]. The fluorescence and phosphorescence of the ligands are quenched if

there is efficient energy transfer from ligand to lanthanide ion, but if the energy

transfer is not effective it results in observation of ligand emission in addition to the

lanthanide emission.

The energy transfer through charge transfer states is another possibility of

lanthanide luminescence. In this case, the light is absorbed by the ligand to metal

charge transfer states (LMCT) from where the energy can be transferred to the 4f

levels of the lanthanide ion, if the LMCT state lies high enough to the lanthanide 4f

level. Eu3+ ion shows an efficient sensitization through charge transfer state if the

LMCT lies above 40,000 cm�1 [36]. If this energy gap is low it results in the

quenching of luminescence and when this energy gap is lower than 25,000 cm�1 it

leads to total quenching.

11.3 Design of Luminescent Lanthanide Complexes

11.3.1 General Criteria

The lanthanide ions need a cleverly designed environment which consists of ligands

containing adequate chromophores, harvesting light and simultaneously providing

a rigid and protective coordination shell to minimize non-radiative deactivation.

The laporte-forbidden f-f transitions have weak oscillator strengths which results in

quenching by the high energy oscillators such as O-H, N-H or C-H groups located

in the inner and outer coordination spheres [37]. The design of luminescent

lanthanide complexes requires particular care as the electronic, magnetic and

photo physical properties of Ln(III) complexes strongly depends on the control of

the coordination sphere of the metal. Among various parameters which govern the

control over chemical, structural and thermodynamical properties of the complex

are ligand topology, (dimensionality, connectivity, shape, size and chirality) and

binding sites (electronic properties, nature, number, shape and arrangement), layer

properties (rigidity/flexibility and lipophilicity/hydrophilicity ratio, thickness),

environment properties and the nature of counter ions present [38]. The luminescent

Ln(III) complex represents a multi-component system organized as a supramolec-

ular structure comprising of metal cation and antenna. In general, the complex

formation results from the attraction of ligand and metal ion, the resulting complex

then undergoes partial to total desolvation [39]. The coordination of lanthanide ion

with the ligand is substantially based on the Van der Walls electrostatic forces of

attraction. These type of interactions are also observed in alkali-earth cations

particularly Ca2+. The ligand interacts with the surface of metal cation thus

replacing the first solvation sphere either partially or totally. The desolvation step

shows an increase in entropy however the enthalpy variation can be positive or

negative which can be attributed to the difference in the energy of the bonds formed
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and the energy of the bonds broken between ligand and cation with solvent

respectively [40]. In the complexation of Ln(III) in aqueous solution the dehydra-

tion step is endothermic (ΔH> 0) which is an unfavourable energy contribution to

the Gibbs free energy [41]. Therefore it is suggested to use polydentate ligands

which show chelate effect and afford highly stable complexes in aqueous medium.

In order to achieve the overall sensitization efficiency, the design of lanthanide

complexes need certain factors to be considered which can be summarized as

follows:

11.3.2 Choice of Lanthanide

The lanthanide ions show unique emission properties that cover the ultraviolet

(Gd3+) to the visible range (Sm3+, Eu3+, Dy3+, Tb3+ and Tm3+) and the near infrared

range (Yb3+, Nd3+ and Er3+). The selection of the lanthanide ion depends on the

intrinsic quantum yield which in turn depends on the energy gap between the lowest

lying excited emissive state of metal ion and the highest sublevel of its ground

multiplet. Accordingly, Eu3+, Tb3+ and Gd3+ ions serve as good candidates for

luminescent probes with energy gap values of 12,300 cm�1, 14,800 cm�1 and

32,200 cm�1 however Gd3+ emits in ultraviolet region and used as contrast agents.

The lanthanide ions possess relatively long lived excited states (microseconds to

milliseconds) which can undergo energy transfer to high frequency vibrational

oscillators such as O-H, N-H and to a lower extent C-H [42]. As a consequence,

the presence of these groups in the proximity of the metal favours thermal dissipa-

tion of the energy (vibronic coupling) which gives rise to quenching of the

luminescence (Fig. 11.2).

11.3.3 Choice of the Antenna

The term “antenna” refers to the chromophore which promotes the sensitization of

lanthanide ion. It can be any aromatic or heteroaromatic highly π-conjugated
system characterized by high efficiency of light absorption and high efficiencies

of intersystem crossing and energy transfer process. The high yield of energy

transfer from the antenna to the metal ion occurs until certain conditions are

satisfied such as nature of ion, electronic structure of the donor, their relative

positioning and the nature of interaction between metal ion and ligand [43]. The

ligand geometric and electronic structure must be taken into account for various

energy transfer pathways resulting from energy levels such as singlet 1Si(i¼ 1,2),

triplet 3T, intra ligand charge transfer (ILCT), ligand to metal charge transfer

(LMCT). Generally, these energy pathways terminate at the emissive level of the

lanthanide ion. The potential donor levels of the antenna should be chosen such that

these are reasonably above the Ln(III) emissive level to avoid back transfer and is
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close resonance with one of the higher 4f states. This energy gap should be atleast

1850 cm�1 higher than the lowest emitting level of Ln(III) ion. At higher value, the

energy transfer from the triplet flows through the non-radiative excited state of the

metal until it reaches the emissive levels and metal centered emission occurs.

However, at lower energy gap strong thermal deactivation takes place due to

back energy transfer and O2 –quenching towards the chromophore triplet level

[44]. The triplet state energies of some of the commonly used chromophores are

reported in Table 11.1. The dependence of the luminescence of Ln(III) ion on the

excitation wavelength also suggests that it should be above ca. 350 nm to facilitate

the use of inexpensive excitation sources.

The lanthanides do not have restricted coordination number and geometry, these

can therefore extend their coordination number ranging from 3 to 12, although

8 and 9 are considered the most common ones [46]. This property can be utilized by

several auxillary N-or O- donor co-ligands for coordination and to make saturated

complexes. In such complexes, the energy transfer is more effective from ligand to

metal and complexes show intense photoluminescence which can be attributed to

the increased anisotropy around the lanthanide ion. The introduced auxillary

coligands make the complex more rigid and asymmetric around the central metal

ion which overall improve the photophysical properties of the complexes [47]. The

photophysical properties can also be tuned by substituting releasing or donating

groups at various positions of the coordinated neutral auxillary ligands. The

Fig. 11.2 Energy level diagram for the Ln(III) ions showing the main emitting levels and the

transitions to the ground state levels [42]

11 Luminescent Lanthanide Sensors and Lanthanide Doped Upconversion. . . 275



N-donor neutral auxillary ligands are 1,10-phenanthroline (phen), 2,20-bipyridine
(bipy), terpyridine (terpy) and their analogues form stable ternary complexes with

wide range of 1:3 neutral lanthanide complexes [48–52]. The 1,3-diketonate tris

complexes and adducts with some auxillary coligands explained the structural

behavior of the coligand and its effect towards luminescence intensity stating that

a rigid planar structural ligand behaves better in effective energy transfer which is

further supported by the comparative study of Eu(tta)3.phen and Eu(tta)3.bipy. The

important factor to choose a neutral ligand to enhance photoluminescence proper-

ties of lanthanides is the value of excited energy levels (singlet and triplet) of the

corresponding auxillary ligand [53]. The corresponding singlet and triplet energy

levels of bipy(29,900 cm�1, 22,900 cm�1) and phen(31,000 cm�1, 22,100 cm�1)

were found suitable for effective energy transfer from ligand to metal and exhibit

enhanced metal centered luminescence [54].

1,10-phenanthroline ligand behaves as a weak base in aqueous solution, the

protonation constant being 4.95 log units. Its basicity is remarkably lower than

aliphatic diamines, such as ethylenediamine(log k¼ 10.65 and 8.05 for successive

addition of acidic protons) which shows its lower donor ability of its nitrogen

atoms. [55] Compared to the parent 2,20-bipyridine (bipy) and 2,20,60,600 terpyridine
systems, phen is characterized by two inward-pointing nitrogen donor atoms and

therefore pre-organized for strong and entropically favoured metal binding

[56]. The photophysical properties of phen have been a subject of a number of

studies. Phen is characterized in aqueous solution by UV absorptions at 229 nm and

265 nm, the latter attributed to the Π!Π* transition to the lowest energy excited

singlet state. Excitation at 307 nm originates a fluorescence emission band at

380 nm, due to radiative decay of Π!Π* state. These spectroscopic features are

modulated by appropriate substituents on the phen framework and pH changes

i.e. by protonation of the heteroaromatic nitrogen atoms. The UV-spectrum

recorded at pH 4, where phen is monoprotonated form, (phenH)+ shows the

absorbance 8 nm red shifted to the absorption band at 265 nm attributed to the

charge transfer of the Π!Π* transition(i.e. the LUMO has a higher electron

density on the nitrogen atoms than the HOMO. Monoprotonation of phen leads to

the disappearance of the emission band at 380 nm and to the formation of a new

Table 11.1 Energy levels of some commonly used chromophores [45]

Chromophore Singlet (cm�1) Triplet (cm�1)

1,10 Phenanthroline 29,200 22,100

Acetophenone 28,200 26,000

1,4-Napthoquinone 20,200

8-Hydroxyquinone 27,000

7-Amino-4-methyl-2- hydroxyquinone 23,100

Tetrazatriphenylene 29,000 24,000

Napthalene 32,200 21,200

2-Hydroxyisophthalamide 24,200 23,350

1-Hydroxy pyrin-2-one 21,260

276 G. Sharma et al.



emission broad red shifted band at ca. 410 nm accounting for stabilization of lowest

energy state by protonation of the heteroaromatic nitrogen atoms because of its

charge transfer character [57]. The electron deficiency of chelating agents phen and

bipy is their electron deficiency that makes them excellent acceptors capable of

stabilizing metal ions in lower oxidation states. Due to the presence of low energy

Π* orbitals of the ligand, metal complexes can be characterized by strong metal-to-

ligand charge transfer (MLCT) absorption bands in the visible spectrum and red

shifted fluorescent emissions.

Another major class of co-ligands are phosphine oxides and their analogues

which are widely studied and used as sensitizers now. The disappearance of broad

absorption band in the region of 3000 cm�1 in the IR spectra of lanthanide ternary

complexes of pyrazolonates confirms the substitution of water coordination by

various phosphine oxide ligands. The increase in photoluminescence intensity of

phosphine oxides coordinated Eu(III) complexes can be due to square antiprismatic

structures of the complexes which promotes faster radiation rates and an increase in
5D0! 7F2 emissions related to odd parity. The substitution of auxillary sensitizing

ligands in lanthanide complexes also increases the solubility of complexes in

organic solvents depending on the substituted neutral ligand used.

The above discussion concludes that the ligand topology, binding sites, layer

properties, and environment properties of the antenna plays an important role in the

design of lanthanide complexes. In addition to this, the radiative lifetime and

photoluminescence quantum yield of lanthanide complexes also influence the

design of luminescent sensors.

Among the organic ligands, the pyridine derivatives are important as they form a

diversity of coordinating structures including coordination polymers and also have

numerous applications in catalysis, non linear optics, luminescence, ion exchange,

material chemistry and magnetochemistry, the role of 1,10-phenanthroline as an

auxillary ligand is well known and plays a significant role in absorption and transfer

of energy to the emission center Eu(III) ion [58–60]. The auxillary ligand reduces

the non radiative decay of the excited states of Eu(III) ion and increase the energy

transfer efficiency from ligands to Eu(III) ion thereby increasing the stability of

europium complexes. Similar observations have been made with the europium

complexes [Eu(2-ap)3(phen)]Cl3(1), [Eu(2-ap)2(phen)2]Cl3(2) and [Eu(2-ap)

(phen)3]Cl3(3) synthesized with 2-aminopyridine and 1,10-phenanthroline ligands

in different molar ratios [61] (Fig. 11.3).

The complexes exhibited characteristic emissions of Eu(III) ion at around

537 nm, 592 nm, 615 nm, 652 nm and 700 nm. These five expected bands are

attributed to the 5Do! 7FJ (J¼ 0–4) transitions of Eu(III) ion. The emission bands

at 537 nm and 652 nm are very weak since their corresponding transitions
5Do! 7Fo and

5Do! 7F3 are forbidden in both magnetic dipole and electric dipole

fields. The relative emission of 5Do! 7F1 transition at 592 nm are relatively strong

as it is a magnetic dipole transition which is independent of the coordination

environment of Eu(III) ion. The 5Do! 7F2 transition at 615 nm is an induced

electric dipole transition which is very sensitive to the coordination environment

of the Eu(III) ion. This transition is responsible for the strong red emission of
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europium complexes and also indicates the presence of highly polarizable chemical

environment around the Eu(III) ion. The band at 700 nm is relatively weak and

corresponds to the 5Do! 7F4 transition. It was also noted that in all the three

complexes, the intensity ratio of 5Do! 7F2 transition to 5Do! 7F1 transition was

around 4.0 which indicated the location of Eu(III) ion in the environment of low

symmetry. The presence of only one line for 5Do! 7Fo transition revealed the

presence of similar chemical environment around Eu(III) ion. The photolumi-

nescence results showed that the relative emission intensity of 5Do! 7F2 transition

was enhanced as the molar ratio of the ligand phen increased from complex (1) to

complex (3) which revealed that the sensitization ability of ligand phen is better

than that of ligand 2-ap (Fig. 11.4).

The decay profile of complex (3) shows monoexponential function indicating the

presence of a single chemical environment around Eu(III) ion. The lifetime value
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Fig. 11.3 Structure of europium complexes [Eu(2-ap)3(phen)]Cl3(1), [Eu(2-ap)2(phen)2]

Cl3(2) and [Eu(2-ap)(phen)3]Cl3 (3) (x¼ 2-aminopyridine, y¼ 1,10-phenanthroline) [61]
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was found to be 324 μs. According to the emission spectra and the lifetime of the Eu

(III) excited state (5D0), the emission quantum efficiency (η) was found to be 10.33,
which is good for a ligand-sensitized luminescent europium(III) complex

(Fig. 11.5).

The above results indicate that the europium complex [Eu(2-ap)(phen)3]Cl3 with

higher molar ratio of ligand 1,10-phenanthroline shows high luminescence as

compared to other complexes [Eu(2-ap)3(phen)]Cl3 and [Eu(2-ap)2(phen)2]Cl3.
The quantum efficiency is found to be 10.33 which suggest the complex can act

as a good fluorescent probe.

The pyridine carboxylates act as good candidates due to existence of N and O

mixed donor atoms which can coordinate to the metal ion in a bidentate chelating,

bidentate bridging and unidentate manner [62–64]. 2,6-pyridinedicarboxylic acid

and α-picolinic acid have been found as promising ligands due to the stability of

their Ln(III) complexes, strong fluorescence intensity with long excitation lifetimes

[65–68]. The ligand 2,6-pyridinedicarboxylic acid is water soluble, commercially

available having nitrogen and oxygen atoms to coordinate with the metal ion.

Aminopyridine ligands also act as useful chelating agents for inorganic and organ-

ometallic applications and their derivatives can coordinate to the metal ions in a

monodentate fashion through the N atom of the ring, however there are several

works reported where the amino group also participates in coordination to the metal

ion. The hydroxypyridine ligands can also coordinate effectively to the metal ion

through the N and O donor atoms and are expected to show good luminescent

properties [69–71]. The europium complexes [{Eu(dpa)(α-pc)
(CH3OH)].2CH3OH}](4), [{Eu(dpa)(2-ap)(CH3OH)].2CH3OH}](5) and [{Eu

(dpa)(2-hp)(CH3OH)].2CH3OH}](6)with dipicolinic acid (dpa) as a primary ligand

and α-picolinic acid (α-pc), 2-aminopyridine (2-ap) and 2-hydroxypyridine (2-hp)

Fig. 11.4
Photoluminescence

emission spectra of

europium complexes in

methanol solution (1� 10�5

mol dm-3)[Eu(2-ap)3(phen)]

Cl3 (1), [Eu(2-ap)2(phen)2]

Cl3 (2) and [Eu(2-ap)

(phen)3]Cl3 (3) at the

excitation wavelength of

247 nm [61]
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as secondary ligands [72] shows strong characteristic emission bands of Eu(III) ions

in the visible region, which attributes to the electronic transitions from the excited
5Do level to the ground

7FJ (J¼ 0–4) levels of Eu(III) ion . The relative luminescent

intensity of 5Do! 7F2 transition is strongest in the complex based on 2-ap as

secondary ligand, however the weakest luminescent intensity is observed in com-

plex with 2-hp as secondary ligand. This can be explained by the non-radiative

deactivation of energy of excited state as a result of their interaction with high

frequency oscillators O-H group which act as efficient quencher of lanthanide ion

luminescence in 2-hp ligand. These results showed that –NH2 group in 2-ap ligand

can strongly sensitize the luminescence of Eu(III) ion as compared to the 2-pc and

2-hp ligands (Fig. 11.6).

The luminescence decay curves of the complexes obtained at 298 K bymonitoring

the 5D0! 7F2 transition (615 nm) show monoexponential function indicating the

presence of a single chemical environment around Eu(III) ion. The lifetime values are

found to be 725 μs, 825 μs and 675 μs and the quantum efficiency values are found to

be 21.60, 27.30 and 17.89 for complexes (4), (5) and (6) respectively (Fig. 11.7).

The complexes show the characteristic emission bands of Eu(III) ion in visible

region at 580 nm, 592 nm, 615 nm, 650 nm and 698 nm for 5D0! 7FJ (J¼ 0–4)

transitions respectively. The photoluminescence properties of the complexes are

influenced by the secondary ligands as studied by the photoluminescence spectra

and decay measurements where the complex [{Eu(dpa)(2-ap)

(CH3OH)].2CH3OH}] with 2-ap as secondary ligand exhibits strongest emission

intensity and relatively longer luminescence lifetime, quantum efficiency as com-

pared to the complex [{Eu(dpa)(α-pc)(CH3OH)].2CH3OH}] and complex [{Eu

(dpa)(2-hp)(CH3OH)].2CH3OH}] (6).

Recently, the luminescent materials with the emissions in the near- infrared region

such as Sm(III), Dy(III), Pr(III), Ho(III), Yb(III), Nd(III) and Er(III) have gained

much interest due to their applications in telecommunication network as optical

Fig. 11.5
Photoluminescence decay

curve under laser pulse

excitation of [Eu(2-ap)

(phen)3]Cl3 complex [61]
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signal amplifier, probes for bioassays because human tissue is relatively transparent

to near infrared light at 1000 nm. Yb3+ ion is usually a prime candidate to be chosen

due to its luminescent efficiency close to 100 % and relatively simple electronic

structure of two energy level manifolds: the 2F7/2 ground state and
2F5/2 excited state

around at 10,000 cm�1 in the NIR region [73–77]. The rare earth ion couples such as

RE3+-Yb3+ can be efficiently utilized for near infrared (NIR) quantum cutting

(QC) materials [78–80]. The energy gap of 5D2 –
7F0 transition in Eu3+ is approxi-

mately twice as large as that of 2F5/2 –
2F7/2 transition in Yb3+ which facilitates the

energy transfer between Eu3+ ion to Yb3+ ion [81]. The room temperature excitation

spectra of complex [Eu0.5Yb0.5 (sal)3(phen)] [82] obtained by monitoring the longest

Fig. 11.6 Luminescent

emission spectra of [{Eu

(dpa)(α-pc)
(CH3OH)].2CH3OH}] (4),

[{Eu(dpa)(2-ap)

(CH3OH)].2CH3OH}]

(5) and [{Eu(dpa)(2-hp)

(CH3OH)].2CH3OH}]

(6) [72]

Fig. 11.7
Photoluminescent lifetime

decay measurement of [{Eu

(dpa)(α-pc)
(CH3OH)].2CH3OH}] (4),

[{Eu(dpa)(2-ap)

(CH3OH)].2CH3OH}]

(5) and [{Eu(dpa)(2-hp)

(CH3OH)].2CH3OH}]

(6) [72]
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emission wavelength of Eu3+ ion at 614 nm and Yb3+ ion at 980 nm exhibits a broad

band at 290 nm attributable to the ligand to metal charge transfer (CT) transitions

caused by the interaction between the organic ligands and the Eu3+ ions at 614 nm .

The strong absorption band centered at 261 nm corresponded to the ligand to metal

charge transfer transitions of Yb3+ ions. The presence of relatively strong CT

absorption band in the excitation spectrum of Yb3+ ions reveals the energy transfer

from Eu3+ ions to Yb3+ ions. The excitation spectrum also shows the sharp 4f-4f

transitions of Eu3+ from the 7F0 ground state to 5D3,4,6,7,1,2 excited states. The

difference in energy between the 5D2 –
7F0 transition of Eu

3+ ions is twice the energy

difference between 2F5/2 –
2F7/2 transition of Yb3+ ions, which means that the 5D2

excited state of Eu3+ ion can simultaneously transfer energy to two nearby Yb3+ ions

and hence the Yb3+ ions can emit two infrared photons. This absorption is followed

by rapid multi-phonon assisted relaxation from the populated 5D2 energy levels to the

metastable energy levels of Eu3+ ion (Fig. 11.8).

The emission spectra obtained by the excitation at 384 nm, it was observed that

the complexes [Eu(sal)3(phen)] and [Eu0.5Yb0.5(sal)3(phen)] show the characteris-

tic narrow emission peaks corresponding to the 5D0 –
7Fj (J¼ 0–4) transitions of

Eu3+ ions. The emission peaks are well resolved and it was observed that the peak at

578 nm and 650 nm were weak since their corresponding transitions 5D0 –
7F0 and

5D0 –
7F3 were forbidden in magnetic and electric dipole fields. The peak at 591 nm

is relatively strong and corresponds to 5D0 –
7F1 magnetic transition, the strongest

emission observed at 614 nm (5D0 – 7F2) is an induced electric dipole transition

sensitive to the coordination environment of Eu3+ ion. This transition was respon-

sible for the red emission of the europium complexes. The relative intensity of

peaks are stronger in complex [Eu(sal)3(phen)] as compared to complex

[Eu0.5Yb0.5(sal)3(phen)]. The decrease in intensity of all the emission peaks in

complex can be considered due to the energy transfer from Eu3+ ions to Yb3+

ions in the complexes. The emission spectrum of complex [Yb(sal)3(phen)] which

exhibits near infrared emission peaks at 980 and 1030 nm associated with the

transition of Yb3+ from 2F5/2 level to 2F7/2 energy level. The decay curve shows

the lifetime quenching of Eu3+ emission due to the energy transfer from Eu3+ to Yb3

+ with mean lifetime of 461 ps (Figs. 11.9, 11.10, and 11.11).

The above results show the study of excitation, emission and decay measurements

of [Eu0.5Yb0.5 (sal)3(phen)] complex which reveals the efficient energy transfer from

Eu3+ to Yb3+ by cooperative energy transfer process, which leads to Eu3+ emission

quenching and occurrence of near infrared emission at 980 and 1030 nm.

11.3.4 Photoluminescence Quantum Yield and Radiative
Lifetime

The most important feature of luminescent lanthanide complexes is the photolumi-

nescence quantum yield (PLQY). It is defined as the ratio of number of photons

emitted with that of number of photons absorbed when excited at a particular
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wavelength. The quantum yield of lanthanide complexes involves several factors

such as ligand to Ln(III) energy transfer, multiphonon-relaxation, energy back

transfer, crossover to charge transfer states etc. [83] Also, there are several com-

peting processes such as fluorescence of antenna (competes with intersystem

crossing), quenching of triplet state by dissolved molecular oxygen in case of

Fig. 11.8 Photoluminescent excitation spectra of Eu3+ emission monitored at 614 nm and Yb3+

emission monitored at 980 nm of [Eu 0.5Yb0.5 (sal)3(phen)] complex [82]

Fig. 11.9 Room

temperature

photoluminescent emission

spectra of [Eu(sal)3(phen)]

and

[Eu0.5Yb0.5(sal)3(phen)]

complexes excited at

384 nm [82]
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NIR emitting ions (competes with energy transfer to the lanthanide ion) and the

presence of solvent or water molecules which lowers the value of photolumi-

nescence quantum yield. Hence, the overall quantum yield of sensitized emission

(ΦS) is the product of intersystem crossing quantum yield (ΦISC), the energy

transfer quantum yield (ΦET) and the lanthanide luminescence quantum yield

(ΦLum)

ΦS ¼ ΦISC ∗ΦET∗ΦLum ð11:2Þ

Fig. 11.10 Room

temperature

photoluminescent emission

spectra of [Yb(sal)3(phen)]

excited at 384 nm [82]

Fig. 11.11 Decay curve of

Eu3+, 5D0 excited state

(excitation wavelength:

384 nm; emission

wavelength: 614 nm) of

[Eu0.5Yb0.5 (sal)3(phen)]

complex [82]
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The overall quantum yield of the lanthanide complexes with organic ligands can be

calculated as:

ФL
Ln ¼ ηsens:Ф

Ln
Ln ¼ ηsens :

Krad

Kobs

� �
¼ ηsens :

τrad
τobs

� �
ð11:3Þ

where ФL
Ln and ФLn

Ln represent the quantum yield resulting from indirect and direct

excitation respectively and ηsens is the quantum efficiency with which the electro-

magnetic energy if transferred from the organic ligands to the lanthanide ion. Krad is

the radiative rate constant, Kobs is the sum total of rates of various deactivation

processes and τrad is the radiative lifetime. The intrinsic quantum yieldФLn
Ln can be

calculated as:

ФLn
Ln ¼ Krad= Krad þKnrð Þ ð11:4Þ

Knr represents nonradiative rate constant which can be attributed to the back energy

transfer to the sensitizer, quenching by matrix vibrations or by electron transfer

mainly for the lanthanides having low reduction potential such as Eu(III) and Yb

(III) ions [84]. The intrinsic quantum yield can be determined by two proposed

mechanisms:

(a) The rapid diffusion enhanced resonance energy transfer after mixing the

lanthanide complexes with a known quantum yield acceptor in solution and

the efficiency of energy transfer between them can be calculated from both

lifetime and intensity parameters.

(b) This mechanism is valid only for europium and relies on the fact that the

intensity of purely magnetic dipolar transition 5D0! 7F1 transition is inde-

pendent of the chemical environment of the lanthanide ion and the radiative

lifetime can be calculated from the emission spectrum. The measurement of

absolute quantum yield is a sophisticated task, it can be calculated by deter-

mination of relative quantum yield with that of standard sample of known

absolute quantum yield. The absolute quantum yield of lanthanide complexes

in solution can be calculated as:

ФS ¼ ФST IS= ISTð Þ RI2S=RI
2
ST

� �
FST=FSð Þ ð11:5Þ

where ФS represents the absolute quantum yield of sample, ФST is the absolute

quantum yield of reference compound, RIS and RIST are the refractive index of

sample solvent and reference compound respectively and represents the fraction of

light absorbed by reference and sample. The accurate determination of quantum

yields includes a number of factors e.g. internal filter effects, self-quenching and

reliability of the standard value [85]. The other important parameter termed as
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luminescence lifetime can be defined as the time which an electron spent in excited

state after excitation. It can be calculated as:

τobs ¼ 1=Kobs ð11:6Þ

The radiative rate (Krad) and non-radiative rate (Knr) can be calculated as:

Krad ¼ Φ=τ ð11:7Þ
1=τ ¼ Krad þKnr ð11:8Þ

The overall absorbance of the lanthanide complexes is increased by the direct and

indirect attachment of the chromophores to the lanthanide ion. The energy transfer

process from the ligand to the metal ion is explained by the Forster and Dexter

mechanism for direct chromophore attachment, while in case of indirect attachment

of chromophore, the energy transfer proceeds through Forster dipole-dipole mech-

anism. The separation between two chromophores can be accessible through the

determination of energy transfer efficiency (ηet) and can be calculated as:

ηet ¼ 1� τobs=τ0ð Þ ¼ K0=Kobs ¼ 1= 1þ RDA=R0ð Þ6 ð11:9Þ

where τobs and τ0 are the lifetime of donor chromophore in presence and absence of

acceptor chromophore respectively, K 0 and Kobs are the decay rates of acceptor

without and with donor respectively. RDA and R0 are the distance between donor-

acceptor and critical distance respectively. The critical distance depends on the

quantum yield of donor QD without acceptor, refractive index n of the medium, the

overlap integral Jov between the emission spectrum of donor and absorption spec-

trum of acceptor and orientation factor κ having isotropic limit of 2/3 and can be

calculated as:

R06 ¼ 8:75� 10�25 κ2:Jov:QD:n
�4

� � ð11:10Þ

The Judd-Ofelt analysis is a useful technique to estimate the population of

odd-parity electron transitions for Eu(III) complexes. The interaction parameters

of the ligand fields can be calculated from the Judd-Ofelt parameter, Ωλ. The

parameter Ω2 is more sensitive to the symmetry and sequence fields and for anti-

symmetrical Eu(III) complexes Ω2 is large for faster radiative rates. The experi-

mental intensity parameters Ωλ where λ¼ 2 and 4, can be determined from the

emission spectrum of Eu(III) complexes based on 5D0! 7F2 and
5D0! 7F4 transi-

tions where the 5D0! 7F1 magnetic dipole-allowed transition is taken as reference

and can be estimated as:

ARAD ¼ 4e22ω3 =3ђc3
� �

χ
X

λ
Ωλ <

7FJ

��U λð Þ ��5D0>
2 : 1=2Jþ 1ð Þ ð11:11Þ

ARAD is the correspondent coefficient of spontaneous emission, e is the charge

on electron, ω is the angular frequency of the transition, ђ is the Planck’s constant
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over 2л, c is velocity of light and χ is the Lorentz local field correction term which

is given by n(n2 + 2)2/9 with a refraction index n¼ 1.43 and< 7FJ | U
(λ) |5D0>

2 are

the squared reduced matrix elements with values of 0.0032 and 0.0023 for J¼ 2 and

4 respectively. The Ω6 parameter is difficult to determine as 5D0! 7F6 transition

cannot be experimentally detected in most of Eu(III) complexes.

11.4 Lanthanide Doped Upconversion Nanoparticles

Lanthanide–doped upconversion nanoparticles (UCNPs) are mainly composed of

three key components: a host matrix, sensitizer and activator. Generally, these

UCNPs are fabricated by doping the trivalent lanthanides which have metastable

excited states into an inorganic crystalline host lattice that can host these dopant

ions. In case of lanthanide doped UCNPs, the sensitizer absorbs photons at 980 nm

due to which it is excited to the higher energy state. The activator ions now obtain

energy from the sensitizers to reach their corresponding excited states and show

emission at short wavelengths (Fig. 11.12).

The selection of the host materials is important as it determines the lattice

between the dopant ions, relative spatial position, coordination numbers and the

type of anions surrounding the dopant. Several conditions need to be fulfilled while

choosing the host lattice as reviewed by Wang and Liu (2009) [86, 87] and Ong et.
al. (2010) [88] are (i) close lattice matches to dopant ions; (ii) low phonon vibration

energies and (iii) good chemical stability. The host lattice must be able to accom-

modate the lanthanide dopant ions as it largely affects the luminescence output and

emission intensity ratios of different transitions. The phonon energy of the host

lattice must be low to ensure homogeneous doping and minimizing the lattice stress

and non-radiative energy loss. The fluoride compounds serve as best host lattices

due to their low phonon energy (350 cm-1) and high chemical stability. These

compounds are LaF4, YF4, NaYF4 and BaYF4 which are widely used as optimal

host materials. The longer lifetimes are observed for the excited states of fluorides

lattices due to the low phonon energies of the crystal lattice [89]. The lattice

impurities increase the multi-phonon relaxation rates between the metastable states,

thereby reducing the overall visible emission intensity. The halogenides also have

small radiative losses but these materials have low chemical stability. The oxides

have high chemical stability but their phonon energy is high (>500 cm�1) due to

stretching vibration of host lattice. Therefore fluorides prove to be ideal host

candidates for the green and blue upconversion phosphors.

The upconverting luminescence efficiency depends upon nature of absorbers/

emitters and the doping concentration of absorbers/emitters. The luminescence

efficiency is highest when the doping concentration of absorbers/emitters shows

well matching energy level. The improper absorber/emitter doping concentration

ratio results concentration related cross-relaxation quenching or disables energy

transfer. Among the lanthanide ions, Yb3+ ions are frequently used as absorbers due

to its simple energy levels 2F5/2 and
2F7/2 and high absorption coefficient at 980 nm
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and are used in relatively high doping ratios (20–30 %) [90]. Some other lanthanide

ions like Er3+, Tm3+ and Ho3+ have ladder-like energy levels and are often used as

activators with low doping concentrations. The other lanthanide ions (Y3+, La3+,

Gd3+, Sc3+), transition metal ions (Zr4+, Ti4+) and alkaline earth ions (Ca2+, Sr2+,

Ba2+) are also suitable ions that can be used. The most practical hosts are the halides

(NaYF4, YF3, LaF3), oxides (Y2O3, ZrO2) and oxysulphides (Y2O2S, La2O2S) due

to their low phonon-energy lattice. These hosts reduce multi-phonon relaxation and

increase the lifetime of the intermediate states involved in upconversion process

[91]. Thus to overcome the limitations of conventional fluoroprobes the lanthanide

doped hexagonal phase NaYF4 upconverting materials are appropriate substituents

due to their superior upconverting properties.

The nano lanthanide doped oxide hosts are extensively reported with regard to

Y2O3 as an important host material. It has broad transparency range (0.2–8 nm)

with a band gap of 5.6 eV, high refractive index, better thermal conductivity and

low phonon energy that makes it an attractive choice as the host material. The

mostly used lanthanide host-dopant systems are listed in Table 11.2.

11.4.1 Mechanism of Upconversion

The conventional fluorophores exhibit the phenomenon of downconversion,

i.e. higher energy photons are absorbed while lower energy ones are emitted due

to energy loss (IEL). Compared with downconversion, upconversion is a process

that causes the emission of higher energy photons through sequential absorption of

lower energy photons. The mechanism of upconversion process has been exten-

sively studied and is generally divided into three steps: excited state absorption

(ESA), energy transfer upconversion (ETU) and photon avalanche (PA). In com-

parison with the other two processes, ETU has been widely employed to obtain high

upconversion efficiency (emission density versus NIR excitation power), involving

the absorption of a pump phonon of the same energy by each of the two neighboring

ions. A subsequent non-radiative energy transfer promotes one of the ions to an

upper energy level (EL2) while the other ion relaxes back to the ground state (GS).

The relaxation from EL2 results in the emission of higher energy photons [98]

(Fig. 11.13).

Fig. 11.12 The energy

transfer process in

up-conversion nanoparticles
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11.4.2 Enhancing the Up Conversion Efficiency

The lanthanide–doped nanoparticles have great potential as lasers, phosphors and

recently biolabels as well. The possibility to enhance the up-conversion lumines-

cence has always been an interesting research topic. These nanoluminophores act as

efficient biolabels when compared to organic dyes and quantum dots due to their

excellent photostability, efficient near infrared to visible and long luminescence

lifetimes suitable for time delayed detection. There is a need to enhance the

up-conversion efficiency as these UCNPs suffer from low brightness when com-

pared to conventional biolabels. There are certain ways to modify the upconversion

efficiency which includes the dopant concentration, modifying the local chemical

and structural environment, controlling the distribution of active ions in host

material, varying the composition, structure and morphology of the up-converting

nanoparticles. These factors reduce the quenching effect, enhance the absorption of

NIR radiation or improve the sensitizer to activator energy transfer.

Table 11.2 Representative UCNPs with different host-dopant systems, excitation wavelengths

and emission peaks [92–97]

Dopant ions Major emissions (nm)

Host lattice Sensitizer Activator Blue Green Red

NaYF4 Yb Er 518, 537 652

Yb Er 540 660

Yb Er 510–530 635–675

Yb Er 521,539 651

LaF3 Yb Tm 475

Yb Er 520, 545 659

CaF2 Yb Er 524 654

Y2O3 Yb Er 550 660

Lu2O3 Yb Er, Tm 490 540 662

LuPO4 Yb Tm 475 649

EL 2
IEL

EL 1

EL 2

EL 1

NRCET

a b

hv1
hv1

hv2
hv2hv1

GSGS

Fig. 11.13 Illustration of (a) downconversion and (b) energy transfer upconversion mechanism.

IEL internal energy loss, GS ground state, EL energy level, NRET nonradiative energy transfer, hυl
incident light, hυ2 emission light [98]
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11.4.2.1 Concentration of Optically Active Ions

The up-conversion quantum yield can be enhanced by increasing the concentration

of optically active ions within a single nanoparticle as the upconversion in singly

doped NPs is very weak, therefore it is necessary to co-doping the activator ions

with the sensitizer ions. The enhanced up-conversion in doubly doped material was

first studied by F. Auzel in 1966 [99]. Yb3+ ion is most frequently used sensitizing

lanthanide ion due to its simple energy levels, large absorption cross section at

940–990 nm in NIR region and large energy gap (10,000 cm�1) and long lumines-

cence lifetimes (1 ms). Yb3+ is usually chosen as it absorbes in NIR region and

further capable of transferring its energy to the activator ions such as Tm3+, Er3+ in

the energy transfer up-conversion process which requires a single activator ions

surrounded by atleast two or three Yb3+ ions.

The increase in the activator ions concentration results in the decrease in the

effective distance between the ions and when the energy levels are quasi-resonant,

the excited ions become non-radiatively depopulated. The concentration quenching

manifests itself in shortening the luminescence lifetimes as well as in decreasing the

effective luminescence quantum yield enhancement despite the increase in lumi-

nescence centres. Therefore the concentration of the activator ions must be care-

fully optimized. The NIR PL emission from the ultrasmall NaYF4 : 2 % Tm3+

nanocrystals to be 3.6 times more intense than the one from conventional 25–30 nm

sized NaYF4 : 20 % Yb3+ / Tm3+ nanocrystals. These Yb3+ / Tm3+ doped UCNPs

are particularly attractive due to highly efficient NIR-to-NIR conversion i.e. 980 nm

excitation to 800 nm up conversion emission [100].

11.4.2.2 Selection of Host Material

The up conversion efficiency can be enhanced by the proper selection of the host

material for lanthanide ion dopants. The low energy phonons cause low

non-radiative and multiphonon losses and increase the luminescence lifetimes.

Different hosts such as chlorides, bromides and iodides with phonon energies of

~144, 172 and 260 cm�1 and low multiphonon relaxation rates are suitable for

up-conversion process as compared to fluorides and oxides [101]. Concluding, we

can say that the selection of the host material is a balance between phonon

properties and excitation spectra intensity which makes the host material appropri-

ate for energy up-conversion in lanthanide doped materials.

11.4.2.3 Impurities in Host Matrix

The up-conversion efficiency can be enhanced by co-doping passive or active

impurities in an efficient way. In case of passive impurities, the doping ions induce

distortions to the local symmetry around activators or dissociate the lanthanide
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clusters in the nanocrystals and leads to increase in the up-conversion efficiency.

These impurities do not participate in energy transfer within the matrix. On the

other hand, the active impurities modify the energy transfer rates within the system

and enhance the up-conversion efficiency. The enhancement of up-conversion

efficiency in singly Er3+ -doped YAlO3 phosphor by exchanging 40 % of Y3+

ions by larger Gd3+ ions (0.1159, 0.1193 nm) resulting in expanding the host lattice

and distorting the local symmetry as studied by Li et.al [102]. The co-doping of

β-NaGdF4 : Yb3+ /Er3+ nanoparticles with different amount of Li+ ions also showed

a higher up conversion enhancement as studied by Cheng et.al [103]. The green and

red up-conversion emission yield intensities of the nanoparticles co-doped with

7 mol % Li+ ions were enhanced 47 and 23 times respectively. The alkali ions also

have an impact on the structure and spectral properties of up-converting fluoride

nanocrystals. The phase, size, shape and stability of the Yb/Er co-doped NaYF4 also

get affected by the Li+ and K+ content, the green to blue ratio varied in the range

~2–6.5 and ~0.7–1.7 respectively and rose to 20–80 %. The passive impurities

affect activator distribution within the UCNP, the active impurities also play a

critical role in the energy transfer. This approach leads to the modification of energy

distribution as well as the interaction between respective excited energy levels of

the co-doping lanthanides. The improvement in the up-conversion quantum yield

by the co-doping of Tm3+ and Er3+ activators with the Yb3+ sensitizers serves as an

important example.

11.5 Synthesis of Lanthanide Doped UCNPs

The various chemical approaches for the synthesis of Ln-doped UCNPs have been

studied by Wang and Liu in 2009 [104], these methods such as co-precipitation,

thermal decomposition, sol-gel method and hydro thermal method are discussed as:

11.5.1 Co-precipitation Method

The co-precipitation method is simple as it does not require costly set up, complex

procedures and severe reaction conditions. In this method, the nanoparticle growth

can be controlled and stabilized by adding capping ligands such as polyvinylpyr-

rolidone (PVP), polyethylenimine (PEI) and ethylene diaminetetraacetic acid

(EDTA) into the solvent. This method generally yields cubic phase NaYF4 : Yb,

Er which is not an efficient up-convertor, subsequent calcinations at high temper-

atures results in sharpened crystal structure or partial phase transfer to hexagonal –

phase NaYF4 : Yb, Er which has higher upconversion efficiency as studied by Yi et.

al [105].
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11.5.2 Thermal Decomposition Method

This method involves dissolving of organic precursors in high boiling point sol-

vents (e.g. oleic acid (OA), oleylamine (OM), octadecene(ODE) for the synthesis of

highly monodispersed UCNPs. The rare earth trifluoroacetates are thermolyzed in

the presence of high boiling point solvents at a temperature usually exceeding

300 �C. Mai et.al [106]. synthesized Er3+, Yb3+ and Tm3+, Yb3+ doped

monodispersed cubic-phase and hexagonal-phase NaYF4 nanocrystals by the ther-

mal decomposition of trifluoroacetate precursors in OA/OM/ODE solvents and

OA/ODE solvents respectively and also synthesized NaYF4 based UCNPs with

different luminescent properties with similar synthetic methods. Yi and Chow [107]

obtained hexagonal-phase NaYF4 :Yb, Er and NaYF4 :Yb, Tm nanoparticles with

an average particle size of 10.5 nm by decomposing the precursors of Na

(CF3COO), Y(CF3COO)3, Yb(CF3COO)3 and Er(CF3COO)3/Tm(CF3COO)3 in

OM solvent at 300 �C with much higher up-conversion fluorescence intensity.

This method however, has some disadvantages such as use of expensive and

air-sensitive metal precursors and the generation of toxic by-products.

11.5.3 Sol Gel Method

The sol-gel method is mainly based on the hydrolysis and polycondensation of

metal alkoxides or metal acetate precursors to form extended networks with an

oxide skeleton. Li et.al [108]. studied the preparation of metal oxide based

Ln-doped UCNPs such as YV04:Yb, Er, Lu3Ga5O12: Er, BaTiO3: Er and ZrO2:Er

by the sol-gel method. Though this method is good for the synthesis of various

Ln-doped UCNPs, however there are certain limitations such as particle size and

particle aggregation may occur when dispersed in aqueous solution. Some post

treatments are often needed to improve the crystalline phase purity for enhanced

luminescence efficiency.

11.5.4 Hydrothermal Method

The synthesis of highly crystalline nanocrystals with tunable size, morphology,

optical and magnetic properties via controlled reaction temperature, time, concen-

tration, pH and precursors etc can be done by hydrothermal method. This method

improves the solubility of solids under hydrothermal conditions, which accelerates

the reactions between solids. The advantage of this method lies in the fact that it

requires “one-pot process” with heat resistant polymer (PEI, PVP) added to the

solvent. Wang et.al [109]. studied the preparation of uniform-sized nanoparticles

with appropriate surface modification which were obtained by single reaction
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process. The only limitation with the hydrothermal method is the difficulty in

observing the nanocrystals growth process.

11.6 Conclusion

Recently the luminescent lanthanide complexes are receiving the attention of

scientific fraternity due to their high luminous lifetimes and extremely sharp

emission bands arising from the electronic transitions between the 4f energy levels.

The lanthanide complexes are widely used in many technologically interesting

fields such as photoluminescent materials in display devices, fluorescence probes

and labels in biological systems. In order to design the efficient luminescent

fluorophores, it is necessary to understand the electronic and spectroscopic proper-

ties of rare earth elements, basic principles of photoluminescence which includes

the basic concepts of antenna effect, coordination features of Ln3+ ions, radiative

lifetime and photoluminescence quantum yield of lanthanide complexes. Apart

from the luminescent lanthanide complexes, the lanthanide up-converting

nanoparticles possess great potential as novel fluorophores for biological applica-

tions. These exhibit unique fluorescent property providing tremendous applications

which have enormous advantages over conventional fluorophores. This review

insights into the main aspects related to design of luminescent lanthanide com-

plexes and lanthanide up-converting nanoparticles and also gives an overview of

our recent work on photoluminescent properties of lanthanide complexes with

nitrogen donor and oxygen donor ligands. The synthesis and photoluminescence

properties of europium and ytterbium complexes with 2-aminopyridine, 1,10-

phenanthroline, dipicolinic acid, α-picolinic acid, salicylic acid and

2-hydroxypyridine have been reported. The prepared complexes can act as good

candidates for fluorescence probes and optoelectronic devices.
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96. Heer S, K€ompe K, Güdel HU, Haase M (2004) Highly efficient multicolour upconversion

emission in transparent colloids of lanthanide-doped NaYF4 nanocrystals. Adv Mater 16

(23–24):2102–2105

97. Yang J, Zhang C, Peng C, Li C, Wang L, Chai R, Lin J (2009) Controllable Red, green, blue

(RGB) and bright white upconversion luminescence of Lu2O3:Yb3+/Er3+/Tm3+

nanocrystals through single laser excitation at 980 nm. Chem Eur J 15(18):4649–4655

98. Auzel F (2004) Upconversion and anti-stokes processes with f and d ions in solids. Chem Rev

104(1):139–174

99. Xu CT, Svensson N, Axelsson J, Svenmarker P, Somesfalean G, Chen G, Liang H, Liu H,

Zhang Z, Andersson-Engels S (2008) Autofluorescence insensitive imaging using

upconverting nanocrystals in scattering media. Appl Phys Lett 93(17):171103

100. Soukka T, Rantanen T, Kuningas K (2008) Photon upconversion in homogeneous

fluorescence-based bioanalytical assays. Ann N Y Acad Sci 1130(1):188–200

101. Li C, Quan Z, Yang P, Huang S, Lian H, Lin J (2008) Shape-controllable synthesis and

upconversion properties of lutetium fluoride (doped with Yb3+/Er3+) microcrystals by

hydrothermal process. J Phys Chem C 112(35):13395–13404

102. Cheng L, Yang K, Li Y, Chen J, Wang C, Shao M, Lee S-T, Liu Z (2011) Facile preparation

of multifunctional upconversion nanoprobes for multimodal imaging and dual-targeted

photothermal therapy. Angew Chem 123(32):7523–7528

103. Le�on-Luis SF, Rodrı́guez-Mendoza UR, Haro-González P, Martı́n IR, Lavı́n V (2012) Role

of the host matrix on the thermal sensitivity of Er3+ luminescence in optical temperature

sensors. Sens Actuators B Chem 174:176–186

298 G. Sharma et al.



104. Yi GS, Chow GM (2006) Synthesis of hexagonal-phase NaYF4:Yb, Er and NaYF4:Yb, Tm

nanocrystals with efficient up-conversion fluorescence. Adv Funct Mater 16(18):2324–2329

105. Mai H-X, Zhang Y-W, Si R, Yan Z-G, Sun L-d, You L-P, Yan C-H (2006) High-quality

sodium rare-earth fluoride nanocrystals: controlled synthesis and optical properties. J Am

Chem Soc 128(19):6426–6436

106. Yi G-S, Chow G-M (2005) Colloidal LaF3:Yb, Er, LaF3:Yb, Ho and LaF3:Yb, Tm

nanocrystals with multicolor upconversion fluorescence. J Mater Chem 15(41):4460–4464

107. Nabika H, Deki S (2003) Enhancing and quenching functions of silver nanoparticles on the

luminescent properties of europium complex in the solution phase. J Phys Chem B 107

(35):9161–9164

108. Wang G, Peng Q, Li Y (2011) Lanthanide-doped nanocrystals: synthesis, optical-magnetic

properties, and applications. Acc Chem Res 44(5):322–332

109. Demas JN, DeGraff BA (2001) Applications of luminescent transition platinum group metal

complexes to sensor technology and molecular probes. Coord Chem Rev 211(1):317–351

11 Luminescent Lanthanide Sensors and Lanthanide Doped Upconversion. . . 299



Chapter 12

Interplay Between DNA-Binding/Catalytic
Functions and Oligomerization of Retroviral
Integrases Studied by a Combination
of Time-Resolved Fluorescence Anisotropy,
Fluorescence Correlation Spectroscopy
and Resonance Energy Transfer

Olivier Delelis and Eric Deprez

Abstract Fluorescence based technologies are widely used to study enzyme prop-

erties and to understand their mode of action. In particular, fluorescence anisotropy

(including both steady-state and time-resolved approaches), fluorescence correla-

tion spectroscopy (FCS) and resonance energy transfer (FRET) were used for

monitoring the DNA-binding and enzymatic activities of retroviral integrases.

This protein is involved in the integration step of the viral genome that is crucial

for retroviral replication. Thanks to these methodologies, important information has

been obtained regarding the oligomeric status responsible for integrase catalytic

activities as well as the positioning of integrase onto its DNA substrate. We present

in this chapter a steady-state fluorescent anisotropy-based assay which monitors, in

the same sample, both the DNA-binding step and the subsequent reaction catalysed

by integrase allowing the separation of binding and catalytic parameters. The

combination of this approach with the analysis of time-resolved fluorescence

anisotropy decays is also particularly suitable for studying the relationship between

the overall size of integrase-DNA complexes and the catalytic activity. The char-

acterization of catalytically competent complexes by time-resolved fluorescence

anisotropy led to the identification of the dimeric form of HIV-1 integrase as the

optimal active form for catalytic activity. The protein:DNA ratio determines the

aggregative properties of HIV-1 integrase, and high ratios led to aggregative and

inactive forms. The better solubility of prototype foamy virus (PFV-1) integrase

compared to HIV-1 integrase was compatible with protein labeling using an

extrinsic fluorophore, allowing the study of the integrase/DNA interaction speci-

ficity by FRET between the fluorescently-labeled PFV-1 integrase and viral DNA
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ends. It has also been possible to investigate, by a combined approach of FCS and

time-resolved fluorescence anisotropy, the oligomeric state of PFV-1 integrase. The

results show a monomer-dimer equilibrium of PFV-1 integrase in solution and that

DNA promotes protein dimerization although high protein:DNA ratios led to

aggregated complexes, confirming results obtained with HIV-1 integrase. The use

of fluorescence-based assays for the study of the mechanism of action of anti-

integrase compounds is also discussed.

Keywords Fluorescence anisotropy • Fluorescence correlation spectroscopy •

Multimerization • Protein-DNA interactions • Integrase

12.1 Introduction

Integration of a HIV-1 DNA copy genome into the host genome is crucial for

efficient HIV-1 replication [1, 2]. The viral protein integrase (IN), coded by the pol
gene of the virus, is involved in this step. HIV-1 IN (288 amino-acid residues)

consists of three functional domains. The central or catalytic core domain (CC,

from position 50 to 213) is strictly required for catalysis and contains the well-

known Asp-Asp-Glu catalytic triad that coordinates one or two metallic cofactors

(Mg2+ or Mn2+), most likely a pair coordinated by three carboxylate groups of the

triad in the catalytically competent form, based on the X-ray structure of the

prototype foamy virus integrase (PFV-1 IN) [3]. The CC domain is flanked by the

N-terminal domain (NTD, from pos. 1 to 49) and the C-terminal domain (CTD,

from pos. 214 to 288). This domain establishes specific contacts with the viral DNA

and, together with the NTD and CTD, contributes to complex stabilization [3–

9]. The NTD contains a conserved non-conventional HHCC motif. The binding of

zinc to this motif ensures a proper domain folding and promotes IN multimerization

[10–12]. However, the integrity of the HHCCmotif is crucial in the stringent Mg2+-

context but appears dispensable under the less stringent Mn2+ condition [13],

suggesting a role of the NTD in the establishment of specific and physiologically

relevant IN/DNA complexes.

Integration results from two consecutive reactions that constitute the overall

integration process. The first reaction, named 30-processing (30-P), requires cleav-
age of the 30-terminal GT dinucleotide at each viral DNA end. The hydroxyl groups

of the newly recessed 30-ends are then used in the second reaction, named strand

transfer (ST) for the covalent joining of viral and target DNAs, resulting in full-site

integration. For both reactions, IN functions as a multimer, most likely a dimer for

30-P and a tetramer (dimer of a dimer) for full-site integration [3, 14–19]. Two other

reactions occur in vitro, (i) the reversal of the half-site integration process, named

disintegration [20], and (ii) a specific internal cleavage occurring on a symmetrical

palindromic DNA site [21–23]. All reactions require a metallic cofactor, and,

except for disintegration [24, 25], strictly require the full-length IN. The catalysis

in the presence of Mg2+ exhibits weaker non-specific endonucleolytic cleavage and

the tolerance of sequence variation at the viral DNA ends is greater in the presence
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of Mn2+ compared to Mg2+, suggesting that Mg2+ is more physiologically relevant

as a cofactor than Mn2+ [8, 26–28]. The ST reaction also leads to distinct profiles of

products and the potency of inhibitors can be differently appreciated, depending on

the nature of the cofactor used [29, 30].

IN is sufficient for 30-P catalysis in vitro, using short-length oligodeoxynu-

cleotides that mimic one viral long terminal repeat (LTR), in the presence of

Mg2+/Mn2+. The 30-P reaction generates two products: the viral DNA containing

the recessed end and the released GT dinucleotide. The first product of the reaction,

the processed viral DNA, serves as a substrate together with the target DNA for the

subsequent joining reaction. The 30-P reaction is highly specific and the terminal

13 base pairs of the viral DNA end are important for the reaction specificity in the

presence of Mg2+ [8, 26]. In particular, the CA sequence preceding the GT

dinucleotide is strictly required under both Mg2+ and Mn2+ conditions. Other

positions are crucial for 30-P activity under Mg2+ conditions [8, 26]. However,

in vitro, there is no IN preference for the cognate U5 or U3 terminal viral DNA

sequence at the DNA-binding level and no difference in affinity is generally

observed in terms of DNA sequence [7–9, 26, 31]. Consequently, the reaction

specificity is fully explained at the catalytic level. Due to poor solubility properties

of HIV-1 IN, it is a difficult task to determine which enzymatic properties are

related to intrinsic properties of retroviral INs, and which properties rely on

aggregative properties. The use of detergent or site-directed mutagenesis may

improve the solubility but may also cause changes to IN properties. For instance,

detergent may be detrimental to 30-P activity in the presence of Mg2+ [29] and one

soluble mutant was found to be intrinsically resistant to an anti-IN compound

[32]. PFV-1 IN, hortologue of the HIV-1 protein, shares common structural and

functional features with other retroviral INs, such as three-domain organization as

well as the catalytic activities, 30-P, ST, disintegration and internal cleavage on

symmetrical sequences [22, 33–35]. Importantly, PFV-1 IN displays a more soluble

profile compared to HIV-1 IN [15]. To date, many X-ray structures of the full-

length PFV-1 IN are available, including bound to viral DNA end with or without

target DNA [3, 36] as well as in the presence of IN inhibitors [37, 38]. By contrast,

no structure is available for the full-length HIV-1 protein, although several struc-

tures exist: DNA-free single- or double-domains, alone or complexed with the

IN-binding domain of the cellular partner LEDGF [39–43]. Consequently, bio-

chemical and structural studies of HIV-1 IN have been severely impeded for

solubility reasons and several structural determinants of protein activity are unclear,

in particular concerning its multimeric status with regard to each catalytic activity.

Based on topological considerations concerning the distance separating the

active sites of the two protomers, which is more than double the distance separating

the two joining sites on the target DNA (separated by 5 bp), a multimeric state of

higher order than dimers, tetramers at least, is required for complete integration.

However, the oligomeric state of IN (DNA-free in solution or bound to the viral

DNA end) and the multimeric state responsible for the 30-P reaction was uncertain,

12 Interplay Between DNA-Binding/Catalytic Functions and Oligomerization of. . . 303



in particular regarding the modulation of the 30-P activity by the self-association

properties of IN. Thanks to a combination of fluorescence-based methodologies

such as fluorescence anisotropy (real-time and steady-state), FCS (Fluorescence

correlation spectroscopy) and FRET (Fluorescence resonance energy transfer),

crucial information on DNA-binding and catalytic properties of IN were provided.

The comparison between HIV-1 and PFV-1 INs was also an important point to

highlight the proper self-association properties of retroviral integrases. More par-

ticularly, we present a fluorescence steady-state anisotropy assay for monitoring

DNA-binding and subsequent 30-P in the same sample, allowing the study of real-

time 30-P kinetics and the separation of binding and catalytic parameters [17]. The

use of a DNA substrate containing a fluorescent probe covalently linked to the GT

dinucleotide (released upon 30-P) allowed the simultaneous monitoring of

DNA-binding and GT release since both steps influence the size of the fluorescent

moiety. The steady-state anisotropy-based technique in combination with the anal-

ysis of time-resolved fluorescence anisotropy decays [10, 44–47] was also partic-

ularly suitable for studies of the relationship between the overall size of IN-DNA

complexes and 30-P activity. A more precise characterization of catalytically

competent complexes by time-resolved fluorescence anisotropy led to the identifi-

cation of the dimeric form of IN as the optimal active form for 30-P catalysis

[15, 17]. Time-resolved fluorescence results also highlight that the IN:DNA ratio

determines both the aggregation and catalytic properties of IN, and that

DNA-binding stimulates the self-organization of IN to give a catalytically compe-

tent non-aggregative form, even though high IN:DNA ratios lead to aggregative and

inactive forms for both HIV-1 and PFV-1 INs.

To get deeper insight into the multimerization properties of retroviral INs and

IN/DNA recognition mechanism, we used transglutaminase (TGase)-mediated

labeling of PFV-1 IN by an extrinsic fluorophore emitting in the visible part of

the spectrum [15]. In contrast to conventional chemical labeling methods, such a

strategy leads to a site-specific labeling of the protein of interest, avoiding multiply

labeled proteins and heterogeneous samples, and then is particularly well suited for

FRET or FCS approaches. This enabled us to successfully study self-assembly

properties of IN by FCS and compared the results to those obtained by time-

resolved fluorescence anisotropy using intrinsic fluorescence of tryptophan resi-

dues. Furthermore, FRET and DNA-binding anisotropy-based assay were

conducted to assess the specificity of IN/DNA interactions. A specific mode of

interaction in terms of sequence recognition was observed for PFV-1 IN, but not for

HIV-1 IN. Altogether, the different approaches show that DNA promotes the

catalytically competent dimeric state for accomplishing 30-P. However, this dimer-

ization process is in competition with other processes detrimental for activity such

as IN polymerization and aggregation onto DNA, mediated by nonspecific IN-DNA

and IN-IN interactions, respectively.
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12.2 Monitoring Simultaneously DNA-Binding
and 30-Processing Activity of Integrase by Steady-
State Fluorescence Anisotropy

Fluorescence anisotropy measurements are based on the principle of photoselective

excitation of a fluorophore by a polarized light, providing information about

rotational motions of the fluorophore or the fluorescently labeled molecule between

photon absorption and emission [48]. The overall rotational diffusion or internal

dynamics/flexibility of the fluorophore are major causes of light depolarization

leading to low anisotropy level whereas high levels of fluorescence anisotropy

correspond to large molecules or complexes characterized by slow rotational

diffusion or low flexibility level of the fluorescent moiety. In order to monitor the

binding of IN to viral DNA substrate and the subsequent 30-P reaction, in the same

assay, we used an extrinsic fluorophore (fluorescein) covalently linked to DNA. The

fluorescein was attached to the thymidine group of the GT dinucleotide which is

released during the 30-P reaction [17].

Both DNA binding and 30-P have a significant effect on the steady-state fluo-

rescence anisotropy value since each step has a major effect on the molecular size

of the fluorescent moiety: the binding of IN to DNA and the dinucleotide release are

supposed to significantly and sequentially increase and decrease the fluorescence

anisotropy, respectively. The principle underlying the anisotropy-based assay is

summarized in Fig. 12.1. The binding of IN to a double-stranded 21-mer DNA

mimicking one end of the viral DNA (U5) increases the steady-state anisotropy

value (r), most likely by restricting flexibility, allowing to determine the fractional

saturation function. Several 21-mer DNA substrates were tested, each labeled with

a fluorescein group at one end, in all possible combinations (50- or 30-end of the

reactive strand (a) or the non-transferred strand (b)), or directly labeled on the

20-amino group of a 30-terminal 20-aminouridine on the reactive strand (Fig. 12.2a).
The IN-free double-stranded DNAs were characterized by steady-state fluorescence

anisotropy of 0.060–0.130 at 25 �C, depending on the location of fluorescein [17];

the value characterizing the fluorescein-labeled dinucleotide was 0.02.

DNA-binding of IN led to a significant increase in steady-state anisotropy value,

higher than 0.2. Equilibrium was reached after 15 min [49, 50]. The steady-state

anisotropy value obtained after DNA-binding defines the initial value for catalysis

(¼ rt¼ 0) (see below). In the presence of Mg2+, all tested DNAs gave similar rt¼ 0

values (0.22), indicating that the position of fluorescein does not influence the

binding of IN to DNA (Fig. 12.2b). To note, in the absence of Mg2+, the r values
were larger (0.25), showing that (i) the binding of IN to DNA is not strictly

dependent on the presence of Mg2+ [6, 7, 51] and (ii) aggregation of IN is favored

by an absence of divalent cation [10].

Following DNA-binding, the reaction was started by shifting the sample to a

permissive temperature: 37 �C. Among the different DNA substrates, only HIV-a3F
and HIV-aUF with the fluorescein directly attached to the dinucleotide reaction
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product (linked to the 30-terminal GT or on the 20-amino group of a 30-terminal

20-aminouridine, respectively), displays a significant decrease in the steady-state

anisotropy value while in other cases, i.e. when the fluorophore is linked to other

DNA ends, no significant decrease of r is observed, confirming that the cleavage of

the terminal dinucleotide is specific of the CAGT extremity (Fig. 12.2b). Indeed,

HIV-a5F, HIV-b5F and HIV-b3F displayed no significant decrease under either

real-time or fixed-time conditions. Moreover, the decrease observed with HIV-a3F
or HIV-aUF is strictly related to the presence of the metallic cofactor. Considering

real-time conditions, this result also suggests that the processed DNA product

remains tightly bound to the enzyme after 30-P and that no dissociation of the

IN-DNA complex occurs during the reaction time-course. This explains, at least in

part, the single-turnover property of IN, even under conditions of excess DNA

substrate [52]. By contrast, the terminal GT dinucleotide is released from the

complex after 30-P. In conclusion, the steady-state anisotropy-based assay is par-

ticularly suitable for monitoring the 30-P reaction, but only if fluorescein is attached

to the GT dinucleotide.

A precise quantification of the 30-P time course can be done:

(i) The fraction of released GT can be determined from the real-time decrease in

r observed during the reaction; Δrreal-time corresponds to the difference in

fluorescence anisotropy between IN-DNA complex and free GT (Fig. 12.1).

(ii) After the disruption of all IN-DNA complexes by the addition of SDS; ΔrSDS
corresponds to the difference in fluorescence anisotropy between the

unprocessed double-stranded 21-mer DNA and free GT (Fig. 12.1).

These two approaches, real-time and fixed-time, respectively, allow quantifica-

tion of the released GT dinucleotide. Unlike most standard gel-electrophoresis-

Fig. 12.1 Principle of the 30-P activity assay based on the measurement of the steady-state
fluorescence anisotropy. Upon IN binding to F-labeled DNA, the value of the steady-state

anisotropy (r) increases. By shifting the temperature to 37 �C, the release of the GT dinucleotide

(concomitant with the 30-P activity) leads to r decrease. The fraction of released dinucleotide can

be estimated under real-time or fixed-time conditions. In the latter case, SDS is used to quench the

reaction (This research was originally published in The Journal of Biological Chemistry. Guiot

et al. [17]. © the American Society for Biochemistry and Molecular Biology)
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based 30-P assays, which rely on the quantification of the radiolabeled processed

strand (e.g. a 19-mer product starting from a 21-mer substrate), the fluorescence

anisotropy-based assay allows direct measurement of the released dinucleotide. The

steady-state anisotropy-based assay is sensitive (detection of low nanomolar con-

centrations of products), suitable for real-time kinetic studies of 30-P activity, and

does not require separation of the processed 19-mer product from the unprocessed

21-mer DNA substrate by gel electrophoresis.

The steady-state anisotropy-based assay was also used to study the sequence-

dependent specificity of the 30-P. Previous reports highlight the crucial requirement

of the conserved CA sequence preceding the GT dinucleotide [8]. The 30-P reaction

was performed using various DNA sequences such as a variant sequence in which

the 30-terminal CAGT sequence is replaced by GTGT or several non-specific

Fig. 12.2 Specific decrease in steady-state fluorescence anisotropy (r) during 30-P. (a)
Fluorescein was linked to the 30- or 50- extremity of each strand (a is the reactive strand containing
the CAGT terminal sequence and b the complementary strand). HIV-aUF has a fluorescein-labeled

uridine at the 30-terminal position of strand a. (b) Decrease of r is observed only (i) when

fluorescein is attached to the GT dinucleotide and (ii) in the presence of Mg2+: White squares:
HIV-a3F, no Mg2+; black circles: HIV-a3F +Mg2+; white circles: HIV-b3F +Mg2+; black
squares: HIV-a5F +Mg2+; black triangles: HIV-b3F +Mg2+; white triangles: HIV-aUF+Mg2+

(This research was originally published in The Journal of Biological Chemistry. Guiot

et al. [17]. © the American Society for Biochemistry and Molecular Biology)

12 Interplay Between DNA-Binding/Catalytic Functions and Oligomerization of. . . 307



random sequences. We found that the DNA-binding step was not influenced by the

DNA sequence. Indeed, the final steady-state anisotropy values (i.e. after

DNA-binding) were similar for all DNAs, regardless of the sequence. By contrast,

the nature of the sequence strongly influenced anisotropy values under catalytic

conditions. Only the cognate sequence (HIV-a3F) gave a large decrease in the

steady-state anisotropy value. Such a decrease was not observed when the 3-
0-terminal sequence CAGT was replaced by GTGT or when using non-specific

sequences, even with the CAGT sequence at the 30 end. These results confirm that

the CA dinucleotide is strictly required but not sufficient to explain 30-P activity,

particularly in the presence of Mg2+ [8, 26]. Taken together, the results show that

the decrease in the steady-state anisotropy is related to specific 30-P activity.

Fig. 12.3a displays one example of the time-course of GT release in real-time

conditions. The 30-P activity increases linearly with time over 180 min which is

compatible with single-turnover conditions (excess of IN over DNA), when the

kinetic rate constant of cleavage (or chemical constant) is intrinsically low

(k¼ 0.0035 min�1). This time-course of product formation provides a measure of

the actual cleavage step, which is not affected by subsequent turnovers [52]. A

similar result was obtained using the fixed-time (SDS) method. The catalytic

activities as measured under real-time or fixed-time conditions are well-correlated

(Fig. 12.3b). This demonstrates that all GT dinucleotides produced by 30-P reaction

in the real-time assay were released from IN-DNA complexes and not trapped

within the complexes, and confirms that the decrease in the steady-state anisotropy

value in real-time condition is due exclusively to the GT release from IN-DNA

complexes, rather than another phenomenon which could be the dissociation of IN

from the DNA substrate/or product.

However, we found that the initial steady-state anisotropy value as obtained after

the DNA-binding step (rt¼ 0) is not predictive of the 3
0-P. This value is related to the

fractional saturation function and the 30-P activity is expected to increase with the

fractional saturation function under single-turnover conditions, and the fraction of

released GT should be proportional to the amount of pre-formed IN-DNA com-

plexes. Unexpectedly, a plot of 30-P activity against rt¼ 0 displays a bell-shaped

response (Fig. 12.4). The increasing phase can be explained by two phenomena, not

mutually exclusive: the amount of free DNA molecules which decreases with

increasing IN:DNA ratio and self-assembly of IN upon DNA-binding which

increases the size of IN-DNA complexes. The decreasing phase suggests that

higher-order multimeric forms of IN on DNA, possibly aggregates, are less active

than lower-order multimeric forms. These higher-order multimeric forms are

favored under conditions of high IN:DNA ratio and lead to large steady-state

anisotropy values. A more precise characterization of these complexes will be

presented in the time-resolved fluorescence anisotropy section.
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12.3 Deeper Insight into the Specificity of IN-DNA
Interaction Using Steady-State Fluorescence
Anisotropy and FRET Approaches

A careful analysis of the DNA-binding step, as studied by steady-state fluorescence

anisotropy, revealed that a cooperative binding mode of IN to DNA was associated

with the formation of a specific and catalytically active complex. IN binding to a

fluorescently labeled DNAmimicking the HIV-1 U5 DNA end as mentioned above,

is cooperative in the presence of Mg2+ and characterized by a Hill coefficient (~n) of
1.97 [53], consistent with both time-resolved fluorescence anisotropy ([15, 17, 44];

see below) and cross-linking [16] experiments showing that the dimeric IN corre-

sponds to the catalytically active form for the 30-P reaction. This result supports a

Fig. 12.3 Time-course of
the 30-P activity of IN. (a)
Time-course of Mg2+-

dependent 30-P activity

obtained with the real-time

assay using HIV-a3F DNA

substrate (¼ Activityreal-

time). (b) Correlation
between fixed-time

(ActivitySDS) and real-time

activities. ActivitySDS was

measured after disruption of

IN-DNA complexes by SDS

(This research was

originally published in The

Journal of Biological

Chemistry. Guiot.

et al. [17]. © the American

Society for Biochemistry

and Molecular Biology)
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model in which the dimer originates from the cooperative assembly of two

protomeric units on the viral DNA end [15, 17, 49, 53]. It is known that 30-P
activity is much more sensitive to the viral DNA sequence in the Mg2+ context than

the Mn2+ context, suggesting that specific contacts between IN and the viral DNA

extremity are more favored in the presence of Mg2+ [8, 26]. Using the cognate viral

DNA sequence, we found that Mg2+- and Mn2+-dependent DNA-binding display

different Hill coefficients; the DNA-binding process was more cooperative in the

presence of Mg2+ than Mn2+: ~n¼ 1.97 and 1.29 for Mg2+ and Mn2+, respectively.

As mentioned above, IN does not require a metallic cofactor for DNA-binding

[7, 17]. The corresponding ~n value (¼ 1.34) in absence of divalent cation was found

to be similar to the value obtained with Mn2+ or using non-cognate (random)

sequences in the presence of Mg2+ (~n� 1.2) showing that the cooperative

DNA-binding mode requires both the cognate viral sequence and Mg2+ as a

cofactor. To note, the modulation of the Hill coefficient is not correlated to the

extent of IN oligomerization since the long rotational correlation times obtained for

all the studied complexes (IN-Mg2+-viral sequence, IN-Mn2+-viral sequence and

IN-Mg2+-random sequence) are similar (�40 ns [53]) and compatible with a

dimeric IN bound to DNA (see the time-resolved fluorescence anisotropy section

below).

Regarding the Hill coefficients characterizing truncated proteins in the presence

of Mg2+ (Table 12.1), only NTD-CC displayed high cooperativity (~n¼ 1.9) com-

parable to the full-length IN. By contrast, CC-CTD and CC proteins, lacking the

NTD, were characterized by lower Hill numbers (1.38–1.45). This suggests that the

Fig. 12.4 30-P activity as a function of the steady-state anisotropy characterizing the IN-
DNA complex. Various IN/DNA ratios were incubated at 25 �C until r reached a plateau. The

equilibrium rt¼ 0 value (¼ anisotropy before the start of the reaction) was recorded before shifting

the temperature to 37 �C. 30-P activity was then calculated from ΔrSDS values (see Fig. 12.1) and
plotted against rt¼ 0 (This research was originally published in The Journal of Biological Chem-

istry. Guiot et al. [17]. © the American Society for Biochemistry and Molecular Biology)
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NTD is responsible for the cooperative DNA-binding mode and thus plays a crucial

role to form a specific and catalytically competent IN-Mg2+/DNA complex. A zinc

ejector compound, DIBA-1, which reacts with the HHCC motif in the NTD also

significantly modulates the Hill coefficient (Table 12.1), suggesting that the specific

cooperative DNA-binding mode strictly requires the cognate viral sequence, Mg2+

as a cofactor and zinc as a positive allosteric effector. The role of the NTD could be

indirect via IN-IN interaction, consistent with the effect of zinc on the

multimerization process as reported by others [11, 12, 54, 55]. In this context, a

potential role of a NTD-NTD interaction in the cooperative response is unlikely

[56, 57]. The X-ray structure of the full-length PFV-1 IN highlights an interaction

between the NTD and CC domains, with the CC domain of one protomer in

interaction (in trans) with the NTD of another protomer, suggesting that the zinc

finger motif in the NTD mediates cooperativity but does not imply a NTD-NTD

interaction [3]. Alternatively, the role of the NTD domain in the cooperative

response could be related to a direct role in DNA-binding [3, 58]. Interestingly,

the NTD is directly affected by conformational metal-induced changes [59, 60],

suggesting that this region could be crucial for establishing specific IN-viral DNA

contacts and mediating the differential effects of Mg2+/Mn2+.

To get deeper insight into the IN/DNA recognition mechanism, we performed

FRET experiments to assess the specificity of IN/DNA interaction. We successfully

applied transglutaminase (TGase)-mediated TAMRA (acceptor) labeling [15, 61]

of PFV-1 IN that displays higher solubility properties compared to HIV-1 IN. This

enzymatic labeling occurs thanks to a specific acyl transfer reaction mediated by

TGase of a TAMRA-cadaverine compound on the γ-carboxyamide group of a Gln

residue of the PKPQQFM peptide (fused in this example to the C-terminal IN end).

This reaction leads to IN being labeled at a single position (confirmed by mass

spectrometry analysis [15]). The labeling yield of purified TAMRA labeled-IN

(INT) was estimated at 50 % by both absorbance spectroscopy and FCS [15]. DNAs

mimicking the U5 viral DNA end of various lengths (from 21- to 300-mer) were

fluorescein (donor)-labeled at the 50-end, either at the processing end or at the

opposite end (Fig. 12.5a). Figure 12.5b shows one example of the quenching of the

donor (qD) (measured at 520 nm) plotted against PFV-1 INT concentration. qD
increased as the INT concentration increased and reached a plateau (maximum

quenching efficiency: 78 %). The plateau value is consistent with the theoretical

value (at least 75 %), assuming a labeling yield of 50 % and a minimal IN:DNA

stoichiometry of 2:1, as mentioned above. The decrease in the donor intensity

actually corresponds to a resonance energy transfer since the qD,max value decreases

continuously by decreasing the INT/unlabeled IN ratio (Fig. 12.5b).

The extent of qD was found to be dependent on the DNA length (Fig. 12.5c): for

a given IN concentration, qD was systematically higher for short DNAs. This result

demonstrates that IN positioning on DNA is the main factor influencing the

dependence of qD on the DNA length. Only positions of INT in close proximity to

donor can significantly influence the energy transfer (< 60–80 Å for the

Fl-TAMRA pair). The decrease in quenching amplitude as obtained with longer
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Fig. 12.5 FRET between viral DNA and PFV-1 IN. (a) Substrates used in the FRET study. The

fluorescein (Fl) donor was attached at the 50-end of either the reactive strand (a: left) or the

non-transferred strand (b: right) leading to the X-mer AFl5 or BFl5 substrate, respectively (with

X¼ 21, 45, 100 or 300 bp). (b) Quenching of the Fl donor (qD) between the 21-mer AFl5 and INT

(left). The plateau value is dependent on the labeled/unlabeled IN ratio (indicated on the plot).
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DNAmolecules shows that IN may occupy many internal positions in DNA leading

to a pearl chain structure. In addition, except for the 21-mer DNA, qD was

systematically higher when fluorescein was attached on the terminal processing

site compared to the opposite site, for a given DNA size (from 45-to 300-mer), up to

two-fold higher for the 300-mer substrate (Fig. 12.5d), indicating a preference for

IN binding at the processing end. The absence of any bias for the 21-mer DNA is

explained by the dimension of DNA which is comparable with both the overall

dimension of IN and the F€orster distance, thus a net difference in the quenching

between the two ends is not expected.

The DNA-binding specificity of PFV-1 IN as suggested by FRET experiments

was next confirmed by competition experiments using steady-state fluorescence

anisotropy. PFV-1 IN was incubated with fluorescein-labeled DNA, either the

cognate 45-mer PFV-1 U5 sequence (Fig. 12.6a) or a 45-mer random sequence

(Fig. 12.6b) in the presence of increasing concentrations of unlabeled DNA (45-mer

PFV-1 U5 or random sequence). Using the cognate fluorescein-labeled DNA,

unlabeled cognate and random sequences competed with different IC50 values

(1.4 and >2.5 μM, respectively) (Fig. 12.6a). The competition was consistently

easier using the random fluorescein-labeled DNA, with corresponding values of 0.5

and 1.6 μM, respectively (Fig. 12.6b). Such a behavior indicates a higher apparent

affinity of PFV-1 IN for the cognate sequence. Preferential/specific DNA-binding

of HIV-1 IN is generally difficult to assess in vitro [7, 9, 26] despite several residues
(Q148, Y143, K156, K159, K14) are involved in specific contacts with DNA [8, 9,

58, 62, 63]. Similar experiments were performed with HIV-1 IN and confirm that no

significant difference can be observed between the cognate and a random 45-mer

DNA sequence (Fig. 12.6c, d).

12.4 Study of Competitive and Allosteric Integrase
Inhibitors Using the Steady-State Fluorescence
Anisotropy Assay

The emergence of viral strains resistant against available drugs and the dynamic

nature of the HIV-1 genome support a continued effort towards the discovery and

characterization of novel targets and anti-viral drugs. Due to its central role in the

HIV-1 life cycle, IN represents a promising therapeutic target. In the past, in vitro

⁄�

Fig. 12.5 (continued) Right, emission spectra for the various mixtures of labeled and unlabeled IN

in the presence of the 21-mer AFl5 substrate. (c) qD values depending on the size of different DNA

substrates at three different IN concentrations: 100 nM (white squares), 200 nM (gray squares) and
300 nM (black squares). (d) Summarize of the quenching amplitudes between the two DNA ends

as a function of DNA length (corresponding to IN¼ 200 nM) (This research was originally

published in The Journal of Biological Chemistry. Delelis et al. [15]. © the American Society

for Biochemistry and Molecular Biology)
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IN assays were extensively used to find IN inhibitors [64, 65]. Current inhibitors

can be separated into three main classes, depending on their mechanisms of action:

(i) Compounds that competitively prevent the binding of IN to the viral DNA and,

consequently inhibit the 30-P reaction. This group is referred to as IN DNA-binding

inhibitors (INBI) and includes styrylquinoline compounds [49, 66–68]. (ii) Com-

pounds that cannot bind to the DNA-free IN. They bind to the pre-formed IN-viral

DNA complex only. These compounds inhibit ST over the 30-processing reaction

probably by displacing the viral DNA end from the active site or/and inhibiting the

binding of IN to the target DNA [3, 38, 62, 69–73]; this group is referred to as IN

strand transfer inhibitors (INSTI). (iii) Compounds that inhibit the interaction

between IN and the cellular partner LEDGF which promotes and improve integra-

tion efficiency [74, 75]. This group is referred to as LEDGINs [72]. The well-known

diketo acids (DKAs) and their more recent FDA-approved derivatives Elvitegravir

(EVG), Raltegravir (RAL) and Dolutegravir (DTG) belong to the INSTI family and

have good ex vivo activities against HIV replication.

Fig. 12.6 Comparison of PFV-1 and HIV-1 DNA binding properties by steady-state fluores-
cence anisotropy. IN (A and B : PFV-1; C and D : HIV-1) was incubated with Fl-labeled 45-mer

DNA (A and C : cognate sequence; B and D : random sequence) and varying concentrations of

unlabeled 45-mer DNA competitor (black square: cognate sequence; white circles: random

sequence). Δr¼ rcomplex� rfree,DNA (This research was originally published in The Journal of

Biological Chemistry. Delelis et al. [15]. © the American Society for Biochemistry and Molecular

Biology)
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For the two first groups, resistance mutations were identified [66, 70, 76–

78]. Difficulties in deeply understanding and separating their mechanisms of action

are closely related to the absence of structural data that clearly delineate the donor

(viral DNA) and acceptor (target DNA) DNA-binding sites in the active site. INBI

and INSTI are supposed to be coordinated to at least one or two divalent cations,

respectively, in the IN active site [37, 38, 49]. The basis of drug action remains

essentially unknown. In this context, the steady-state fluorescence anisotropy

parameter is suitable to address the effect and the mechanism of action of small

organic compounds on the DNA-binding step. In the following section, we present

two family of compounds: (i) Styrylquinoline compounds that belong to the INBI

family as mentioned above and (ii) DIBA-1, a zinc ejector compound which

displays an intermediary profile between INBIs and INSTIs in terms of mechanism

of action.

Styrylquinoline compounds inhibit in vitro 30-P activity of HIV-1 IN, with IC50

values comprised between 0.5 and 5 μM. Some of them are efficient ex vivo with

IC50 values in the micromolar range. The 7-COOH and the 8-OH groups are

essential for inhibition [68]. The effects of FZ55, KHD161, and FZ41 three

styrylquinoline compounds which inhibit 30-P activity were studied by steady-

state fluorescence anisotropy-based DNA-binding assay which is particularly suit-

able for studying inhibitor effects on the formation and stability of IN-DNA

complexes, independently of catalysis. Below, both steps, i.e. DNA-binding and

catalysis, were studied in the presence of inhibitor.

The fluorescein-labeled DNAs, free in solution, were characterized by a low

anisotropy value, 0.048 and 0.060 at 37 �C and 25 �C, respectively. The binding of

IN to DNA leads to an increase in the steady-state fluorescence anisotropy. The

upper limits of anisotropy values were 0.232 and 0.240 at 37 and 25 �C, respec-
tively, yielding a maximum amplitude of about 0.180. This value decreases in the

presence of increasing concentrations of KHD161 accounting for a net decrease in

the amount of IN-DNA complexes (Fig. 12.7) [49]. Data analysis of KHD161

curves yielded IC50 values of 1.50 and 0.98 μM at 37 �C and 25 �C, respectively.
The IC50 characterizing the DNA-binding step at 37

�C is compatible with the value

found in the 30-P assay under similar experimental concentrations: IC50¼ 1.2 μM.

Corresponding DNA-binding IC50 values for FZ55 and FZ41 were 2.3 and 0.75 μM,

respectively [49], consistent with 30-P IC50 values determined either by standard

gel-electrophoresis or steady-state fluorescence anisotropy as mentioned above

[17, 68]. In contrast, concentrations of up to 10 μM of the structurally related

compound, FZ117, but lacking the 8-OH group, did not lead to any inhibition of the

DNA-binding step, in accordance with activity assays showing that FZ117 has no

effect on 30-P activity (Fig. 12.7). As the experimental conditions used in the

DNA-binding assays were similar to those used in enzymatic assays, the IC50

values obtained in both cases can be directly compared. Consequently,

DNA-binding inhibition accounts for the whole inhibition of enzyme activity,

highlighting a competitive mechanism of action. The study of the DNA-binding

step per se by steady-state fluorescence anisotropy suggest that styrylquinolines are
pure competitive inhibitors of the 30-P reaction and act by preventing the IN-DNA
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interaction, justifying that styrylquinoline compounds are classified in the IN

binding inhibitors family or INBI.

We have mentioned above a cooperative binding of IN on the viral DNA which

is related the zinc finger motif. Taking into account that zinc promotes the Mg2+-

dependent activity of IN and has no or a modest influence on the Mn2+-dependent

activity [11, 12], we addressed the question of whether zinc ejection, which

influences the cooperative DNA-binding properties of IN, could prevent the for-

mation of the specific and catalytically competent IN-DNA complex [53] using the

zinc ejector DIBA-1 compound [79]. First, DIBA-1 is a very potent inhibitor of the

30-P reaction. Moreover, it is more efficient when the reaction is performed under

Mg2+ condition compared to Mn2+ (IC50¼ 14 and 126 nM, respectively). The

DNA-binding assay based on fluorescence anisotropy measurements was used to

test whether DIBA-1 could inhibit HIV-1 IN activity via impairing the IN-DNA

interaction (DIBA-1 behaves as a competitive inhibitor) as found for the INBI

compounds (see above), or acts at the catalytic step (post-DNA-binding step event).

Increasing concentrations of HIV-1 IN were added to a fluorescein-labeled viral

DNA and fluorescence anisotropy was measured in the absence or presence of

DIBA-1 (Fig. 12.8). Results clearly show that DIBA-1 efficiently inhibits the 30-P
activity under conditions that do not affect the formation of IN-DNA complexes.

The apparent Kd values for the full-length IN were similar, regardless of the

metallic cofactor used, and independent of the presence of DIBA-1, confirming

that DIBA-1 allows IN to bind to its DNA substrate but inactivates the formed

complexes. This behavior is in sharp contrast to the one observed with

styrylquinoline compounds for which the inhibition of 30-P was found to parallel

the inhibition of the complex formation. Importantly, even though DIBA-1 had no

Fig. 12.7 Percentage of IN-DNA complexes (measured by steady-state fluorescence anisot-
ropy) as a function of drug concentration. The styrylquinoline drug was KHD161 (at 25 �C:
white squares; at 37 �C: black squares) or FZ117 (at 25 �C: black circles). Steady-state anisotropy
values were recorded and normalized based on the anisotropy amplitude values (complex minus

free DNA). The fit of KHD161 curves gave IC50 values of 0.98� 0.09 μM and 1.5� 0.13 μM at

25 and 37 �C, respectively (Reproduced from Ref. [49])
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measurable effect on the overall affinity, it significantly reduced the Hill coefficient

from 2 to 1.47 (Table 12.1), suggesting that DIBA-1 interferes with the cooperative

binding of IN to DNA. As mentioned above, such a cooperative binding was not

observed in the presence of Mn2+ or in the absence of divalent cation (~n¼ 1.29 and

1.34, respectively), and DIBA-1 did not further change these ~n values (~n¼ 1.20 and

1.37, respectively), suggesting that this differential effect accounts for the differ-

ential DIBA-1-mediated inhibition of Mn2+- and Mg2+-dependent 30-P activities

(Table 12.1). Altogether, our results show that the NTD and its HHCC motif do not

play a direct role in terms of affinity/stability of the IN-DNA complex, but, most

likely, account for the observed Mg2+-dependent cooperative behavior of IN by

mediating a conformational change through a cis or a trans NTD-CC interaction as

mentioned above. The nature of the sequence and the simultaneous presence of zinc

and Mg2+ are essential factors to mediate this effect. To note, in contrast to the

situation in the presence of Mg2+, the Mn2+-dependent 30-P activity which is less

stringent and leads to non-specific products, is not sensitive to the presence of zinc,

and this probably explains the differential inhibition effect of DIBA-1 under Mn2+/

Mg2+ conditions. In conclusion, DIBA-1 strongly inhibits 30-P although it does not

perturb the overall affinity of IN for the viral DNA end. This property is clearly

different than INBI and INSTI compounds. INBIs prevent 30-P by competitively

inhibiting the binding of IN to viral DNA whereas INSTIs cannot fit in the active

site of the free IN (they do not prevent 30-P). Instead, they selectively target the

pre-formed IN-viral DNA complex and are potent inhibitors of the ST reaction

[69, 70]. In the case of DIBA-1, the compound blocks 30-P, which is different from

INSTIs, at a post DNA-binding step, which is different from INBIs. Since DIBA-1

does not prevent the formation of IN-DNA complexes, but significantly changes the

Hill coefficient in the Mg2+ context, this suggests that the nature of the IN-IN

interaction onto the DNA substrate is modulated by DIBA-1.

12.5 Study of the Modulation of the Multimeric State of IN
by Time-Resolved Fluorescence Anisotropy
and Fluorescence Correlation Spectroscopy (FCS)

FCS is used to study the hydrodynamic properties of proteins by the measure of the

translational diffusion of molecules and is well adapted for studying protein-protein

interactions, including multimerization process and aggregative properties [48, 80–

85]. The temporal behavior of fluorescence fluctuations within a small excitation

volume, described by the autocorrelation function (Eq. 12.1), allows the determi-

nation of translational diffusion times (τD):
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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0

z2
0

� τ
τD

r ð12:1Þ

where I(t) is the number of photons per time unit, N is the mean number of

fluorophores in the excitation volume, ω0 and z0 are the lateral and axial dimensions

of excitation volume, respectively.

The TAMRA-labeled PFV-1 IN (or INT), as obtained using the TGase-mediated

TAMRA labeling method (see description in the FRET section), was studied by

FCS using a two-photon excitation set-up [15]. A typical autocorrelation curve

corresponding to a concentration of 100 nM PFV-1 INT is shown in (Fig. 12.9).

PFV-1 INT was characterized by a diffusion time (τD) of 565 μs at submicromolar

concentrations. First, this study revealed a clearly distinct solubility properties

between HIV-1 and PFV-1 INs. Indeed, when HIV-1 IN was labeled by TAMRA

using the same procedure as described above for PFV-1 IN, it was not possible to

measure accurately its diffusion time due to the presence of bright spikes originat-

ing from the presence of aggregates as independently found by others [86]. The

frequency of bright spikes in HIV-1 samples was slightly lower but remains

significant upon addition of detergent, indicating that irreversible aggregates are

formed during the HIV-1 IN purification or labeling procedure. By contrast, PFV-1

IN gave satisfactory autocorrelation curves and no bright spike was detected during

the acquisition time. Second, the oligomeric transition of PFV-1 IN in solution

(DNA free) was studied by measuring the modulation of the diffusion time as a

function of protein concentration. The FCS acquisition was then performed using a

constant concentration of PFV-1 INT and varying the concentration of unlabeled IN

Fig. 12.8 DIBA-1 does not prevent formation of IN–DNA complexes. Increasing IN concen-

trations were incubated with DNA in the absence (black) or presence (white) of the zinc ejector

DIBA-1 compound (DIBA-1:IN¼ 2:1). Left axis, the DNA-binding step (squares) was recorded
by steady-state fluorescence anisotropy. Right axis: 30-P activity (circles) as determined by ΔrSDS
(see Fig. 12.1) (Nucleic Acids Research. Copyright © 2010)
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(up to 250 μM) to measure the concentration dependence of τD (Fig. 12.9, inset). No

bright spike was detected in the different mixtures of labeled/unlabeled PFV-1 IN

and τD increased from 565 to 680 μs in this concentration range. The τD ratio was

1.2, close to the theoretical ratio (1.3) for a monomer-dimer or a dimer-tetramer

transition. It is a difficult task in FCS to precisely identify the oligomeric status only

based on the translational diffusion value. FCS experiments were then completed

with time-resolved fluorescence anisotropy experiments.

Time-resolved fluorescence anisotropy allows the determination of the hydro-

dynamic properties of proteins by measuring the long rotational diffusion (θlong)
which is directly related to the hydrodynamic volume [48]. This approach is

extensively used for characterizing molecular interactions, self-assembly properties

of proteins or the size of protein-DNA complexes [87–89]. PFV-1 IN was studied

by time-resolved fluorescence anisotropy using intrinsic Trp fluorescence and a

time-correlated single photon counting set-up [10, 44]. Correlation times were

calculated from the two polarized fluorescence decays, Ivv(t) (Eq. 12.2) and

Ivh(t) (Eq. 12.3), analyzed by the maximum entropy method [90]:

Ivv tð Þ ¼ N � 1

3
Eλ tð Þ �

Xn
i¼1

αi�t=τi
e 1þ 2

Xm
j¼1

ρ j�t=θ j
e

 !" #
ð12:2Þ

Fig. 12.9 FCS study of TAMRA-labeled PFV-1 IN. Autocorrelation analysis of DNA-free

TAMRA-labeled PVF-1 IN (100 nM). Inset, average diffusion time as a function of IN concen-

tration. IN concentration was varied using increasing concentrations of unlabeled IN and a

constant concentration of TAMRA-labeled IN (100 nM) (This research was originally published

in The Journal of Biological Chemistry. Delelis et al. [15]. © the American Society for Biochem-

istry and Molecular Biology)
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e 1�
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e

 !" #
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with
Xn
i¼1

αi ¼ 1 and
Xm
j¼1

ρ j ¼ r0

where Eλ(t) is the time profile of the excitation pulse, G is the G-factor, αi is the
proportion of molecules with lifetime τi, ρj is the initial anisotropy of molecules

with rotational correlation time θj. The fluorescence anisotropy decay, r(t), is then

defined by Eq. 12.4:

r tð Þ ¼ Ivv tð Þ � G� Ivh tð Þ
Ivv tð Þ þ 2G� Ivh tð Þ ð12:4Þ

Distributions of θ, as recovered by maximum entropy method, are shown for two

IN concentrations (Fig. 12.10a). θlong,20 �C were approximately 25 and 53 ns for IN

concentrations of 2 and 125 μM, respectively. Given a molecular weight of 46.4-

kDa for monomeric PFV-1 IN, these values are consistent with a monomeric and a

dimeric form, respectively [15]. Moreover, θlong increased continuously from 25 to

53 ns as a function of protein concentration with the half-transition state occurring

at 20 μM (Fig. 12.10b), consistent with the transition observed in FCS experiments.

The intermediary θlong values most likely represent average correlation times

during the transition (see simulation section below) and the observed transition

reasonably corresponds to a monomer-dimer equilibrium. The behavior of PFV-1

IN in solution significantly differs to those of HIV-1 IN. A submicromolar

detergent-solubilized HIV-1 IN preparation is characterized by a θ of 16 ns at

25 �C [10]. This value is consistent with one expected for a monomeric form of IN

(32-kDa). In contrast, when purified without any detergent [29], HIV-1 IN used up

to 200 nM displayed a much longer correlation time (90 ns) indicating a higher-

order multimeric organization, most likely a tetrameric form. The addition of

unlabeled 21-mer DNA (from 0 to 3.0 μM) to HIV-1 IN results in a progressive

shift from a large θ value (90 ns; as measured using the intrinsic Trp fluorescence

signal) to a smaller one (θ¼ 24 ns) corresponding to a monomer or a monomer-

dimer mixture, depending on the temperature [44]. Above 200 nM, HIV-1 IN was

mainly characterized by correlation time distributions above 100 ns, suggesting the

presence of aggregated forms. Taking into account that the detergent has a detri-

mental effect on the Mg2+-dependent activity of IN, the experiments presented

below were obtained with the detergent-free HIV-1 IN.

We next addressed the modulation of the oligomeric state of IN when bound to

the viral DNA end using fluorescein-labeled DNA substrates. As previously

described in the steady-state fluorescence anisotropy section, the r value is depen-
dent on the number of IN/DNA complexes and the size of these complexes. It was

shown that the 30-P activity displays a bell-shaped response with regard to the

steady-state value obtained after the DNA-binding step (rt¼ 0) (Fig. 12.4). The
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decreasing phase may account for the formation of aggregative DNA-bound forms

of IN characterized by a lower specific activity. The molecular sizes of HIV-1

IN-DNA complexes were characterized in greater detail by time-resolved fluores-

cence anisotropy study of representative samples corresponding to different

r values by (Fig. 12.11). A fluorescein-labeled double-stranded 21-mer DNA that

Fig. 12.10 Rotational diffusion of PFV-1 IN. (a) Top panel, rotational correlation time (θ)
distribution of IN (gray, 2 μM; white, 125 μM) at 20 �C. Fluorescence anisotropy decays, as shown
in the bottom panel, were obtained by monitoring tryptophan fluorescence (gray: 2 μM (line fit in

black); black: 125 μM (line fit in white)). (b) Long correlation time value as a function of IN

concentration (This research was originally published in The Journal of Biological Chemistry.

Delelis et al. [15]. © the American Society for Biochemistry and Molecular Biology)
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mimics the viral DNA U5 end was used to measure the long correlation time of the

IN-DNA complex. In the absence of IN, double-stranded DNA of various lengths

(10-, 13-, 21-, 36- and 45-mer) are characterized by short θ values (θ1 and θ2),
which do not strongly vary with the size and can reasonably be assigned to rotation

of the fluorescein moiety around the linker at the 50 end of the DNA and the

flexibility of the linker itself (Table 12.2). The longer values (θ3 and θ4) display a

Fig. 12.11 Correlation time distributions of the IN/DNA complexes corresponding to vari-
ous IN:DNA ratios. Samples corresponding to different r values in the decreasing phase of

Fig. 12.4 were studied by time-resolved fluorescence anisotropy at 37 �C. IN:DNA ratios were

40:1 (a), 67:1 (b), 100:1 (c), 200:1 (d) and 400:1 (e). Complete data (θ and ρi/ρ0) are reported in

Table 12.3 (This research was originally published in The Journal of Biological Chemistry. Guiot

et al. [17]. © the American Society for Biochemistry and Molecular Biology)
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more significant dependence on the DNA size and thus account for the overall

tumbling motions of DNAs. The 21-mer DNA was chosen because shorter DNAs

(10- or 13-mer) exhibit a low binding affinity [17, 44] and longer DNAs (36- or

45-mer) are characterized by θ4 values (18.1–26.4 ns) which could complicate the

further analysis of complexes since they are compatible with the expected long

correlation time of a monomeric IN. In other words, the 21-mer DNA substrate

represents the best compromise a good affinity and a lower θ4 value: 8.58 ns.

Time-resolved fluorescence anisotropy analysis was then performed on different

samples corresponding to various IN:DNA ratios along the bell-shaped curve. The

HIV-a5F (fluorescein is attached on the opposite site with regard to the processed

end) was used to prevent analytical problems due to the release of the fluorescent

moiety occurring during the acquisition if fluorescein is linked to the GT dinucle-

otide. The analysis was performed on samples corresponding to the peak of the bell-

shaped curve and to the decreasing phase (the increasing phase is characterized by a

mixture of free and IN-bound DNA) (Fig. 12.11). At 37 �C, two short θ (<2.5 ns)

were resolved upon the addition of IN to DNA (Table 12.3). Their values were not

significantly dependent on the IN:DNA ratio. In contrast, the characteristic long

θ25 �C of 8.6 ns found for free 21-mer DNA was replaced by a θ25 �C	 37.8 ns

(26.8 ns at 37 �C), depending on the IN:DNA ratio (Fig. 12.11 and Table 12.3). The

sample corresponding to the peak of the bell-shaped curve (IN:DNA 40:1;

Table 12.2 Correlation times (θ) obtained for fluorescein-labeled DNAs of various lengths at

25�C

DNA Single-stranded Double-stranded

10-mer θ1¼ 0.13� 0.02 ns (0.385) θ1¼ 0.23� 0.05 ns (0.48)

θ2¼ 0.37� 0.06 ns (0.385) θ2¼ 1.05� 0.51 ns (0.31)

θ3¼ 1.48� 0.08 ns (0.23) θ3¼ 3.30� 1.17 ns (0.21)

13-mer θ1¼ 0.14� 0.01 ns (0.50) θ1¼ 0.20� 0.02 ns (0.49)

θ2¼ 0.38� 0.02 ns (0.285) θ2¼ 0.84� 0.02 ns (0.26)

θ3¼ 1.64� 0.05 ns (0.215) θ3¼ 3.83� 0.38 ns (0.25)

21-mer θ1¼ 0.15� 0.04 ns (0.28) θ1¼ 0.16� 0.03 ns (0.425)

θ2¼ 0.42� 0.08 ns (0.405) θ2¼ 0.47� 0.11 ns (0.26)

θ3¼ 1.48� 0.25 ns (0.16) θ3¼ 1.75� 0.56 ns (0.19)

θ4¼ 4.27� 0.63 ns (0.155) θ4¼ 8.58� 2.31 ns (0.125)

36-mer θ1¼ 0.12� 0.03 ns (0.35) θ1¼ 0.17� 0.02 ns (0.46)

θ2¼ 0.39� 0.06 ns (0.39) θ2¼ 0.65� 0.17 ns (0.22)

θ3¼ 1.62� 0.48 ns (0.17) θ3¼ 2.70� 0.56 ns (0.17)

θ4¼ 6.60� 1.91 ns (0.09) θ4¼ 18.1� 2.82 ns (0.15)

45-mer θ1¼ 0.16� 0.02 ns (0.35) θ1¼ 0.26� 0.03 ns (0.44)

θ2¼ 0.47� 0.09 ns (0.40) θ2¼ 1.00� 0.33 ns (0.29)

θ3¼ 1.81� 0.31 ns (0.15) θ3¼ 4.07� 0.75 ns (0.17)

θ4¼ 11.1� 3.06 ns (0.09) θ4¼ 26.4� 4.43 ns (0.10)

This research was originally published in The Journal of Biological Chemistry. Guiot et al. [17].©
the American Society for Biochemistry and Molecular Biology

ρi/ρ0 ratios are indicated in brackets
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r¼ 0.226) was rather mono-disperse, as suggested by the small difference at 37 �C
between the maximum (26.8 ns) and the center of gravity (31.4 ns) of the peak in the

θ distribution. These values are consistent with hydrodynamic properties of a

dimeric form of IN on the DNA [10, 44, 91]. The shift of the center of gravity

toward longer θ values accounts for the presence of a small amount of aggregated

forms of IN on DNA. Further increases in the IN:DNA ratio displaced the distri-

bution toward longer θ values (Fig. 12.11b–e). Our data confirmed that the sample

corresponding to the highest r value (0.272) consisted essentially of aggregated

forms of IN on DNA, as demonstrated by the broad distribution above 100 ns

(Fig. 12.11e).

The optimal condition for 30-P activity, corresponding to an IN:DNA ratio of

about 40:1 (r¼ 0.226), gave a final activity of 92 % under single-turnover condi-

tions, suggesting a situation which is very close to the saturation of DNA sites. This

also indicates that complete saturation of DNA sites can be achieved at steady-state

anisotropy values much lower than 0.272 (the highest steady-state anisotropy value

obtained for IN:DNA ratios above 200:1). The further increase of r after saturation

of the DNA sites can be explained by the formation of aggregative forms of IN

(INagg) onto DNA. To note, although the samples contained only INagg-DNA

complexes at ratios above 200:1, these complexes seem to retain a significant

level of 30-P activity (35 % of the optimal activity by the dimeric form). Taking

into account (i) the fractional saturation function, (ii) the proper activity of INagg-

DNA complexes as well as (iii) the additivity law of anisotropy, we can estimate

that at the peak of the bell-shaped curve, the steady-state anisotropy value accounts

for 11–15 % of total complexes. Further analysis indicates that the bell-shaped

curve actually results from two opposing trends, the fractional saturation function

and the amount of INagg-DNA complexes which both increase as a function of IN:

DNA ratio, are beneficial and detrimental for 30-P, respectively [17]. Optimal

conditions for 30-P were obtained for a majority of dimeric forms bound to the

Table 12.3 Correlation times (37 �C) obtained for IN-DNA complexes using 21-mer double-

stranded fluorescein-labeled DNA

Correlation

times

IN:DNA ratio

40:1 67:1 100:1 200:1 400:1

θ1 0.29 ns

(0.31)

0.19 ns

(0.38)

0.17 ns

(0.33)

0.15 ns

(0.30)

0.19 ns

(0.26)

θ2 1.93 ns

(0.23)

2.13 ns

(0.14)

2.14 ns

(0.17)

2.6 ns (0.15) 2.5 ns (0.15)

θ3, maximum 26.8 ns

(0.46)

38.5 ns

(0.48)

53 ns (0.50) nd (0.55) nd (0.59)

θ3, center of gravity 31.4 ns 53.3 ns > 90 ns > 120 ns > 150 ns
aθ25�C 37.8 ns 54.3 ns 74.7 ns – –

This research was originally published in The Journal of Biological Chemistry. Guiot et al. [17].©
the American Society for Biochemistry and Molecular Biology
aNormalization of the θ3 value for a temperature of 25 �C. ρi/ρ0 ratios are indicated in brackets. nd,
not determined
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DNA, consistent with complementation studies between individually inactive IN

mutants, suggesting that at least the dimeric form is catalytically active for 30-P
[55, 92]. Steady-state fluorescence anisotropy is particularly helpful to establish

direct relationships between DNA-binding parameters, the specific activity of the

complexes and their hydrodynamic properties as measured by time-resolved fluo-

rescence anisotropy. However, the ability of the tetrameric species to perform 30-P
is still unclear [16, 93] and, from this point of view, fluorescence anisotropy data do

not indicate whether a tetrameric form of IN may exist at one viral DNA end since

the intermediate θ distributions between the dimeric and aggregated forms most

likely correspond to polydisperse solutions of different multimeric forms.

Higher-order HIV-1 IN multimers/aggregates are detrimental to 30-P activity and

account for characteristic bell-shaped curves when plotting activity versus IN

concentration or the rt¼ 0 parameter. A similar behavior was observed with

PFV-1 IN (Fig. 12.12a, b). Although DNA-free HIV-1 and PFV-1 INs are charac-

terized by distinct self-association states, they display comparable enzymatic fea-

tures for the 30-P catalytic reaction. Interestingly, the 30-P activity at the maximum

of the bell-shaped curve (Actmax) increased by increasing ionic strength, suggesting

that less catalytically competent and large complexes are more sensitive to ionic

strength than catalytically competent complexes (Fig. 12.12a, b). In other words,

ionic strength differentially affects the two types of complexes and delays the

formation of large complexes. Moreover, Actmax was strongly DNA length-

dependent and better 30-P activity was obtained using shorter DNA substrates

(e.g. 3-fold higher for 15-mer DNA than that of 65-mer DNA) (Fig. 12.12c); the

decreasing phase was also more pronounced for longer DNA substrates. Altogether,

these results indicate that short DNA substrates favor catalytically competent

complexes over less active large complexes. Therefore, a selection of specific/

competent complexes may be achieved using short DNA substrates under condi-

tions of high ionic strength. The determination of long correlation times by time-

resolved fluorescence anisotropy of PFV-1 IN-DNA complexes (using 15-mer and

21-mer fluorescein-labeled DNAs) confirms a dimeric form of DNA-bound PFV-1

IN under optimal conditions for 30-P activity (Table 12.4). DNA promotes dimer-

ization as dimers are present at low micromolar concentrations in which free PFV-1

IN is monomeric. As observed for HIV-1 protein, higher IN:DNA ratios

(corresponding to the decreasing phases of bell-shaped curves) lead to the appear-

ance of large complexes (θlong> 100 ns). Again, the dimeric form appears to be the

most catalytically competent form for 30-P while higher-order multimers or aggre-

gates lead to suboptimal activity.

PFV-1 IN is characterized by a monomer-dimer equilibrium in the low micro-

molar range. This equilibrium is shifted toward the dimeric form upon

DNA-binding under optimal conditions for activity. The same final state is

observed for HIV-1 IN, a dimeric form bound to the viral DNA end, although

samples of the DNA-free protein are characterized by the presence of a majority of

higher-order multimers (tetramers and/or aggregates). This explains why addition

of DNA in a sample containing HIV-1 IN decreases the long correlation time as

measured using time-resolved fluorescence anisotropy of Trp as mentioned above.
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Fig. 12.12 Influences of
DNA size and ionic
strength on the PFV-1 IN
30-P activity. (a, b)
Influence of ionic strength

([NaCl]¼ 50 mM (black
squares), 150 mM (white
circles) or 200 mM (black
circles)). 30-P activity using

a 21-mer DNA substrate

was plotted against IN

concentration (a) or the
Δrt¼ 0 value (B).

Δrt¼ 0¼ rcomplex,t¼ 0� rfree
DNA. (c) Influence of DNA
size using a 15-mer (white
circles), a 21-mer (black
squares), a 45-mer (white
squares), or 65-mer DNA

substrate (black triangles)
(This research was

originally published in The

Journal of Biological

Chemistry. Delelis

et al. [15]. © the American

Society for Biochemistry

and Molecular Biology)

Table 12.4 Long correlation

times of PFV-1 IN-DNA

complexes

DNA size, bp [PFV-1 IN], nM θlong, ns (20 �C)
15 1200 63� 6

21 400 53� 8

21 600 61� 5

21 1200 > 100

This research was originally published in The Journal of Biolog-

ical Chemistry. Delelis et al. [15]. © the American Society for

Biochemistry and Molecular Biology
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It is important to note that the HIV-1 IN DNA-binding step is very slow

(kon¼ 0.23 min�1) while no such limiting-step is observed for PFV-1 IN [15, 52],

suggesting that, in the case of HIV-1 IN, the slow kinetic of complex formation

accounts for a pre-binding transition from higher-order multimeric states to smaller

molecular species such as monomers. PFV-1, which is mainly monomeric at

low-micromolar concentrations, is characterized by a rapid DNA-binding step. As

a consequence of DNA-binding, both PFV-1 and HIV-1 proteins are characterized

by DNA-bound dimeric forms which correlate with optimal 30-P activity [17, 44,

52]. Accordingly, Faure et al. found that the monomer/DNA precedes the dimer/

DNA forms by analyzing the time-dependent formation of LTR cross-linked

species [16].

12.6 Simulation of Time-Resolved Fluorescence
Anisotropy Experiments

In this section, we addressed the question of whether time-resolved fluorescence

anisotropy experiments using Trp or fluorescein as fluorophores (having average

lifetimes below 5 ns) and maximum entropy method have the ability to recover in

an accurate manner long correlation times in the range of 20–200 ns, which

correspond to typical values obtained experimentally. Synthetic data were gener-

ated by a convolution product of the flash profile and a sum of exponential decays

according to Eqs. 12.2 and 12.3, using representative experimental fluorescence

lifetimes of Trp characterizing HIV-1 IN (: τ1¼ 0.6 ns (35 %); τ2¼ 2.1 ns (40 %);

τ3¼ 4.7 ns (25 %)) and ro¼ 0.25 [10, 94]. A Gaussian random noise (approxima-

tion of a Poisson statistic) or an experimental noise (extracted from the analysis of

two experimental polarized decays fitted with a poor χ2) were used for simulations,

with two photon counting conditions, corresponding to 1.2� 106 (Ivv(t)) and

1.6� 106 (Ivh(t)) counts (¼ “low”) and 12� 106 (Ivv(t)) and 16� 106 (Ivh(t)) counts

(¼ “high”), respectively. Based on typical experimental values, the input correla-

tion times were 20, 40, 80, 120, and 160 ns. We also simulated an “equitable”

mixture of two species (θ¼ 20 and 40 ns (50 %:50 %)) to assess the ability of

maximum entropy method to recover two correlation times in the θ distribution.

The maximum entropy method allowed the recovery of the θ20ns input value,

regardless of the counting statistic and the noise (Table 12.5). The recovery of

the θ40ns value is reasonable under low counting conditions and is significantly

improved under high counting conditions while a satisfying recovery of the θ80ns
value strictly requires a high counting statistic (Table 12.5). No accurate recovery

of θ>100ns values was obtained even under high counting conditions (Table 12.5),

showing that, as mentioned in the experimental section, oligomeric forms higher

than tetramer cannot be distinguished from each other and from aggregated forms.

Finally, the simulation results also show that only an average correlation time

(29–31 ns) can be recovered when two input values are considered mimicking a
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mixture (50 %:50 %) of two equal populations characterized by rotational correla-

tion times of 20 and 40 ns, respectively, regardless the nature of the noise or the

counting statistic (Table 12.5). This is in accordance with the typical monomer-

dimer transition of PFV-1 IN studied by time-resolved fluorescence anisotropy

showing that a single average correlation time is obtained along the transition

(Fig. 12.10b).

12.7 Conclusion

We used various fluorescence methodologies to address the problem of IN solubil-

ity and to study the interplay between the endonucleolytic catalytic of the protein

and its oligomeric state. HIV-1 and PFV-1 INs are clearly characterized by different

solubility properties. PFV-1 IN, free in solution, was found to be more soluble than

HIV-1 IN. The correlation time distribution is characteristic of a monomer-dimer

transition of PFV-1 IN in the low micromolar range while HIV-1 IN was mainly

aggregated above 200 nM. In the presence of detergent, this critical concentration

for HIV-1 IN was found in the low-micromolar range, whereas PFV-1 IN was found

mainly monomeric in the low-micromolar range, in the absence of any detergent

and DNA. In FCS, bright spikes were detected with TAMRA-labeled HIV-1 IN,

while TAMRA-labeled PFV-1 IN resulted in satisfactory autocorrelation curves

with no spike, confirming that HIV-1 IN has a higher propensity for aggregation

than PFV-1 IN. FCS study confirms the time-resolved fluorescence anisotropy

results with a clear monomer-dimer transition characterized by a similar half-

transition concentration (20–30 μM). However, although more soluble, PFV-1 IN

also leads to higher-order multimers or aggregates when bound to its DNA substrate

under conditions of high IN:DNA ratio, leading to suboptimal activity, as found for

HIV-1 IN. Furthermore, DNA size and ionic strength were found to be important

parameters that modulate the number of higher-order complexes. Moreover, fluo-

rescence anisotropy and FRET experiments highlight sequence-specific IN/DNA

recognition that is measurable only with PFV-1 IN. The sequence influences both

the positioning of IN onto the DNA (with a bias toward the processing DNA end)

and the affinity (cognate viral sequence versus a non-specific random sequence).

This suggests that, using PFV-1 IN, it is possible to distinguish between specific and

nonspecific complexes, not only at the catalytic level, as typically found for HIV-1

[8, 17], but also at the DNA-binding level. The reason could be that the aggregative

properties of HIV-1 IN mask an intrinsic ability of the protein to bind preferentially

to its cognate sequence. Although HIV-1 IN does not display a differential affinity

for specific (cognate) and non-specific (random) DNA sequences, we have shown

that a cooperative assembly of HIV-1 IN/DNA complexes is important for the Mg2

+-dependent activity, although dispensable in the Mn2+ context. The NTD and zinc

are important for this cooperative binding mode. However, FRET and steady-state

fluorescence anisotropy experiments suggest that the specificity is modest (prefer-

ence is a more suitable word), even for PFV-1 IN, most likely due to the inherent
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non-specific DNA-binding mode (responsible for the binding to the target DNA).

Finally, we found that steady-state anisotropy values obtained after DNA binding

and before catalysis were fully predictive of subsequent 30-P activity for low IN:

DNA ratios, according to the fractional saturation function. Nevertheless, for high

ratios, anisotropy continued to increase, but the activity decreased, due to the

presence of higher-order multimers or aggregated states of IN detrimental to 30-P
activity. 30-P was highest for non-aggregative smaller species and the dimeric form,

as assembled on DNA in a cooperative manner, corresponds to the most catalyti-

cally competent oligomeric form for 30-P. The tetrameric form, a dimer of dimer, is

responsible for concerted integration when two LTR ends are simultaneously

present in the same synaptic complex [3, 18].
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Chapter 13

Dual Fluorescence Phenomenon in ‘Push-
Pull’ Stilbenes

Dina Pines, Ehud Pines, Terry W.J. Steele, and Vladislav Papper

Abstract A short review of past and present experimental and theoretical work

on the phenomenon of dual fluorescence in strong donor-acceptor (push-pull)

stilbenes is presented. Various time resolved techniques such as femtosecond

transient absorption, Kerr ellipsometry, fluorescence up conversion and time

resolved single photon counting (TRSPC) has been utilized to confirm the pres-

ence of dual fluorescence. As the transition rate between the two emitting states is

ultrafast one may be able to observe it only with the appropriate time resolution

and experimental technique. The association of conformational change or twisting

of the electronically excited push-pull stilbenes with dual fluorescence was

supported by the dependence of the formation rate of the new emitting state on

the solvent viscosity and on hydrodynamic factors of the molecules. The intra-

molecular charge transfer (ICT) transition may occur by changing the molecular

configuration around a single bond and it competes with the trans-cis
isomerisation around the double bond of the stilbene molecule. We discuss how

to discern the two reactions as well as how to discern an ICT transition from a

solvent dependent fluorescence Stokes shift as all the three processes may happen

on a similar time scale. The dual fluorescence of the newly synthesized trans-
4-dimethylamino-40-carbomethoxystilbene serves for demonstrating an ICT tran-

sition and how it depends on the stilbene structure, the donor and acceptor

properties and solvent polarity.
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13.1 Introduction

Optical irradiation of molecules with a stilbene backbone involves various excited-

state processes occurring on multi-timescales. We have previously discussed these

rate processes using a linear free-energy correlation approach [1, 2]. We found that

different stilbenes exhibit different sensitivity to intramolecular donor-acceptor

effects of substituents and medium polarity.

The non-radiative trans-cis photoisomerisation process 1t*! 1p* of the excited

trans-stilbene molecule competes with its radiative fluorescence decay. In other

words, the twisting 1t*! 1p* transition may be visualised as a quenching funnel for

the trans-stilbene fluorescence. Relatively weak donor-acceptor pairs of para-
substituted stilbenes (“push-pull” stilbenes) usually increase the rate of the
1t*! 1p* transition due to stabilisation of more polar 1p* state and the concomitant

reduction of the intrinsic barrier to this reaction. Solvent polarity affects this

transition in a similar way, and the rate of the trans-cis photoisomerisation for

relatively weak push-pull stilbenes is increased by both polar solvents and more

polar substituents [1, 2].

The strong donor para-dimethylamino substituent was found to participate

efficiently in a charge delocalisation of the 1t* state and to stabilize it compared

to the 1p* state [1, 2]. This electronic resonance interaction in the reactant 1t* state

destabilises the activated transition 1t*! 1p* by increasing the activation barrier

and retards the photoisomerisation rate making it slower compared to that of the

weak donor-acceptor substituted stilbenes [1, 2]. Actually, the quantum-chemical

calculations for the strong donor-acceptor substituted stilbenes predicted the low

polarity of the 1p* state, in comparison to the highly polar 1p* state observed in the

non-polar stilbenes [3, 4]. This switching from high to low polarity of the 1p* state

was attributed to the phenomenon of “sudden polarisation” [5].

Moreover, the fluorescence quantum yield of the stilbenes bearing the para-
dimethylamino group was found to be much more sensitive to the para’-substitu-
tion (on the opposite aromatic ring) effect than their fluorescence lifetime [1]. We

concluded that the para’-substitution must affect both the non-radiative and the

radiative decay channels of the para-dimethylamino-stilbenes.

Besides trans-cis photoisomerisation, both experimental work and quantum

chemical calculations reported a common phenomenon of dual fluorescence

observed in polar solvents but not in non-polar solvents in regards to donor -

acceptor stilbenes. The new emitting state is characterized by large Stokes shift

typical of a large dipole moment of the excited state. This indicates a large charge

separation between the donor and acceptor groups. Based on time-resolved emis-

sion spectrum results, a precursor-successor relationship between the two emitting

states was also observed. Among the donor-acceptor stilbene derivatives, push-pull

para-dimethylamino stilbenes such as dimethylamino-cyano stilbene (DCS) and

dimethylamino-nitro stilbene (DNS) (with their inherent strong donor ability) have

been extensively studied to verify the formation of the new emitting state and
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formation pathway. The proposed formation is associated with a twisted [3, 4, 6–11]

or partially twisted [12–14] relaxed conformation around the single bonds in the

stilbene molecule. The exact single bond that is responsible for the rotation depends

on the other substituent and is still experimentally unresolved. Meanwhile, the

development of theoretical quantum calculations makes it possible to examine the

electronic and geometrical structure during the lifetime of the excited electronic state

of the stilbenes when present in polar and non-polar solvents. Hence, the excited-state

twisting of both the single bond and double bond (trans-cis photoisomerisation)

can be combined in a unified picture, which is of importance in identifying the

appearance of the new emitting state.

In this manuscript, we review the phenomenon of the dual fluorescence in the

para-dimethylamino-stilbenes, which includes unpublished results taken from our

own study of this phenomenon.

13.2 Dual Fluorescence Phenomenon in para-dialkylamino-
stilbenes

As the double bond twisting is the major non-radiative energy dissipation channel

in stilbenes, less attention has been paid to the relaxation of the excited molecule

via rotation of the adjacent single bonds. Nevertheless, the study of the ring-bridged

“stiff stilbenes”, where the twisting of phenyl group is prevented, clearly showed

that the decay rate to the phantom-singlet P* (1p*) state is faster [3, 12, 15–18]. This

experimental observation could hardly be explained in terms of the rotational

volumes of the stiff or flexible twisting moieties. Therefore, the photoisomerisation

pathway involving only the double bond twisting is arguable, and the single bond

rotation or twisting must have certain effect on the shape of the excited state

hypersurface. Combined with the observed dual fluorescence phenomenon, already

apparent in para-dimethylamino-benzonitrile [19–21], it was proposed that a sec-

ond excited state in the molecules bearing the para-dialkylamino-phenyl moiety

may formed after the initial excitation to the Franck-Condon state, and the new state

originates from a more relaxed state involving the single bond twisting [10, 22, 23].

Time-resolved fluorescence studies conducted by Rettig and Majenz [6] for

trans-4-dimethylamino-40-cyanostilbene (DCS) and 4-(dicyanomethylene)-2-

methyl-6-(4-dimethylaminostyryl)-4H-pyran (DCM) showed that the

non-radiative decay rate constant (knr) in these compounds is strongly dependent

on solvent polarity. And with decreasing solvent polarity, the value of knr was

reported to increase – the trend was particularly obvious in homologous solvent

series where any specific solute-solvent interaction is weakly altered.
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In addition, solvatochromic measurements implied a large dipole moment of the

excited state. Based on the above observations, the three-state kinetic scheme

shown in Fig. 13.1, involving a low-lying T* state resulting from a photochemical

reaction, namely TICT (twisted-intramolecular charge-transfer) state (resulted from

the single-bond twist) formation was proposed in addition to the low-lying stilbene-

type “phantom-singlet” state P* (1p*) (resulted from the double-bond twist) [6].

Gilabert et al. [7] further studied the photophysical properties of DCS using

picosecond time-resolved spectroscopy. The presence of two time-resolved emis-

sion bands was observed in polar solvents while in a non-polar solvent, only the

presence of a single emission band was observed. Furthermore, a precursor-suc-

cessor relationship occurred between the two species responsible for the two

emission bands. A kinetic scheme similar to the scheme shown in Fig. 13.1 was

suggested, and a normal RICT (relaxed intramolecular charge transfer) and a TICT

state was assigned to the observed two emission bands respectively. However, there

has been no direct evidence for the twisting character of the more stabilized

fluorescent state in both works above as dual fluorescence can also be observed

when the locally excited (LE) state relaxes to an intramolecular charge transfer

(ICT) state in stilbene compounds like the bridged (stiff) stilbenes mentioned above

[3, 11, 13–16]. A second issue which has remained unresolved concerns the

identification of the single bond involved in the ICT transition as several single

bonds may be involved in the excited state conformational change in polar solvents.

Lapouyade et al. [3] and Gilabert et al. [24] reported a possible additional

reaction route. They have studied three compounds (DCS, DCS-B134 and

DCS-B24):

CN

N
N
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Under low concentration and/or low excitation intensity conditions, dual fluo-

rescence emission was absent. At high concentration and excitation intensity the

appearance of a new red-shifted emission band was recorded with a precursor-

successor relationship between the blue and the red part of the spectra [3, 24]. They

hypothesize a photocyclisation mechanism where association of two electronically

excited molecules resulted in the creation of a ‘bicimer’ in which at least one of the
excited units was assumed to be twisted. In this case of highly concentrated stilbene

solutions, both the dependence on concentration and excitation intensity was

observed. However, DCS and DCS-B134 have both a flexible methylamino-phenyl

moiety, while it is not so for DCS-B24 where the phenyl group is rigid. Therefore, it

was proposed that there should be another emitting species formed, which is not

necessary connected to the single-bond twist of the methylamino-phenyl moiety

[3, 22].

In response to this report, Eilers-Konig et al. [14] conducted their experiments

under low concentration and low excitation intensity conditions to avoid bicimer

formation. Dual fluorescence was observed for DCS in two polar solvents (meth-

anol and acetonitrile) using femtosecond time resolution and suggested a successor-

precursor relationships for the LE (‘locally’ excited)!CT (charge transfer) tran-

sition [14]. They reported the formation of the new electronic state and identified it

as an intramolecular charge transfer state. Dual fluorescence of DCS in polar

solvents was also reported by Abraham et al. [25] using pump-probe femtosecond

Kerr ellipsometry under low concentration and low excitation intensity conditions.

Combining all these observations, it is reasonable to conclude that dual fluores-

cence involving the formation of a new emitting state in polar solvent is a reality.

However, the transition to a new emitting state may be very fast and escape

detection without having sufficient time-resolution and sensitivity.

As dual fluorescence is observed only in polar solvents but not in non-polar

solvents, it is proposed that the formation of the new emitting state is associated

with conformational change through twisting or partial twisting which enhances the

electron decoupling and makes it a more stabilized state. Based on the

photophysical hypersurface kinetics scheme, the transition to the relaxed ICT

Fig. 13.1 Three-state photochemical reaction scheme involving the initial excitation to the

localized excited Franck-Condon state E* (1t*), a low-lying T* state resulted from the single-

bond twist, and a low-lying stilbene-type “phantom-singlet” state P* (1p*) resulted from the

double-bond twist [6]
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state is barrierless, so the twisting should not be temperature dependent, but should

be affected by hydrodynamic factors such as volume of the rotating moieties and

solvent viscosity. Indeed, it has been shown that change from ACS to DCS to JCS

significantly slows the reaction by a factor of two, and for DCS alone, the reaction is

retarded in butanol compared to methanol [16]. Hence, rotation is involved in the

formation of the relaxed state (ICT), and the twisting is not from the cyano-phenyl

moiety for DCS and its derivatives. This hypothesis is supported with results

obtained by Rafiq et al. [26], in which they rationalized the involvement of torsional

motion of molecular fragments in the excited state based on the fluorescence

intensity dependence of trans-4-dimethylamino-40-nitrostilbene (DNS) on the sol-

vent viscosity. Rotation around either the dimethylanilino and nitrophenyl group

was proposed for the TICT state based on the ground and excited state potential

surface energy from the solvent dependent quantum chemical calculations.

Combining the observations from [16] and the experimental results for various

selectively bridged stilbenes [24], it is reasonable to conclude that the formation of

ICT for DCS originates from the twisting of the dimethylanilino moiety. This

conclusion is backed by independent theoretical calculations in Amatatsu’s work
[27, 28], who modelled potential energy curves and dipole moments with respect to

various torsional angles, and found that DCS is stabilized in polar solvents by the

torsional motion of the 4-diemthylanilino group. However, the single bond twisting

responsible for the ICT state formation in DNS is not so straight forward to identify.

Lin et al. [29] claimed that the torsion of the nitro group is the main non-radiative

pathway. However, Singh et al. [30] used theoretical calculations together with

femtosecond transient absorption measurements and concluded that the twisted

intramolecular charge transfer process involves the rotation of the nitrophenyl

group, but not the dimethyl aniline or the nitro group in the excited state of DNS

in polar solvents. Although the conclusions of the two groups are in disagreement,

they both exclude the possibility of the dimethylanilino group movement around

the single bond being responsible for the ICT state formation in DCS. This is unlike

the situation in DMABN (4-N0N-dimethylamino-benzonitrile), where the

dimethylamino moiety accounts for the twisting rotation. Hence, it makes sense

to conclude that the single bond responsible for the ICT formation depends on the

electron-donating and electron-withdrawing properties of the substituents as well as

on the structure of the stilbene derivatives. This important conclusion was further

supported by Yang et al. [31]. They studied the photophysical properties, such as

fluorescence quantum yield and fluorescence lifetime, in a series of arylamino-

cyano disubstituted trans-stilbenes and one arylamino-nitro analogue (DNS). They

concluded that the investigated stilbenes can be divided into four mechanisms

based on the nature of their ICT state:

1. a stilbenyl-anilino C-N bond twist,

2. a DMABN-like twist,

3. a styryl-anilino C-C bond twist, and

4. a planar intramolecular charge transfer (PICT) state.
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For the forth type of ICT state, they proposed a planar intramolecular charge

transfer (PICT) state, which has no dramatic charge decoupling and assumes a

planar geometry depending strongly on the specific donors and acceptors in the

stilbene molecule [32].

Dual fluorescence emission and formation of a new emitting state by twisting of

the molecular fragment have also been observed in our own studies of the substit-

uent and solvent effects on the photophysical behaviour of substituted stilbene

compounds [1, 2]. When strong donor and acceptor groups are substituted onto

the stilbene phenyl rings, a net increase of the fluorescence quantum yield and

fluorescence lifetimes with increase of the solvent polarity were clearly observed.

At that time, we concluded the formation of the red-shifted TICT state having a

higher quantum yield than the LE state in relatively polar solvents, but postponed

the detailed study of this phenomenon.

13.3 Review of Our Studies

We have previously divided all the investigated 4,40-substituted stilbenes into three
groups according to their intramolecular stabilization of the excited 1t* state (see

Table 13.1).

The third group has been formed by three trans-4-dimethylamino-stilbenes

having strong acceptor para-substituent on the second phenyl ring: DACS,

DACMS and DANS (trans-4-dimethylamino-40-nitrostilbene) [1, 2]. These three

stilbenes exhibited very large Stokes shifts, compared to the first and second

groups. In this case, the highly polarized excited state, which creates a large dipole

moment, is stabilized extensively by polar interactions (Stokes shift value ΔE is

about 22–23 kcal/mole).

Although these stilbenes were categorised into one group, they do not necessar-

ily conform to the same trans-cis photoisomerisation pathway. They deviated from

the linear dependence of log τfl�1 and log Φf on the Hammett σ-constants only in

polar media. We have then assumed that the formation of the ICT state is respon-

sible for this behaviour. In case of DANS, we assumed a non-emissive ICT state,

which was attributed to a specific interaction of the nitro-group, which quenches the

charge-transfer state emission [4, 8]. Actually, non-emissive ICT states were

observed in polar solvents when the acceptor group is very powerful and has a

low-lying anti-bonding orbital [4].

As noted above, the twisted excited intermediate 1p* acts as a photochemical

funnel toward the ground state. The primary excited emissive state 1t* of the planar

trans-isomer is separated from this funnel by an activation barrier of the order of

12 kJ in saturated hydrocarbon solvents [33]. This activation barrier decreases for

polar solvents. As 1p* is non-emissive, its rapid formation acts as quenching

process on the emission from 1t* state with correspondingly low fluorescence

quantum yields in low-viscosity solvents of both low and high polarities [34].
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Table 13.1 Comparison table of the substituent and solvent effects on the 1t* and 1p* stabilization

and following trans-cis photoisomerisation for different groups of trans-4,40-disubstituted
stilbenes

Group I Group II Group III

Trans-4,40-disubstituted
stilbenes having

relatively weak donor-

acceptor substituents.

Trans-4,40-disubstituted
stilbenes with the

(CH3)2N group at one

phenyl ring and

relatively weak donor or

acceptor substituent at

another phenyl ring

‘Push-pull’ stilbenes
with the (CH3)2N group

at one phenyl ring and

strong acceptor

substituent at another

phenyl ring

Charge sep-
aration in
the excited
singlet 1t*
state

Localization in the small

space around the zwit-

terion in the 1t* state.

(CH3)2N group facili-

tates the charge delocal-

ization in the 1t* state.

Large charge delocali-

zation between the

donor and the acceptor

aromatic moieties, large

dipole moment.

Stabilization
of 1t* and
1p* states

Both polar solvents and

substituents stabilize the
1p*, which is more polar

compared to the 1t* state.

Stabilizing effect of the

strong donor (CH3)2N

group on the 1t* state is

more pronounced than

the polar stabilization of

the 1p* state.

The 1p* state is of low

polarity. The preferen-

tial stabilization of 1t*

compared to the less

polar 1p* state.

Activation
energy and
reaction rate
of 1t*! 1p*

Low activation energy,

high rate constant τfl�1.

High activation energy,

slow transition rate τfl�1.

Very high activation

barrier.

Sensitivity to
the substitu-
ent effect (ρ)

High sensitivity,

increase in the trans-cis
isomerization rate (1p*

stabilization) with

increase of the substitu-

ent σ-value.

Because the stabilizing

effect of (CH3)2N group

on the 1t* is more pro-

nounced than the polar

stabilization of the 1p*

state, the effect of the

second substituent has a

less influence on the

transition state and acti-

vation energy, i.e. the

reaction rate is less sen-

sitive to the substituent

effects (low ρ-value).

Unclear, poor experi-

mental database.

Sensitivity to
the solvent
effect

Hammett-like correla-

tion is similar in all

investigated solvents,

and both life-time and

quantum yield have the

similar substituent

dependence, indicating

the same mechanism

inside the group. The

primary effect of solvent

polarity will be on the

transition-state energy.

The substituent effects

are most pronounced in

non-polar solvents (high

ρ-value). Intramolecular

effect of substituents

(stabilisation of less

polar 1t* state) domi-

nates over the solvent

effect (stabilisation of

more polar 1p* state).

Increasing the solvent

polarity leads to higher

stabilisation of the 1p*

state, therefore the reac-

tion is less sensitive to

the substituent effects in

polar solvents.

Net increase of the

fluorescence quantum

yield and fluorescence

life-time with increase

of solvent polarity indi-

cates another reaction

mechanism.



Donor-acceptor substituted stilbenes from the third group, however, behave

differently: they show a net increase of fluorescence quantum yields and lengthen-

ing of fluorescence lifetimes with increasing solvent polarity, which indicates a

different photochemical reaction mechanism. The experimental finding that fluo-

rescence quantum yields are high in strongly polar solvents could be interpreted as

indicating a strongly preferred pathway toward the charge transfer state formation

in the competing photochemical processes starting from 1t*. Assuming that this

point holds in less polar solvents, too, the reduced fluorescence quantum yield and

increased non-radiative decay rate may be due to the insufficient stabilization of the

ICT in these solvents. This can be explained by speculating that 1p* is less polar

than the ICT state and 1t* states, and thus increasing solvent polarity preferentially

lowers in energy a highly polar ICT state with respect to 1p*.

13.4 New Dual Fluorescent trans-4-dimethylamino-
40-carbomethoxystilbene (DACMS)

To support the existence of an ICT state in para-dialkylamino-stilbenes, we

have synthesised a new stilbene compound trans-4-dimethylamino-

40-carbomethoxystilbene (DACMS) and investigated its photophysical behaviour.

Figure 13.2 shows the time-resolved fluorescence emission spectra of DACMS in

iso-propanol and Table 13.2 summarises the photophysical properties of this new

molecule.

Fig. 13.2 Time-resolved

emission spectra of trans-4-
dimethylamino-4-

carbomethoxystilbene in

iso-propanol
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N

H3C

H3C

O

OCH3

DACMS

There is a clear isosbestic point in the spectra of DACMS observed on a

picosecond time scale by our experimental system that indicates the precursor-

successor relationship between the two emissive states. Following the recent

advances reviewed in this contribution we now conclude that the second emissive

state is formed after the initial excitation due to further electron decoupling and

charge separation.

The above considerations and time-resolved fluorescence measurements of

DACMS, which extends the series of the dual fluorescence para-dialkylamino-

stilbenes, support a three-state kinetic scheme. This scheme is shown in Fig. 13.3,

which, in addition to states 1t* (planar geometry) and 1p* (double-bond twist),

depicts a third state T* (ICT), which may be, for example, a TICT state.

In the non-polar media (---) the planar conformation 1t* is the lowest state,

whereas in polar solvents (—) the perpendicular single-bond conformation

(TICT) has a lower energy, because of its higher dipole moment, and competes

with the 1t*! 1p* channel. The TICT-state corresponds to a perpendicular single-

bond conformation where the donor and the acceptor groups are orbitally decoupled

(φ¼ 90�), with strong orbital coefficients at the linking C-C atoms. In polar

solvents, this state may be responsible for the main part of emission. If this state

involves a strong charge transfer from the donor to the acceptor aromatic ring, its

energy should be close to that of 1t* even in polar solvents, and hence, could overlap

the 1t* fluorescence (see Table 13.2). A large charge separation between the strong

donor and acceptor aromatic rings leads to a significant increase in the dipole

moment of the excited molecule with respect to the ground state. Therefore, this

ICT state is unusually sensitive to the solvent polarity, which stabilises it by dipolar

interaction. In non-polar solvent, such as cyclohexane, and slightly polar chloro-

benzene, only a single emission band is observed.

Figure 13.4 shows the logarithmic plot of the rate constant kd (τfl�1) versus the

normalized solvent polarity value ET
N yielding a linear dependence. Long-chain

alcohols (octanol and decanol) visibly deviate from the linear correlation. Retarding

of the rate in octanol and decanol is most probably due to high viscosity of these

solvents.

An experimental difficulty associated with an affirmation of the reality of the

ICT state is the dynamic solvation of both the 1t* and ICT state. As seen in Fig. 13.2,

the spectrum after 20 ps undergoes emission shift with time, which considerably

complicates the identification of the formed ICT state, particularly when these

molecules are studied with the time-resolved fluorescence setups, which are not

capable to cover the single-digit picosecond range. It happens that this phenomenon
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is observed between 1 and 20 ps, so it is imperative that the time-resolved fluores-

cence setup would be tuned accordingly to conduct measurements in this range.

A series of recent investigations by Ernsting et al. [35–37] rejected the three-

state kinetic model and the experimental evidence for the second emissive state

formation in the push-pull stilbenes. Kovalenko et al. [35] showed that in a broad

range of solvents, emission spectra on a 100 fs time scale appear to reflect only the

dynamics of polar solvation. Quick et al. [37] in the most recent publication used

femtosecond stimulated Raman spectroscopy to reconsider the stiff stilbenes. We

speculate that the measurements of the push-pull stilbenes in polar solvents

conducted by the group of Ernsting show only a continuous spectral shift over

times characteristic of solvent relaxation. Their data did not investigate the afore-

mentioned 1–20 ps range and does not observe the time-resolved dual fluorescence

emission of these stilbenes.

13.5 Conclusion

Most of the previous and recent studies have abundantly substantiated the reality of

the dual fluorescence phenomenon in para-dialkylamino-stilbenes measured in

polar solvents and confirmed the presence of a more relaxed intramolecular charge

transfer state, which is formed by twisting the single bond rather than a double

Fig. 13.3 Three-state kinetic scheme for the trans-cis photoisomerisation of strong donor-

acceptor substituted stilbenes
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bond. The mechanism of the ICT state formation competes with trans-cis
photoisomerisation in push-pull stilbenes and serves as an additional quenching

funnel in the relaxation process of the excited molecule. It is a barrierless process,

so the reaction rate of the entire process is temperature independent, but is strongly

affected by the hydrodynamic factors, such as the size or volume of the substituent

moieties and the viscosity of the surrounding medium.

The ICT state is likely formed by a single bond twist, however, which single

bond is responsible for the twisting is ambiguous and depends on the donor-

acceptor properties of the stilbene substituents. In addition, the relative reaction

rate of the ICT state formation and trans-cis isomerisation depends on the relative

polarity of the T* and P* states, which can further affect the fluorescence intensity

and quantum yield of the specific molecule. Everything considered, this allows the

para-dialkylamino-stilbenes to be employed as effective probes [38, 39] for further

investigation of the dual fluorescence phenomenon in various chemical and bio-

logical applications.
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Chapter 14

Molecular Anatomy of an Ion Channel
Explored Utilizing Fluorescence
Spectroscopy

Arunima Chaudhuri and Amitabha Chattopadhyay

Abstract Ion channels are transmembrane proteins and represent important cellu-

lar components that connect the inside of the cell to its outside in a selective

fashion. The linear ion channel peptide gramicidin serves as an excellent prototype

for monitoring the organization, dynamics and function of membrane-spanning

channels due to a variety of reasons. The fluorescent tryptophan residues in

gramicidin channels are crucial for establishing and maintaining the structure and

function of the channel in the membrane bilayer. In this review, we have

highlighted a variety of representative fluorescence-based approaches to gain

molecular insight into gramicidin conformations. Since gramicidin shares common

structural features with more complex ion channels, the results from fluorescence-

based studies with gramicidin could be relevant for more complex ion channels.

Keywords Ion channel • Gramicidin • REES • Tryptophan • Membrane interface

14.1 Introduction

Ion channels are important cellular nanomachines that regulate ionic permeability in

cell membranes. They are integral membrane proteins with multiple transmembrane

domains. Their ability to connect the inside of the cell to its outside in a selective

fashion makes them crucial elements in cellular signaling and sensing. Defects in the

function of ion channels result in diseases [1] such as cystic fibrosis [2]. Advances in

DNA sequencing technology have linked many diseases to defects in ion channels

and, the term ‘channelopathy’ has been coined [3]. Drugs acting on ion channels have
long been used as therapeutics for treatment of a wide spectrum of disorders. This

makes them a favorite target for the pharma industry and ~15 % of the world’s
100 top-selling drugs are currently targeted to ion channels [4].

Although ion channels are important members in cellular physiology, detailed

structure-function analysis of ion channels at high resolution has proved to be
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challenging till very recently. In the overall context of the complexity and difficulty

involved in studying large ion channels at molecular resolution, the linear peptide

gramicidin has proved to be a relevant model for ion channels. Gramicidin forms

prototypical ion channels specific for monovalent cations and has been extensively

used to monitor the organization, dynamics, and function of membrane-spanning

channels and integral membrane proteins [5]. Gramicidin is a multi-tryptophan

peptide (Trp-9, 11, 13, and 15) with alternating L- and D-chirality (see Fig. 14.1a).

The advantages of gramicidin as ion channel include its small size, ready avail-

ability and the relative ease with which chemical modifications can be performed.

These excellent features contribute to the usefulness of gramicidin and form the

basis for its use to explore the principles that govern the folding and function of ion

channels.

More importantly, gramicidin channels share important structural features

involving ion selectivity with complex ion channels such as KcsA potassium

channels [6]. The unique sequence of alternating L- and D-chirality allows grami-

cidin to assume a variety of environment-sensitive conformations. Among these,

two major conformations are: (i) the single stranded β6.3 helical dimer (the ‘chan-
nel’ form), and (ii) the double stranded intertwined helix (collectively known as the

INTERFACE

INTERFACE

HYDROCARBON
CORE

Nonchannel
(tryptophans distributed)

Channel
(tryptophans clustered)

HCO-L-Val-Gly-L-Ala-D-Leu-L-Ala-D-Val-L-Val-D-Val-
L-Trp-D-Leu-L-Trp-D-Leu-L-Trp-D-Leu-L-Trp-NHCH2CH2OH

�������

a

b

Fig. 14.1 (a) The amino acid sequence of gramicidin A with its unique alternating L- and D-

chirality. Aromatic amino acids (tryptophans) are highlighted and their positions are indicated. (b)
A schematic representation of the two predominant forms of gramicidin, the nonchannel and

channel conformations, displaying the locations of tryptophan residues in the membrane bilayer. A

hallmark of the channel conformation is the clustering of tryptophans toward the membrane

interface. A distinctive difference is observed in the tryptophan distribution in the nonchannel

conformation in membranes, where the tryptophans span the entire bilayer normal. See text for

other details (Adapted and modified from refs. [5] and [26] with permission from Elsevier)
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‘nonchannel’ form) (see Fig. 14.1b) [5]. The amino terminal-to-amino terminal

single-stranded β6.3 helical dimer form is the thermodynamically preferred confor-

mation in membranes and membrane-mimetic media. In this conformation, the

tryptophan residues remain clustered at the membrane-water interface [7–10]. Inter-

estingly, the membrane interfacial localization of tryptophan residues is absent in

‘nonchannel’ conformations and the tryptophan residues are distributed along the

membrane axis [5, 7, 11]. Nonchannel conformations have been shown to exist in

membranes with polyunsaturated lipids [12], and in membranes with increased acyl

chain lengths under hydrophobic mismatch conditions [13, 14].

14.2 Tryptophan: A Uniquely Placed Amino Acid
in Membrane Proteins

The presence of tryptophan residues as intrinsic fluorophores in membrane peptides

and proteins makes them an attractive choice for fluorescence spectroscopic ana-

lyses [15–19]. Tryptophan residues play an important role in the structure and

function of membrane proteins and peptides (recently reviewed in ref. 19). Tryp-

tophan residues in membrane proteins and peptides are not uniformly distributed,

but tend to be localized toward the membrane interface (see Fig. 14.2). The

interfacial region in membranes has unique motional and dielectric characteristics

distinct from both the bulk aqueous phase and the hydrocarbon-like interior of the

membrane [18, 20, 21]. The interfacial localization of tryptophan in membrane

proteins and peptides, along with the fact that the distribution and localization of

tryptophans in the two major conformations of gramicidin are distinctly different

(see Fig. 14.1b), allow us to explore conformations adopted by gramicidin and its

tryptophan analogs using fluorescence spectroscopic readouts. In this review, we

have highlighted representative fluorescence-based approaches to gain insight into

gramicidin conformations. Since gramicidin is a prototypical ion channel [5] and

shares common structural features with more complex ion channels, which are

more challenging to work with [6], the results from these studies form the basis of

addressing ion channel conformations under varying conditions.

14.3 Ion Channel Conformations Explored Using REES

Red edge excitation shift (REES) is a popular tool to explore organization, dynam-

ics and conformation of membrane probes, proteins and peptides [17–20]. REES is

defined as the shift in the wavelength of maximum fluorescence emission toward

longer wavelengths, caused by a shift in the excitation wavelength toward the red

edge of the absorption spectrum. REES becomes significant in case of fluorophores

with a relatively large change in dipole moment upon excitation in restricted
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environment. Unlike other fluorescence approaches, REES data contain informa-

tion on the rotational dynamics of excited state dipoles around the fluorophore,

thereby providing a window to the dynamics of the environment. In our laboratory,

we have utilized REES to monitor the conformation and dynamics of a variety of

membrane peptides and proteins including gramicidin [7, 10, 22–26], melittin

[27, 28], the pore-forming α-toxin from S. aureus [29], the N-terminal domain of

CXC chemokine receptor (CXCR1) [30], and membrane-bound bovine

α-lactalbumin. [31] A particularly attractive example is the application of REES

to conformational analysis of gramicidin, a representative ion channel peptide.

As mentioned above, two major conformations adopted by gramicidin in various

media are: (i) the single stranded β6.3 helical dimer (the ‘channel’ form), and (ii) the

double stranded intertwined helix (collectively known as the ‘nonchannel’ form)

(see Fig. 14.1b). In the channel conformation in membranes, the tryptophan
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Fig. 14.2 A schematic representation of a typical transmembrane domain of a representative

membrane protein (such as ion channels) in the bilayer showing distinct preferences of various

amino acids for different parts of the membrane bilayer. The membrane lipids shown have two

hydrophobic tails with a phosphatidylcholine headgroup. It should be noted that the aromatic

amino acids, especially tryptophan and tyrosine residues, are localized in the membrane interface

region, a feature shared by many ion channels [11]. The membrane interface, constituting� 50 %

of the thickness of the bilayer, is represented by a heterogeneous environment characterized by

relatively slow dynamics. This region also exhibits higher polarity relative to the hydrophobic

core, predominantly due to the restricted water molecules (Adapted and modified with permission

from ref. [19] (copyright (2014) American Chemical Society))
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residues are clustered at the membrane-water interface [7, 9, 10]. We earlier

showed that the tryptophan residues of gramicidin in the channel conformation

exhibit REES, implying that the tryptophan residues are localized in the interfacial

region and experience motional restriction [7, 10]. In an important application of

REES to conformational analysis of membrane proteins, we demonstrated that

various conformations of membrane-bound gramicidin could be distinguished

using their REES signatures (see Fig. 14.3) [7]. The basic principle of such

conformation-specific REES is the fact that the microenvironment of the trypto-

phans in these conformations are different, thereby giving rise to different REES

readouts (see Fig. 14.3b). For example, while the tryptophan residues are clustered

toward the membrane interface in the channel conformation of gramicidin, they are

distributed along the membrane axis in the nonchannel conformation. We have

previously demonstrated, using anthroyloxy probes, that the vertical location

(depth) of a fluorophore in the membrane is an important parameter in their ability

to exhibit REES [32]. Fluorophores localized at the shallow membrane interfacial

region experience restricted dynamics due to the physicochemical nature of the

interfacial region, and exhibit REES. On the other hand, fluorophores localized at

deeper locations in the membrane experience much more dynamic environment and

exhibit reduced REES. This principle has proved to be very useful in conforma-

tional analysis of gramicidin in membranes. In agreement with this, the tryptophans

in the channel conformation of gramicidin (with tryptophans at the motionally

restricted interfacial region) give rise to REES of 7 nm. In contrast, tryptophans

in the nonchannel conformation of gramicidin (distributed along the membrane axis

with varying degrees of motional restriction) give rise to REES of only 2 nm. More

importantly, it was possible to monitor REES exhibited by conformational inter-

mediates in the folding pathway of membrane-bound gramicidin from the initial

nonchannel to the final channel conformation (denoted as intermediates I and II in

Fig. 14.3b). The progressive increase in REES from the nonchannel conformation

to the channel conformation through the intermediate folding conformations cor-

responds to the conversion of the nonchannel form to the channel form of grami-

cidin. This is due to gradual change in the location of tryptophan residues from a

distribution along the bilayer normal to being clustered at the membrane interface.

14.4 Conformational Heterogeneity: Use of Fluorescence
Lifetime Distribution Analysis

Conformational heterogeneity in membrane proteins can be assessed using fluores-

cence lifetime distribution analysis of tryptophan residues by the maximum entropy

method (MEM). MEM represents a model-free robust approach for analyzing

fluorescence lifetime distribution [21, 33–35]. The width of the lifetime distribution

obtained by this method is correlated with the degree of heterogeneity of the

environment sensed by the fluorophore.
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The differential conformational heterogeneity sampled by gramicidin con-

formers is shown in Fig. 14.4. The figure shows tryptophan lifetime distributions

by MEM analysis in the channel and nonchannel conformations of gramicidin

[36]. Interestingly, fluorescence lifetime distribution of tryptophan residues in the

nonchannel form (characterized by a width of the distribution (w) of 3.40 ns,

represented as full width at half maxima for the major lifetime peak) was found

to be significantly broader relative to the corresponding width for the channel form

(w¼ 0.96 ns). This indicates that the tryptophan residues in the nonchannel form

experience relatively heterogeneous environment relative to the environment expe-

rienced in the channel form. This is in agreement with the fact that tryptophan

residues are clustered at the membrane interfacial region in the channel form, while
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they are spread all across the bilayer normal in case of the nonchannel form (see

Fig. 14.1b). Fluorescence lifetime distribution analysis by MEM therefore provides

a novel window to monitor such conformational transitions in membrane proteins

such as ion channels. Since ion channels require a variety of conformations for

carrying out their function, this approach provides a unique way to sample the

conformational plasticity associated with each conformation.

14.5 Understanding the Functional Role of Tryptophans
in Gramicidin Channel: Insights from Tryptophan
Analogs

Interestingly, tryptophans in gramicidin channels have been shown to be crucial for

maintaining the structure and function of the channel [5]. The importance of

gramicidin tryptophans is apparent from the observation that the cation
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conductivity of the ion channel decreases upon substitution of one or all of the

tryptophan residues by phenylalanine, tyrosine or naphthylalanine [37–39], and

also upon ultraviolet irradiation or chemical modification of the tryptophan side

chains [40–42]. Additionally, it has been shown that gramicidins with Trp! Phe

substitutions face greater difficulty in forming membrane-spanning dimeric chan-

nels [39, 43]. With an overall goal of understanding the structural basis of the role

of tryptophans in maintaining the ion channel structure of gramicidin, we used

single tryptophan gramicidin analogs with three Trp! Ser-t-butyl substitutions
using a combination of fluorescence approaches which include REES and mem-

brane penetration depth analysis [24]. The Ser-t-butyl side chain was chosen

because it is approximately as hydrophobic as Phe, yet not aromatic. Figure 14.5a

shows the amino acid sequence of these single tryptophan analogs. REES results

using these single tryptophan analogs are shown in Fig. 14.5 (panels b and c).

Figure 14.5c shows that single tryptophan analogs Trp-15, Trp-13, and Trp-11

exhibited REES of 4–7 nm. In contrast, Trp-9 displayed enhanced REES of

15 nm. Based on these results in combination with membrane penetration depth

analysis [44], size-exclusion chromatography and backbone CD data, we demon-

strated that the gramicidin analogs containing single tryptophan residues adopt a

mixture of channel and nonchannel conformations, thereby reducing ion channel

activity.

In order to address the basis of differential importance of tryptophan residues in

gramicidin channel, we explored the effects of pairwise substitution of two of the

four gramicidin tryptophans, the inner pair (Trp-9 and -11) and the outer pair

(Trp-13 and -15), using a combination of steady state and time-resolved fluores-

cence approaches and circular dichroism spectroscopy (see Fig. 14.6a for the

sequence of double tryptophan analogs) [25]. The normalized emission spectra of

the double tryptophan gramicidin analogs (Phe9,11gA and Phe13,15gA) are shown in

Fig. 14.6b. The analog (Phe13,15gA) containing the inner pair of tryptophans (Trp-9

and -11) displays an emission maximum of 331 nm, while the analog (Phe9,11gA)

containing the outer pair of tryptophans (Trp-13 and -15) displays a red shifted

emission maximum of 338 nm (the emission maximum of gramicidin in the channel

conformation is 333 nm, whereas the nonchannel conformation exhibits an emis-

sion maximum of 335 nm, when excited at 280 nm) [7]. The difference in emission

maximum among the analogs is indicative of differential localization of the tryp-

tophans along the bilayer normal. Figure 14.6c shows REES data for the double

tryptophan analogs. In case of the analog Phe9,11gA, containing the outer pair of

tryptophans (Trp-13 and -15), we obtained a REES of 9 nm (shift in emission

maximum from 338 to 347 nm when excitation wavelength was changed from

280 to 310 nm). In contrast, the emission maximum for the analog Phe13,15gA

containing the inner pair of tryptophans (Trp-9 and -11), exhibited a shift from

331 to 349 nm as the excitation wavelength was changed from 280 to 310 nm,

giving rise to an enhanced REES of 18 nm. Such large magnitudes of REES are

indicative of ground state conformational heterogeneity. Further analysis

employing circular dichroism and time-resolved anisotropy decay measurements

established that these double tryptophan gramicidin analogs adopt different
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conformations in membranes, indicating that the conformational preference of

double tryptophan gramicidin analogs is dictated by the positions of the tryptophans

in the sequence. These results assume relevance in the context of the report that the

inner pair of tryptophans (Trp-9 and -11) is more important for gramicidin channel

formation and channel conductance [45].

In yet another study, we tested the importance of indole hydrogen bonding in

gramicidin channels, by monitoring the effect of N-methylation of gramicidin

tryptophans, using a combination of steady state and time-resolved fluorescence

approaches [26]. As stated above, gramicidins with Trp! Phe or Tyr substitutions

have greater difficulty in forming membrane-spanning dimeric channels

[39, 43]. However, these results do not provide information on specific properties

of tryptophan that contribute to the loss of channel structure and function. The loss

in structure and function upon substitution of tryptophan with phenylalanine or

tyrosine could be attributed to loss of dipole moment, hydrogen bonding ability,

change in hydrophobicity, or a combination of these factors. In order to assess the
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Fig. 14.5 Exploring the organization of single tryptophan analogs of gramicidin. (a) The posi-

tions of tryptophan and Ser-t-butyl (designated as B) in the amino acid sequence of gramicidin A

and the single tryptophan analogs are highlighted, with alternating L- and D-residues indicated on

the top. (b) Effect of changing excitation wavelength on the emission maximum for W(11,13,15)

BgA (abbreviated as Trp-9) (●), W(9,13,15)BgA (Trp-11) (♦), W(9,11,15)BgA (Trp-13) (■), and

W(9,11,13)BgA (Trp-15) (~) in membranes. The lines joining data points are provided merely as

viewing guides. (c) The magnitude of REES obtained for the single tryptophan analogs of

gramicidin is sensitive to tryptophan depths from the centre of the bilayer. The magnitude of

REES corresponds to the total shift in emission maximum when the excitation wavelength is

changed from 280 to 307 nm (data shown in (b)) (Adapted and modified from ref. [24] with

permission from Elsevier)
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contribution of hydrogen bonding ability of tryptophans in maintaining the channel

conformation of gramicidin, tryptophan residues were modified to

1-methyltryptophanm (see Fig. 14.7a for chemical structures of indole and

1-methylindole). This modification leads to loss of hydrogen bonding ability of

tryptophans and yet, properties such as aromaticity and ring shape remain invariant.

More importantly, the magnitude (~2.1 D for tryptophan and 2.2 D for

1-methyltryptophan) and direction of the dipole moment are not altered (see

Fig. 14.7a) [46]. We therefore explored the membrane organization and dynamics

FL
U

O
RE

SC
EN

CE
 IN

TE
N

SI
TY

(A
RB

IT
RA

RY
 U

N
IT

S)

90

60

30

0
300 330 360 390

EMISSION WAVELENGTH (nm)

350

345

340

335

330
280 290 300 310

EXCITATION WAVELENGTH (nm)

EM
IS

SI
O

N
 M

AX
IM

U
M

 (n
m

)

a

b c

Fig. 14.6 Effect of pair-wise substitution of tryptophans in gramicidin. (a) To delineate the role of
multiple tryptophans in the organization and dynamics of the gramicidin channel, the positions of

tryptophans (four in number) in gramicidin A and the pair-wise substituted double tryptophan

analogs (two in number) are shown. Tryptophan residues at positions 9 and 11 are denoted as the

“inner pair”, while tryptophan residues at positions 13 and 15 are denoted as the “outer pair”. The

analog in which the inner pair of tryptophans are substituted by phenylalanine is denoted as

Phe9,11gA, while the analog in which the outer pair of tryptophans are substituted is termed

Phe13,15gA. (b) Intensity-normalized fluorescence emission spectra of the two pair-wise

substituted double tryptophan analogs, Phe13,15gA (_____) and Phe9,11gA (---) in membranes. (c)
Effect of changing excitation wavelength on the wavelength of maximum emission for Phe13,15gA

(■) and Phe9,11gA (●). The magnitude of REES corresponds to 18 and 9 nm for the inner

(Phe13,15gA) and the outer (Phe9,11gA) pairs, respectively. The lines joining data points are

provided merely as viewing guides (Adapted with permission from ref. [25] (copyright (2014)

American Chemical Society))
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of the N-methylated tryptophan analog of gramicidin, i.e., tetramethyltryptophan

gramicidin (TM-gramicidin), a tryptophan analog of gramicidin in which all four

tryptophans are replaced by 1-methyltryptophan residues. The normalized fluores-

cence emission spectra of gramicidin and TM-gramicidin are shown in Fig. 14.7b.

The figure shows that while tryptophans in the channel form of gramicidin typically

exhibit an emission maximum of 333 nm, the emission maximum of

TM-gramicidin is significantly red shifted to 340 nm. The red-shifted emission

maximum of TM-gramicidin is indicative of the average environment experienced

by 1-methyltryptophans in TM-gramicidin due to conformational differences of

gramicidin and TM-gramicidin. Interestingly, red-shifted emission maximum is
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Fig. 14.7 Monitoring the effect of hydrogen bonding of the indole group of tryptophan in

gramicidin. (a) Chemical structures of indole (right) and 1-methylindole (left) with the direction

of the dipole moments are shown. The -NH group in indole can form hydrogen bond with the lipid

carbonyl groups or the interfacial water molecules, while in 1-methylindole this ability is lost due

the substitution with a methyl group. Importantly, aromaticity and ring shape are maintained in

1-methylindole and the dipole moment (shown as a vector) is similar in direction and magnitude

(~2 D) to indole. The analog in which all four tryptophans are replaced by 1-methyltryptophan is

designated as tetramethyltryptophan gramicidin (TM-gramicidin). (b) The intensity-normalized

fluorescence emission spectra of gramicidin (_____), and TM-gramicidin (- - -) in membranes are

shown. The inset shows that the fluorescence intensity of TM-gramicidin (right bar) is higher

relative to gramicidin at their respective emission maximum. (c) Effect of changing excitation

wavelength on the wavelength of maximum emission for gramicidin (●), and TM-gramicidin (~)

in membranes. The lines joining data points are provided merely as viewing guides. The inset

shows the magnitude of REES, which corresponds to the shift in emission maximum when the

excitation wavelength was changed from 280 to 307 nm, is higher for gramicidin (left bar)
(Adapted from ref. [26] with permission from Elsevier)

14 Molecular Anatomy of an Ion Channel Explored Utilizing Fluorescence Spectroscopy 363



characteristic of the nonchannel conformation of gramicidin [7]. The inset in

Fig. 14.7b shows that TM-gramicidin displays considerable increase in fluores-

cence intensity relative to gramicidin when excited at 280 nm. This could be due to

the nonchannel conformation adopted by TM-gramicidin (independently shown by

CD measurements) [26], since the conformational change of gramicidin in mem-

branes from the nonchannel to channel form is accompanied by a reduction in

fluorescence intensity [7]. The nonchannel conformation is characterized by

increased fluorescence due to the relatively nonpolar environment in which the

tryptophans are localized in the nonchannel conformation and the release of

quenching due to absence of aromatic-aromatic interaction between the

fluorophores at positions 9 and 15 observed in the channel conformation

[25, 26]. Higher fluorescence quantum yield of 1-methyltryptophan could also

contribute to increased fluorescence of TM-gramicidin. Figure 14.7c shows REES

of gramicidin and TM-gramicidin. The figure shows that the emission maximum of

gramicidin is characteristically shifted from 333 to 340 nm in response to a change

in excitation wavelength from 280 to 307 nm, amounting to REES of 7 nm. In

contrast, TM-gramicidin, exhibits a relatively modest REES of 3 nm (emission

maximum shift from 340 to 343 nm) upon change in excitation wavelength from

280 to 307 nm, reminiscent of nonchannel conformation (see Fig. 14.3b) [7]. These

results clearly show the importance of tryptophan hydrogen bonding in maintaining

the channel conformation of gramicidin in particular and ion channels in general. In

addition, these results offer the possibility that fluorescence of 1-methyltryptophan

could be effectively used as a tool to explore the hydrogen bonding ability of

tryptophans in membrane proteins and peptides.

14.6 Conclusions and Future Perspectives

In this review, we have focused on the application of fluorescence-based

approaches to gain insight into conformational plasticity of the ion channel peptide

gramicidin. Since gramicidin shares common structural motifs with more complex

ion channels, the results described in this review could be useful to study confor-

mations of more complex ion channels. This review is not meant to be an exhaus-

tive in nature. Rather, we have provided representative applications to illustrate a

specific approach that would provide novel conformational insight. In case of

multitryptophan proteins, analysis of fluorescence data could be complicated due

to the complexity of fluorescence processes in such systems and lack of specific

information. Site-specific incorporation of extrinsic fluorescent probes, accom-

plished by using unnatural amino acid mutagenesis [47, 48], could help avoid this

complication.

It should be mentioned here that although we have focused mainly on ion

channel peptide in this review, these fluorescence-based approaches are applicable

to all membrane proteins. A particularly attractive application would be to monitor

conformational plasticity of G protein-coupled receptors (GPCRs) using
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fluorescence-based approaches. GPCRs are involved in signal transduction from

outside the cell to the cellular interior and constitute the largest family of current

therapeutic targets [49]. GPCRs display remarkable structural plasticity, necessary

for the functional diversity exhibited by them [50]. Unraveling conformational

choices of GPCRs using fluorescence-based approaches therefore would be useful

in deciphering GPCR function.
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fluorescence polarization, 10–12

FRET, 13–14

intermolecular interactions, 2

κ-Casein, 19–20, 22
lysozyme aggregation, 17, 18

lysozyme, serum albumins and casein, 2

neurodegenerative disorders, 2

oligomers, 2

physicochemical parameters

application, 109

dioxane/water mixtures, 110, 111

dipole-induced dipole interactions, 110

ethanol and 1-propanol, 110

hydrogen-bonding effects, 110

polarity sensitive

fluorescent probes, 110

Py scale values, 110

pyrene, 109

quinoxaline, 111

rhodamine X, 110

vibronic band intensities, 109

physiochemical/physical

characterization, 104

polymer characterisation, 103–104

polypeptide chains, 2

protein aggregation and amyloid

assembly, 2

protein folding funnel, 1

quenching, 12–13

serum albumin aggregation, 17–19, 21

single-molecule fluorescence studies, 14

Fluorescent 3-hydroxyflavone (3-HF), 105

Fluorescent indicator

copper

definition, 151

macromolecule, 159–160

metal ions, 153

photostable, 152

quenching, 154

Fluorophores, 5

Franck-Condon factor, 34

Free space emission (FSE), 74

FRET

bicelles, 183–184

bilayers containing pores, 181–182

concentration, cholera toxin, 180

Fluorescence resonance energy

transfer (FRET))

fluorophore-labelled cholera toxin, 178

steady-state (SS)/time-resolved (TR), 179

and z-scan fluorescence correlation

spectroscopy, 180

FSE. See Free space emission (FSE)

G
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Gramicidin, 354

circular dichroism and time-resolved

anisotropy decay measurements,

360

emission maximum, 360

fluorescence approaches, 360
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Gramicidin (cont.)
hydrogen bonding, 362, 363

indole hydrogen bonding, 361

membrane penetration depth analysis, 360

membrane proteins and peptides, 364

membrane-spanning dimeric channels, 361

1-methyltryptophan, 364

pair-wise substitution, 360, 362

steady state and time-resolved fluorescence

approaches, 360

tetramethyltryptophan gramicidin, 363

and TM-gramicidin, 363

tryptophan analogs, 360, 361

H
HBD. See Hydrogen-bond donor (HBD)

HCST. See Higher critical
solution temperature (HCST)

3-HF. See Fluorescent 3-hydroxyflavone
(3-HF)

Higher critical solution

temperature (HCST), 100

Hydrogen-bond donor (HBD), 108

Hydrothermal method, 292–293

I
ICT. See Intramolecular charge transfer (ICT)

Intramolecular charge transfer (ICT), 340

Intramolecular mechanisms

anomalous emission, 214

aromatic molecules

buffer gases, 215

collision-free conditions, 215

internal conversion, 217

photophysical property, 215

S1 fluorescence, 215

S2 fluorescence, 214, 215, 218

spectrum, 217

static vapor phase, 215, 217

vide infra, 214
fluorescence, 213

linear polyenes

absorption bands, 218

buffer gas, 221

carotenoids, 223, 225

chemical structure, 218

decatetraene vapor, 220

fast radiative process, 226

intensity, 218

octatetraene, 220

photophysics & dynamical behavior,

219

S1 – S2 energy separations, 220

S1 fluorescence, 219, 223, 225, 226

S1(2
1Ag) fluorescence, 219

S2 fluorescence, 219, 220, 224, 226

singlet state (S1), 218

static vapor phase, 223

nonradiative transitions, 214

photoreactions, 214

singlet state (S1), 213

upper excited states, 226, 228

Ion channel

cellular nanomachines, 353

cellular signaling and sensing, 353

channelopathy, 353

conformational heterogeneity, 357

cystic fibrosis, 353

drugs, 353

gramicidin, 354

monitoring conformations, REES, 357, 358
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L
Langmuir-Blodgett (LB) films, 80

Lanthanide–doped upconversion nanoparticles

(UCNPs)
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component, 287
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crystal lattice, 287

energy transfer process, 287, 288

host lattice, 287

host material, 290
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host-dopant systems, excitation

wavelengths and emission peaks,

288, 289

hydrothermal method, 292–293

multi-phonon relaxation, 288

optically active ions, 290

sol gel method, 292

thermal decomposition method, 292

Laser-controlled fluorescence, 236

248–253, 259

effects, 253, 255

mechanism

optical frequency, 250

optical phase, 259

probe laser beam, 249

radiation states, 249

single-photon emission, 248

virtual states, 251
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plasmonic surface, 248

probe beam

directions, 253
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electric dipole moments, 252

emitted light, 252

photophysical processes, 251

wavelength, 252

quantum dots, 248

stimulated emission, 247

LCST. See Lower critical solution temperature

(LCST)

LCV. See Leucocrystal violet (LCV)
Leakage radiation microscope (LRM), 82

LED. See Light-emitting diode (LED)
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Light-emitting diode (LED), 72

Lipid bilayer
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Membrane interface, 355, 357

Menke’s Disease, 150
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Microscope technique, 81–82
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MLCT. See Metal-to-ligand charge

transfer (MLCT)

Monte Carlo simulations, 176, 184
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electromagnetic phase, 262
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electromagnetic coupling, 256
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transition dipole moments, 258
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plasmonic interactions, 255

quantum level, 255
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Point spread function (PSF), 82, 83
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cysteine, 4
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amyloid fibrils, 7
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(SCM)
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Single molecule detection (SMD), 112
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ET(30) scale, 108
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