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Abstract. Nowadays the need for multilingual information retrieval for
searching relevant information is rising steadily. Specialized text-based
forums on the Web are a valuable source of such information. However,
extraction of informative messages is often hindered by large amount
of non-informative posts (the so-called offtopic posts) and informal lan-
guage commonly used on forums.

The paper deals with the task of automatic identification of posts
potentially useful for sharing professional experience within text forums
irrespective of the forum’s language. For our experiments we have
selected subsets from various text forums containing different languages.
Manual markup was held by native speaking experts. Textual, thread-
based, and social graph features were extracted. In order to select satis-
factory language-independent forum features we used gradient boosting
models, relative influence metric for model analysis, and NDCG metric
for measuring selection method quality.

We have formed a satisfactory set of forum features indicating the
post’s utility which do not demand sophisticated linguistic analysis and
is suitable for practical use.

1 Introduction

Nowadays we are facing the rapid growth of non-English documents on the Inter-
net. The need for multilingual information retrieval and language-independent
information access for professionals, organizations and businesses is rising
steadily. Specialized text forums are a valuable source of knowledge of that
kind. Forums contain experience of people who actually used the technology
and its features, often expressed in their native language. Forums contain both
positive and negative experience—something that is not available from official
documentation at all. But they also contain a lot of trivial, repeated and still
irrelevant posts. Therefore the expert not knowing forum language should have
opportunity to extract useful and informative posts in order to study them in
more detail subsequently.

The obvious solution is to use techniques of text summarization. But
important information can be provided in different languages, including highly
inflected, having complex grammar and rather weak text analysis tools. It is
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a challenge for using parsers, part-of-speech taggers, morphological analyzers
and full dictionaries for any of the languages. In fact, most application for text
processing are monolingual tools or tools covering a few commonly spoken lan-
guages. In [17] the lack of linguistic resources is called “one obvious bottleneck
for the development of multilingual tools”. So, the procedure of text forum sum-
marization has to be simple and language-independent in order to be used in
practice.

In this paper, we address the task of automatically identifying posts poten-
tially useful for sharing professional experience within text forums irrespective of
forum language. We aim to choose a reasonable set of forum features indicating
the post’s utility which doesn’t demand sophisticated linguistic analysis and is
suitable for practical use.

2 Related Work

The task of Web Forum Thread Summarization typically aims to give a brief
statement of each thread that involving multiple dynamic topics. Traditional
summarization methods are cramped here by some challenges [15]. The first
is topic drifting: as the post conversation progresses, the semantic divergence
among subtopics will be widened. Besides, most posts are composed of short and
elliptical messages, their language is highly informal and noisy, and traditional
text representation methods have sufficient limitations here.

According to the survey in [15], the majority of works in the area of forum
summarization use extraction-based techniques [16] and single-document app-
roach. A lot of research on automatic dialogue summarization use corpus-based
and knowledge-based methods. For example, authors [23] identify clusters in the
Internet relay chats and then employ lexical and structural features to summa-
rize each cluster. Authors [15] have proposed a forum summarization algorithm
that models the reply structures in a discussion thread. In order to represent
information of online forum in a learning environment author [5] uses concept-
based summarization: each word in the document is labeled as a part of speech
in grammar, and to handle the word sense disambiguation problem similarity
measures based on WordNet is used. Statistical methods of dialogue summa-
rization are also of great interest. For example, in [20] unsupervised (TF-IDF
and LDA topic modeling) and supervised clustering procedures (using SVMs
and MaxEnt) are used in combination for decision summarization for spoken
meetings. Authors [4] consider the problem of extracting relevant posts from a
discussion thread as a binary classification problem where the task is to classify
a given post as either belonging to the summary or not. In general statistical
methods are very various, including genetic algorithms [6], hybrid approaches
[13,18], an integer linear programming approach [2], and so on.

There is a number of the works devoted to multi-lingual aspects of text
summarization. For example, in order to fulfill sentiment analysis of multi-lingual
Web resource [12] consider English as basic and use language-specific semantic
lexicons of sentiment-carrying words. Contrary to this approach, authors [3]
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show that the multilingual model consistently outperforms the cross-lingual one.
Practical experience of developing natural language processing applications for
many languages is described in [17]. The author considers Machine Learning
methods as an extremely promising approach to develop highly multilingual
systems.

A fast-growing number of studies have shown that the social factor can be
useful in text forum summarization. For example, authors [14] apply similar
measures as used in blogs to the forums, such as counting the number of common
tags and replying or citing the same threads. Authors [22] explain that in an
online forum context a central core (strongly connected component) contains
users that frequently help each other by following questioner (requester) answerer
(expert) links.

Feature categories being used in forum analysis studies mainly depend on
specifics of a task. For example, authors [1] are concerned with classifying senti-
ments in extremist group forums. To do this they use syntactic, semantic, link-
based, and stylistic features. In [4] thread-specific features are used for identifying
subjectivity orientation of threads. These include structural features, dialog act
features, subjectivity lexicon based features and sentiment features. Authors [10]
use textual features for detecting the reputation dimension of a post. Authors
[8,19] extract contexts and answers of questions from online forums using dis-
course and lexical features as well as non-textual and structural features. But
in general the selected features are highly language-dependent and need compli-
cated techniques for their analysis.

To sum up, we can say that information retrieval within text forums irrespec-
tive of its language represents a complex problem, and its decision in an explicit
form isn’t submitted in literature. Methods of dialogue summarization based on
machine learning algorithms showed good prospects, but there is a great need
of simple and language-independent techniques.

3 Methods

For our experiments we have selected some forums held in highly inflective lan-
guages with complex grammar and rather weak text analysis tools, in particular -
German, Russian and Chinese (Mandarin). Also, we selected one forum held in
English for comparison. Detailed information about the forums is presented in
Table 1. Within each forum we selected thread of interest. Each posts’ usefulness
was manually marked down by experts (Table 2). We have invited experts of the
relevant field who are native speakers in the languages of the forums.

As mentioned above, there is a lot of works proposing different features for
text forums, potentially suitable for usefulness evaluation. However, not all of
them are suitable for machine learning due to the specifics of our task since
we need language-independent features. We have chosen features applicable for
multilinguistic approach. The list of the chosen features is presented in Table 3.

We calculated text sentiment value using stemmed sentiment keywords and
word parts specific for the forums language as well as stemming technique. The
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Table 1. The chosen Internet forums, their language, topics, keywords, and statistics

Forum Language Topic Threads/posts Keywords

1 gamedev.ru Russian Unity 10/410 unity
2 hifi-forum.de German Windows vs Linux 13/173 windows, linux
3 forum.modelsworld.ru Russian Ship modeling 3/150 ship, model
4 5500.forumactif.org French Ship modeling 3/150 ship, model
5 bbs.csdn.net Chinese cocos2d-x 11/120 cocos
6 bbs.chinaunix.net Chinese Linix for beginners 11/103 linux
7 knittinghelp.com English Knitting techniques 43/450 knit

Table 2. Thread’s usefulness scale

Value Comment

0 Offtopic
1 Post is on the chosen topic, but argumentation is

incomplete or absent
2 Post is on the chosen topic, and the authors point

of view is well-justified with explanations or exter-
nal links

resulting values were normalized to the range from -1 (strongly negative text)
to +1 (strongly positive text).

Also, simple non-semantic text features were extracted: text length in char-
acters, number of links and number of keywords. Keywords were chosen strictly
corresponding to the name of the forum topic. A more extensive list of keywords
would mean a search for synonyms and equivalents, but it requires semantic
analysis.

We represented social structure in the form of a social graph, where the nodes
are the users, and edges indicate a link between two users. For the creation of
the social graph we have used citation analysis: if person A quotes person B by
explicitly mentioning his name in text, there is a guaranteed connection between
A and B. We used two methods: a non-sentiment graph (edge weight is always 1)
and a sentiment graph (edge weight is related to the posts sentiment value). After
the creation of the graph parallel edges weights were summed. Then, the weights
of the edges were inverted.

Node centrality is often used to find people who are important members
of society. We considered some proven [7,21] metric to evaluate node central-
ity: Betweenness centrality - the number of shortest paths between all pairs of
nodes that pass through the node; inDegree - the total weight of incoming edges;
outDegree - the total weight of the outgoing edges.

Position in thread is calculated as number of post in chronological order (first
post has position in thread equal to one, next one is equal to two etc.).

In order to select features indicating post usefulness we need models to cap-
ture dependence of usefulness on features. We used gradient boosting models in
“gbm v.2.1” package (gbm) with following settings:
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Table 3. Selected features

Type Feature What this feature means

Posts author
graph features

Betweenness, non-sentiment graph Authors social importance
inDegree, non-sentiment graph How many times author was quoted
outDegree , non-sentiment graph How many times author quoted

someone
Betweenness, sentiment graph Authors social importance
inDegree, sentiment graph With which sentiment author was

quoted
outDegree, sentiment graph Authors quotes sentiment

Posts author
features

Number of threads author is partic-
ipating in

Author activity

Thread-based
post features

Position in thread Chance of off-topic
Times quoted Posts impact on forum

Text features

Length Number of arguments and length of
explanations

Links Number of external sources/images
Sentiment value (calculated using
sentiment keywords)

Posts usefulness

Number of keywords Topic conformity

– CV folds: 3
– Shrinkage: 0.005
– Number of trees: 4000

Other parameters were left default. Models were constructed for each lan-
guage independently.

In order to estimate quality of constructed models to ensure that models con-
structed from features listed in Table 3 give the same results for each language,
i.e. are language-independent. To do this we divided available data into training
set (60% of each forum) and test set (40%). Widely used recall/precision metrics
are not applicable due to the fact that we have three Utility levels, and those
metrics are used for estimating binary classification quality. To estimate quality
of our models we follow these steps:

1. Fit model to train set.
2. Apply model to test set; it gives ˜Utility - some approximation of true Utility

values of test set.
3. Sort posts in descending order by ˜Utility, and take N top posts. This gives

selection of N best posts according to model.
4. Calculate NDCG metric:

NDCGN =
DCGN

IDCGN
;DCGN = rel1 +

N∑

i=2

reli
log2(i)

,
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where N is number of selected posts, rel(i) is quality (i.e. true Utility) of i-th
selected post, and IDCGN is normalization coefficient calculated as maximum
possible DCGN for specified dataset and N . This metric lies between 0 and 1
(assuming non-negative rel(i)), and is cross-query comparable. It is commonly
used for calculating ranking method quality.

In order to ensure stability of solution quality on different input sets we used
bootstrap resampling-based method. Training set and test set for each forum
were resampled with replacement before fitting model and calculating NDCG.
This process was repeated 100 times. In each iteration some records were sampled
out, and in fact in every iteration we had different training and test sets, so
NDCG changed from iteration to iteration. Then, mean NDCG and 0.01 and
0.99 quantiles were calculated for each “language and N” pair, giving mean with
confidence intervals for each language and N. 0.01 and 0.99 quantiles were also
calculated for each N (ignoring language) to estimate overall confidence interval.

For baseline our experts formed an extensive list of keywords related to the
topic of each chosen forum and their list of synonyms, i.e. semantic core (up to 50
words per forum). Then we applied stemming and lemmatization where possible
(R package) to each post and these keywords, and counted amount of keywords
and their stems in each post. After that we built linear regression model with
this count and semantic value as features and post Utility as target variable.
By doing this we emulated operation of a information retrieval system aware of
forum language, its syntax and semantics and context of chosen narrow topic.
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Fig. 1. Dependence of NDCG on language and size of selection
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4 Results and Discussion

Fig. 1 shows the dependence of quality of selection (mean NDCG) with confi-
dence intervals (0.01 and 0.99 quantiles) on the language and N. Our shortest
forum contains 100 messages (and test set has 40), so we evaluated metrics for
N varying from 1 to 30. Dotted lines represent 0.01 and 0.99 quantiles calculated
for all available dataset (i.e. language is ignored). Also, simple baseline model
performance (red dashed line) is drawn.

The analysis of dependence allows drawing the following conclusions:

– Allocation quality of our methods are generally better than baseline method.
Also, baseline model requires knowledge extensive list of synonims and words
related to chosen topics, forum language knowledge and complex forum post
preprocessing. Our models are simple and stable, and do not require such
things. It should be noted that our baseline uses sentiment value as a fea-
ture; as explained below, it is one of the most important features, so decent
baseline performance is expected. Moreover, amount of semantic core words

Table 4. Features with the highest Relative Influence (RI)

Language Top features ordered by relative influence

Chinese Sentiment value

Text length

Position in thread

Number of keywords

Number of links

Russian Sentiment value

Text length

Author betweenness, non-sentiment graph

Number of keywords

Position in thread

German Text length

Position in thread

Sentiment value

inDegree, non-sentiment graph

outDegree, sentiment graph

French Sentiment value

Text length

Number of threads the author participates in

Number of keywords

English Text length

Sentiment value

Author betweenness, non-sentiment graph

outDegree, sentiment graph

Number of keywords



70 V.A. Grozin et al.

in text (another feature in baseline model) is highly corellated with texts
length, another important feature in out models.

– for French, German, Chinese and Russian confidence intervals overlap, and
lines lie within each others confidence intervals (NDCG = 0.63±0.07). Bet-
ter NDCG values were received for English (NDCG = 0.82±0.07). It is
apparently connected with overall simplicity of English language.

We also have to investigate which of selected features were the most impor-
tant for each language. To do so we used Relative Influence (RI) metric [9] for
each model. Top five features with the highest RI are presented in Table 4. Each
column represents language, each Nth row is Nth top feature for each language.
Features are sorted in descending order by their relative influence. Note that
there are recurring top features: “Sentiment value”, “Text length”, “Position in
thread”. Therefore it is reasonable to assume that those features are language-
independent.

5 Conclusion

In this paper, we have addressed the task of automatically identifying posts
potentially useful for sharing professional experience within technical text forums
irrespective of forum language. We have shown that it is possible to allocate
a reasonable set of forum features indicating the posts utility which doesn’t
demand sophisticated linguistic analysis and is suitable for practical use. In our
future work we plan to design more sophisticated models for feature selection,
usage of complex features and considering quality of forum moderation.
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