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Abstract. We propose an interactive technique to categorize the
responses to open-ended questions. The open-ended question requires
a response which is a natural language phrase. A typical analysis of
the phrases starts with their 'coding’, that is, identifying themes of the
responses and tagging the responses with the themes they represent.
The proposed coding technique is based on interactive cluster analysis.
We study theoretically and empirically the hierarchical (agglomerative,
divisive) and partitional clustering algorithms to pick the best one for short
Russian responses. We address the problem of the short phrase sparseness
with thesaurus smoothing. We introduce an iterative process where users
can provide some feedback to a clustering result. A domain-oriented sys-
tem of statements is developed for users’ feedback. The system is proved
to be able to provide any clusters the user desires. The technique is imple-
mented as a web service for responses in Russian.

Keywords: Open-ended questions - Short text categorization
Interactive clustering + Russian thesaurus

1 Introduction

In last decades qualitative analysis in sociology has become a widely used instru-
ment. Compared to classical quantitative approach, qualitative research is based
on unstructured source data. Both approaches are applied in survey analysis,
which is commonly used to gather opinion on a wide variety of subjects: govern-
mental agencies conduct surveys to communicate view of different social groups
on political, social and economic conditions; commercial structures use survey
results to enhance product quality and achieve gain in sales. Two main types of
survey questions can be identified by degree of freedom given to the respondent:

1. closed-ended questions — questions with a predefined set of answers, respon-
dent has to choose one or more variants

2. open-ended questions — questions, where respondent has to write a short
textual response in his own words
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Opposed to closed-ended questions, open-ended questions cannot be directly
analyzed using quantitative methods, their analysis requires more complex app-
roach.

For manual analysis of open-ended responses the following process is com-
monly used [1,3]:

1. every response is read and a list of main ideas represented in the texts is
created

2. the structure of the list created on the previous step is reviewed and refined,
short labels (codes) are assigned to each item on the list

3. each response is marked with one or several codes according to the contents

This process is called coding of open-ended question, it is aimed at converting
qualitative information provided by respondents into quantitative form for sub-
sequent analysis. The result of the first two steps is called the codebook. The
example of coding results can be observed on figure 1 (only a part of result is
presented). The question was taken from Sociological Bulletin of Public Opin-
ion Foundation, dated 26 May 2011. The respondents were asked the following
question: “Which statements made by Dmitry Medvedev at the press-conference
did you memorize and like most?” We see that the set of responses contains the
groups “youth policy”, “cancellation of vehicle inspection”, “innovation, mod-
ernization” and “the fight against corruption”. For each group the most typical
answers are presented.

Yro u3 Toro, o uém rosopun Ai. MeaBeges Ha npecc-KoHpepeHUMH,
Bam 6onble Bcero 3anOMHUAOCL U NOHPABUNOCh?

MonogaéxHan «Halla MONOAEXb BYAET XKUTb JTyuLle»; «O LIKOALHUKAX,

NoNUTMKA cTyaeHTax»; «MeasegeB 6oneet 3a MONOAEXL, AAET UM
paboTy»; «yaensin BHUMaH1e MONOAEXM»

OTMeHa «MPO TeXOCMOTP»; «yNpPOLLeHNe CUCTEMbI MPOXOXAEHUA

TexocmoTpa OCMOTPOB aBTOMOBUNEN»; «OH W CKa3an, YTo TeEXOCMOoTp

Tenepb ByayT opopmasate He B TAW, a npu OCAIO»
MuHoBauum, «yCOBEpPLUEHCTBOBaHWE NPOU3BOACTBA, MHHOBALIMMNY;
MogepHU3ayua | “MOAGPHN3ALMA»; «HaA0 NPOACXKATb NPOLIECCHI
MOZAEPHM3ALIMN B 3KOHOMUKE W MONUTUKEY; «pa3BUTHe
HayKu»

Bopbb6a c «0 KOpPPYNUWKU B pAAax YAHOBHUKOB»; «0 6opbbe ¢
Koppynuven»; «pedOpMbl HaZ0 NPOAOXKATb U XKEcTUe
BOpOTLCA C KOPPYNUMEN»; «KOPPYNLUsA»

Koppynuuen

Fig. 1. Example of open-ended question analysis result. The text on the top is the
wording of the question. In the left column of the table the names of the groups dis-
covered (in red) are situated. In the right column several typical answers are presented
for each group.
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On the one hand, methodology of sociological research lists many cases, when
open-ended questions are more appropriate than close-ended [2]. In these cases
usage of open-ended questions allows the researcher to approach the inner world
of respondent, deeply understand his point of view without imposing boundaries
by the strict format of the response. Open-ended questions are known to provide
unbiased results, which is especially important when the objects of sociological
research are vague and unsystematic views on complex phenomena of social
reality. In addition, open-ended questions stimulate respondents to analyze the
subject of the questions thoroughly and give more complete answers [1].

On the other hand, the described coding technique induces several serious
problems. First, this technique is extremely laborious. Therefore, manual coding
is performed by a group of analysts. The following workflow is commonly used:

1. a codebook is compiled according to a subset of answers (this step is usually
done by a senior analyst)

2. a full set of responses is divided into parts and categorized by a group of
analysts according to the codebook

One problem of this process is that codebook can be incomplete after the first
step, so coders have to spend effort to modify it consistently on the second step.
Another problem is that both of those steps are prone to subjectivity, which is
often used as an argument against the qualitative techniques [2]. Unification of
analysis results requires additional time-consuming procedures. The examples of
intercoder agreement methods can be found in [4].

To sum up, the cost of manual analysis of open-ended questions is pro-
hibitively high and no proven industry standard for efficient automated anal-
ysis is developed by now. That is why open-ended questions are rarely included
into the questionnaires, and even if included, then for large volumes of collected
data the answers do not get adequate analysis. In these circumstances, efficient
automation of coding is a topical problem.

In this paper, we propose a new low-effort workflow for coding open-ended
questions based on interaction of analysts with automated system. The rest of the
paper is organized as follows. In section 2 related work is considered. In section 3
the system overview is given and proposed workflow is described and discussed
in detail. Section 4 contains detailed description of mathematical procedures
chosen for each step of data processing in the proposed system. Validation of the
system is discussed in section 5. Section 6 concludes the paper.

2 Related Work

Many general-purpose automated systems were proposed to analyze textual
information. However, only a few systems take into account specific character of
the task considered and can be used to work with open-ended questions.

In the work [5] Japanese authors suggest an automatic method for dividing
open-ended responses into 3 classes: positive, negative or request. The method
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is based on the use of classification, information provided by analyst is used to
build training set.

More general analysis can be performed using IBM SPSS Text Analytics for
Surveys. It is a proprietary system, based on a wide variety of prepared domain-
oriented linguistic resources: thesauri, lists of synonyms and lists of stop-words.
Key feature of the product is work with groups of answers. User can operate with
keywords for each group, create subgroups, merge groups and move responses
from one group into another. The accent in this product is made on receiving
reproducible results and gathering expert opinion to achieve optimal coding. The
main problem of the product is that it does not support Russian language.

Several attempts have been made to automatize open-ended response cod-
ing in Russian. Systems DISKANT [2] and VEGA [3] were proposed to tackle
the challenges of traditional coding methods. Methodologically both of the sys-
tems follow the manual process of coding described above, automatizing both
codebook creation and codes assignment.

In DISKANT, the representative phrases are chosen by the analyst at the
first step of analysis. These phrases define a classifier which is applied on the
second step to categorize the responses according to similarities to representative
phrases. DISKANT implies an iterative workflow, in which user adds portions
of responses and updates classifier until all the data is classified.

VEGA is a newer system based on DISKANT. It provides an automatic pro-
cedure that builds groups of responses via comparison of phrases. A dictionary-
based semantic analyzer is used to form the groups of relevant responses.

In this paper we present an interactive web-based system for analysis of
open-ended questions, which supports a novel workflow oriented on cooperative
analysis. The proposed workflow allows for efficient automation at all steps. For
each step we selected and implemented appropriate data processing techniques.
Analysts perform coding by gradually refining the results proposed by the sys-
tem rather than grouping the responses manually. The “intellectual core” of
the system is text clustering algorithm, which takes into account the opinion of
the users. For typical number of responses in a survey the algorithm gives out
the result instantly, so the system provides a continuous process of analysis. The
system is based on linguistic resources for Russian language.

3 System Overview

As we have discussed above, the key problems of open-ended response coding
are laboriousness and subjectivity. In this section we present system which is
designed to solve both of the problems simultaneously.

3.1 Interactive Clustering

To deal with the laboriousness we explicitly formulate open-ended coding task
as short texts clustering task with disjoint clusters. Generally, clustering methods
are aimed at building groups of objects (clusters), so that objects in one cluster
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are closer to each other than objects in different clusters. In case of text collec-
tion it is assumed that the clustering result represents semantic partition of the
collection. If open-ended questions are analyzed, we can associate each cluster
with a code in a codebook. It should be noted that the result of clustering often
can be considered as a classifier, which can be used to process new observations.
Similarly, the codebook compiled for one set of responses can be later used to
code new portion of data. In this sense all the processes considered above imply
solution of clustering problem using specific methods.

In our research we assume that clusters are disjoint, which means that every
response contains only one idea. Observation of real data from surveys confirm
validity of this assumption: the answers for clearly posed question rarely consist
of more than one thought, and even if such responses occur, analyst can always
divide them into homogeneous parts on the stage of data preparation.

Many efficient clustering techniques were recently developed by machine
learning and information retrieval communities. In section 4.4 the methods most
appropriate for text clustering are considered. Important issue we concentrate on
is sparseness of source data. Due to brevity of text in vast majority of responses,
additional effort must be made to measure similarity between texts adequately.

Clustering 1 Clustering 2 e Clustering N
Expert Expert Expert
Statements Statements Statements

N-1

Fig. 2. Interactive clustering process

Usage of clustering procedure is expected to provide efficient automation of
basic steps of coding process — creation of the codebook and assigning codes
to responses. However, the result of the automatic clustering provided by sys-
tem can be unsatisfactory. That is why we allow the user to modify the result.
We provide analyst with set of instruments, which can be used to express feed-
back. The statements made by analyst are taken into account by the clustering
algorithm. The process is continued until the desired clustering is achieved. The
process of gathering analyst’s opinion in interactive fashion is shown on figure 2.
In the following subsection the set of statements available to user is listed and
it is proved, that any clustering can be built with their help. In section 4.4 the
statements are formalized for usage in clustering algorithm.
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3.2 User Statements

On each step of iterative process the user can alter the clustering using instru-
ments provided by the system. Careful consideration of the situations that can be
encountered in analysis of real-world open-ended responses allowed us to develop
the interface. The set of statements available to the analyst is the following:

select the subset of responses

attach selected subset to existing cluster

attach selected subset to new cluster

detach responses of selected subset from clusters they are attached to
withdraw selected subset from consideration

complete the formation of cluster

continue the formation of cluster

remove the cluster

PN oA WD

In the beginning of the process all the responses are “free” (detached) — they
are not attached to any cluster, so on the first step of interactive process the
clustering procedure groups responses automatically and provides initial set of
clusters. On the next step analyst can fix responses in clusters or move them
between clusters using attach statement. After the statements are made by the
analyst, the clustering procedure can be launched, which groups all the detached
responses automatically.

It should be emphasized that all the statements made by analyst on each step
are accumulated, i.e. on the stage of clustering all the statements from previous
steps are taken into consideration and all the requirements are satisfied in the
resulting clustering. Let us briefly comment on each of the statements.

The first statement supports next 4 operations on the list. Second statement
tells the system to move selected responses to another cluster or fix them in
current cluster. The third statement leads to increase in number of clusters and
can be used to split cluster containing two different ideas. The fourth statement
is opposite to the second and the third and makes the responses “free”, they can
be attached to any cluster by automatic clustering procedure. This operation
is necessary if user made a mistake or changed his opinion. The fifth statement
is required to remove insignificant responses from the analysis. In most surveys
there are respondents, who answer with cliche or off-topic sentences. Statement
5 proposes a way to eliminate such responses. It is important that this statement
can be applied to each response only once, that is, it is irreversible.

Last three statements manipulate with clusters. Statement 6 tells the system
that the cluster is ready, and automated clustering procedure must not add
or remove any responses from it. Statement 7 is opposite to statement 6. The
last statement decreases number of clusters and withdraws all the responses of
deleted cluster from consideration.

Also an operation of renaming of the clusters is available. This operation
does not affect the result and is needed for convenience of analyst.

For proposed system of statements the following theorem can be formulated.
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Theorem 1. Statements 1, 3, 5, 8 allow to achieve arbitrary clustering.

Proof. We are going to demonstrate, how to achieve any predefined clustering
Cq, ..., Ck. First, using statements 1 and 5 all the insignificant responses are
removed. Next, for ¢« = 1,...,k with statements 1 and 3 the desired cluster C;
is built. Finally, all the initial clusters (which are empty by now) are removed
using statement 8.

This proof demonstrates an algorithm, in which number of user actions
required to build arbitrary clustering depends linearly on the number of ana-
lyzed responses, i.e. the complexity of the process is comparable with reading
all the responses. However, in average case implemented automatic clustering
method allows to reduce amount of user input substantially, which is demon-
strated in Section 5.

3.3 Presentation of the Current State

After the primary clustering and every clustering performed in accordance with
expert’s wishes the data is organized in the following way.
There are two types of clusters:

— fully formed clusters: these clusters are stable, their contents cannot be
changed by automatic clustering procedure

— candidate clusters: these clusters contain both attached and detached
responses and can be modified by automatic clustering procedure

Every cluster has a name or a code, representing its main idea.
Also, three types of responses can be identified:

— attached responses: these responses were fixed in their clusters by expert,
their cluster cannot be changed by automatic clustering procedure

— detached responses: cluster of these responses are determined by automatic
clustering procedure

— withdrawn responses: these responses were considered insignificant by the
user and removed from the rest of data set

Every attached and detached response belongs to exactly one cluster. The
described structure is presented to analyst on each iteration of coding, he esti-
mates the quality and takes measures to enhance the results.

The coding process is finished, when there are no detached responses left,
that is, all the responses are either fixed in a cluster or withdrawn.

3.4 Cooperative Workflow

Interactive system increases productivity of the analyst dramatically and allows
to build the desired clustering without tedious procedures of manual codebook
compilation. Obviously, single analyst can perform the coding himself, but in this
case the issue of subjectivity arises. To speed up the refining of automatically
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built clustering and deal with the problem of subjectivity we propose the follow-
ing cooperative workflow. Several analysts work on open-ended response coding
via web interface simultaneously in real time. Each expert can make statements
from the list given in section 3.2 and run automatic clustering procedure. All the
statements form a growing pool of expertise to be considered by the clustering
method at each iteration of the proposed interactive process.

Main advantage of the workflow is that no preliminary intercoder agreement
is required. All the experts observe the presentation of current state all the
time, and control the coding process. In case if matters of opinion arise during
the process, experts are notified by the system, they can discuss the problem,
reach an agreement and continue the work. Opposed to traditional approach to
coding, the result of the analysis in this case is guaranteed to be consistent and
there is no need to spend additional effort to compile the results of individual
analysts after they finished their work. Also, participation of several experts
guarantees the increase of objectivity of the coding result compared to research
performed by an individual analyst, because all the expert decisions are reviewed
by other experts, the mistakes can be discovered, discussed and corrected.

It is important to emphasize that the proposed workflow in combination with
web-interface of the system provides an opportunity for crowdsourcing, that
is, achieving result through feedback given by volunteers. However, we believe
that in most cases more adequate coding will be performed by ones of qualified
researches working in a group and not by hundreds of people unfamiliar with
the subject of research.

4 Data Processing Steps

In course of analyst’s work with answers for one open-ended question the data
comes through many stages, which must be supported in the system. In following
subsections the opportunities and solutions for each step are discussed.

4.1 Data Import

Overview of survey industry standards showed that the raw data received from
respondents, is commonly represented on the computer in one (and often for the
convenience of researchers in more than one) of the following formats: SPSS,
SAS, CSV, Microsoft Excel. Due to the widespread use of the Microsoft Excel
format, data import in our system is currently implemented for this format.
The proposed web-interface allows to operate with surveys containing multiple
questions, and start multiple analyses for each question. For each entity standard
CRUD interface is supported and additional text information can be provided
by the user.

4.2 Natural Language Processing

The raw data given on the input is a collection of short texts in Russian. Before
the responses can be analyzed using clustering techniques, each text undergoes
the following processing stages:



Interactive Coding of Responses to Open-Ended Questions in Russian 203

— segmentation: division of the text into separate sentences
— tokenization: division of the text into separate words (terms)
— normalization: finding special normal form for each term

The first two stages are technical tasks, they are carried out using regular expres-
sions. However, the normalization stage is a non-trivial and extensively studied
recognition problem. Normalization allows to consider forms of the same word
as one term, which is especially important for sparse source data. Normalization
task can be formulated as a task of building equivalence relation in the set of all
terms. One approach widely used for normalization of texts is stemming (see the
review [6]). However, for Russian language it is known to show inferior results.
In our system we use an approach based on usage of OpenCorpora: open corpus
of Russian language, which provides grouping of word forms. Another problem,
which requires solution, is the problem of disambiguation. We addressed this
issue via part-of-speech tagging.

4.3 Text Model

When natural language processing is finished, the model of each text is built.
On this step several models are available: models, based on representing texts
as term sequences [7] or usage of frequent itemsets [8]. For our system we chose
standard Vector Space Model with binary features. If D — set of responses, W —
dictionary of all terms, which occurred in texts of responses, ng,, — number of
occurrences of term w in document d, then every document d is represented as
a vector of length |[W| (cardinality of set W):

d= [f{i""’fl(%/VﬂT, where fg = [ngw > 0], de RL‘_’V\ (1)

We use binary features instead of commonly used frequencies and TF-IDF values
because short responses rarely contain repeating words.

The main issue complicating further processing is the problem of sparseness.
Collections of short texts are characterized by the lack of statistical information
on the occurrence of words and lack of common context information. It makes
difficult the selection of adequate similarity measure and building of clustering
algorithm. To overcome this difficulty, different approaches are used to enrich
the model with additional information. To take into account semantic similarities
between terms two sources of additional information are commonly used: set of
auxiliary relevant texts and semantic graphs and nets.

In studies [11] and [12], the first approach was successfully used to build the-
matic models for short texts using Twitter and Wikipedia respectively. In work [9]
the output of search engines was used to expand the context of short texts.

In [13], the second approach is applied, lexical database for the English lan-
guage Word Net is used and proximity matrix P that reflects semantic relations
between the terms is built. P;; € [0,1] and the bigger value P;; is, the closer
in sense the terms ¢ and j are. The ontology was considered as an undirected



204 N. Senderovich and A. Maysuradze

graph of semantic connections with terms as vertices and relations hyponym-
hyperonym and synonym-synonym as edges. To estimate value P;;, the short-
est distance between corresponding vertices in the graph was calculated and
inverted.

For our project we used a similar approach and used RuThes — thesaurus
of Russian language [10]. Matrix P is obtained using the same idea. In the
work [14], links in Wikipedia are used to estimate the proximity between terms,
but we believe that general-purpose thesaurus is more appropriate for the task
of analyzing open-ended responses, which mainly consist of general vocabulary.
In the following subsection the use of matrix P for solving clustering problem is
described in detail.

4.4 Text Clustering

Generally, clustering algorithms can produce partitional (or flat) clustering or
hierarchical clustering. Hierarchical clustering implies a tree of nested clusters.
The construction of such a tree is also called the task of taxonomy. Unlike hier-
archical clustering, flat clustering does not form nested clusters, they are all are
on the same level.

Text clustering is a specific clustering task. In this subsection we are going to
make a brief overview and analysis of several classical text clustering algorithms
and address the issue of source data sparsity for each of them.

Traditional Hierarchical Approaches. The classical approaches to the con-
struction of hierarchical clustering are agglomerative and divisive clustering algo-
rithms. When building a hierarchical clustering using agglomerative algorithms,
objects are gradually merged into bigger clusters. Thus, a partition evolves from
the configuration where each object is a separate cluster to the configuration
with single cluster containing all objects. When using divisive algorithms, on
the contrary, configuration evolves from larger to smaller clusters.

If the distance between each pair of objects is chosen and a formula to recal-
culate intercluster distances after two clusters are merged is given, then an
agglomerative clustering algorithm is fully defined. Indeed, on each step, two
closest clusters can be merged, and all the distances from new cluster to other
clusters can be recalculated for use on the following steps.

A widely used family of agglomerative clustering is defined by the formula
from the famous work of Lance and Williams [15]:

dUUV,S) =ayd(U,S)+ ayvd(V,S) + pd(U,V) +~|d(U,S) —d(V,S)|. (2)

After choosing the values «, 8 and +y, this formula can be used to recalculate
the intercluster distances on the steps of agglomerative algorithm. Examples of
widely used special cases of formula (2) are single linkage distance:

d(C;, Cj) = Leliin d(z,y) (3)
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and unweighted average distance:

d(Ci, C;) ICII Zdey (4)

IEC yeCj

To measure the similarity between texts represented as vectors in euclidean
space, the vectors are normalized and the cosine measure is used:

s(u,v) = (u,0),  |lul| = [Jo]] = 1. (5)

Studies [16], [17] analyze a number of agglomerative and divisive algorithms
for text clustering (the texts considered are long enough). In these studies clus-
tering with unweighted average distance (UPGMA) shows best results among
agglomerative algorithms.

The formula (5) does not take sparsity into account, however, we solve this
problem using proximity matrix P:

(Lu, Lv)

= L'L=P. (6)
[ Lull[| L]

s (u,v) =
Here text responses u and v are not necessary of unit length, because the formula
provides normalization. The matrix L can be obtained using Cholesky decom-
position, because matrix P can always be made positively definite by increasing
the numbers on the main diagonal. This addition can be interpreted as increase
in significance of term coincidence in responses. It is important to emphasize
that similarity (5) is a special case of (6), when P = I.
After this modification any hierarchical algorithm that takes distances
between objects on the input can be used for short text clustering.

Spherical k-Means. Among partitional clustering algorithms the spherical
k-means algorithm [18] is successfully used for text clustering.
Generally, formulation of the problem is the following. We want to partition a

sample of n objects x1, za,. .., z, into k clusters. Let us denote with r1, 72, ..., 7,
labels of clusters for each object (r; € {1,2,...,k}), and with C; = {z;|r; =
i}, i =1,2,...,k — sets of objects in clusters. The clusters must be disjoint

and contain all the objects:
CiﬁCjzg,i#L uC’i:{xl,xQ,...,xn}. (7)

The algorithm finds cluster centroids and minimizes the intracluster distances
by maximizing the similarity between objects and these centroids and determin-
ing values of labels r;.

Spherical k-means assumes that all the objects belong to unit sphere z; €
Sy, Vi=1,2,...,n, and the following functional with constraints is maximized:

Z Z xj,Ci) — max, [leill =1 (8)

i=1x;€C;
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Formulas for the steps of optimization process are the following:

i = ﬁ Z zj, ¢ = ﬁ, Ty = arggnax(xj,ci) 9)
z;€C;
where ¢; — unit vectors, in case of text clustering they are believed to correspond
to “central notions” of text collection.
To use semantic smoothing provided by matrix P in spherical k-means the
following modification is proposed. Let us use P in optimization problem (8) by
changing z; to y;, where y; is defined by formula:

P.Tj

= Pa,ll 10)

Yj
As formula (10) touches only input and guarantees that ||y;|| = 1, this change
allows to use standard spherical k-means without any modification. Such change
can be interpreted as expansion of response texts by adding semantically related
terms. Indeed, the construction of matrix P guarantees that vector y; will have
additional positive components, which correspond to the terms that are close in
sense to the original terms of the response x;.

Experimental Evaluation. In this section the experimental evaluation of 4
different short text clustering methods discussed above is performed. UPGMA
and single linkage clustering represent agglomerative clustering, DIANA (DIvi-
sive ANAlysis clustering) represents divisive algorithms, spherical k-means rep-
resents partitional methods.

Model data sets M1-M4 of increasing complexity simulating real-world data
were prepared. Our data generation procedure allows to control size and struc-
ture of the sample: number of responses N, number of clusters k, number of
keywords in each cluster (real-world clusters are usually formed around 1-10
keywords), number of general vocabulary words common for all clusters. We
also control different levels of noise, which make the sample more complex:
amount of general vocabulary in responses, amount of keywords of other clus-
ters in responses. Along with the responses, corresponding proximity matrix P is
generated. The noise level for matrix P—amount of semantically related words
appearing in different clusters—is chosen as well.

The characteristics of data sets and clustering algorithms performance can be
found in table 1. For model data the sample sizes were chosen as common num-
bers of respondents participating in the survey (several hundreds). The quality
is measured using standard F-measure, which we can calculate because we know
the true classification of objects. If we denote by n number of objects clustered,
by n; size of i-th ground true class, by n; size of j-th found cluster, by n;; num-
ber of objects of class i in cluster j, then the precision, recall and F-measure of
correspondence of cluster j for class i can be calculated according to following
formulas:

Pl =" Ry =" pi ) = REDPET)

n; ne = R(.J) + Pl.g) (1)
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Table 1. Text clustering algorithms performance on model data sets of increasing
complexity, F-measure

Method [UPGMA SL DIANA| SKM
N | k [Complexity factors||Smoothing| no | yes | no | yes | no | yes | no | yes
300 | 5 none M1 1.00{ 1.00 {1.00|1.00{1.00{1.00|1.00{1.00
500 (10|  +general vocab. M2 0.89| 0.90 |0.78/0.87(0.66|0.93 {1.00|1.00
1000{15| +common keywords M3 0.61| 0.75 |0.35/0.53 [0.48|0.56 |0.79(0.81
1000(15| +proximity noise M4 0.61| 0.67 |0.35/0.47 (0.48|0.57[0.79|0.80

The F-measure of overall correspondence between classes and clusters for parti-
tional algorithm:
F, = — max F(7, 12
= 25 max i) (12)
For hierarchical clustering we follow [16] and for each class calculate correspon-
dence to each cluster in the cluster tree 1" and select maximum:

Fy, = Z  max (i, j) (13)

As we can see from Table 1, as expected, the quality decreases with the
increase of data set complexity and noise levels (addition of proximity noise
in experiments without smoothing does not decrease the quality as no prox-
imity matrix is used). In all cases the proposed methods of smoothing allowed
to achieve significant gain in quality. Spherical k-means demonstrated the best
results among clustering methods compared. This algorithm was chosen for the
system and adapted for interactive clustering, as shown below.

Formalization of User Statements. In our system for open-ended responses
coding we use spherical k-means as a basic clustering algorithm. Below we show,
how user statements announced in 3.2 are taken into account by the automated
clustering algorithm.

Let us denote detached responses with x1, s, ..., z;, and attached responses
with @141, 142, .., Ti4q. All the statements made by experts modify the con-
tents of these two sets, labels r; for each attached response and number of candi-
date clusters. To take these modifications into account we use a semi-supervised
approach. If we have k candidate clusters in the response, then formulas (9) take
the form:

1 g .
S e e 1)
ol 2, ]
rj = argmax(z;,¢;), j € {{+1,...,l+q} (15)

These formulas show, how to assign detached responses to candidate clusters
taking into account the information about attached objects provided by experts.
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5 System Validation

In this section the results of experiments with real-world survey data are pre-
sented. Performance evaluation was conducted in order to ensure that imple-
mented system meets the requirements of the domain and provides efficient
reduction of analyst’s effort in the process of coding.

Responses to three open-ended survey questions (Q1-Q3) were coded by an
expert using the implemented web service. In course of the work the information
about user’s interaction with the system was gathered. In particular, we were
interested in amount of effort required to achieve the clustering that satisfied
the expert. To measure laboriousness of the process we use total number of
mouse clicks and total number of iterations of the interactive process described
in section 3.1, i.e. number of automatically built clusterings. The clicks were
counted only in the process of analysis, the clicks made for authorization in
the system and data import were not included. The data sets contain different
number of responses and different number of topics touched by respondents. The
latter number can be estimated as number of clusters in the final data partition.
Table 2 contains information about data sets and results of the experiments.

Table 2. Metrics of open-ended questions coding in the system

Data Set||Responses|Clicks|Iterations|Clusters
Q1 43 17 4 3
Q2 125 49 15 10
Q3 727 130 27 17

As we can see from the results, the number of clicks is significantly less than
the number of responses, which indicates the utility of the proposed system
compared to manual coding.

6 Conclusion

In this paper we have reviewed the domain of open-ended response coding and
identified problems researchers face in course of their work. We proposed a novel
workflow based on interactive computer-aided process which aims to increase
the objectivity and reduce the laboriousness of research. For each step of data
processing possible variants were analyzed and appropriate solutions were devel-
oped based on empirical results and needs of the domain considered. Although
much more research must be carried out before the state-of-the-art system for
open-ended response coding for Russian language is developed, we are optimistic
that our contribution will serve as a basis for further studies.
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