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CROWNCOM 2015

Preface

2015 marks the 10th anniversary of the International Conference on Cognitive
Radio-Oriented Wireless Networks (Crowncom). Crowncom 2015 was jointly hosted
by Texas A&M University at Qatar and Hamad Bin Khalifa University in Doha, Qatar,
April 21–23, 2015. The event was a special occasion to look back at the contribution of
Crowncom toward the advancements of cognitive radio technology since its inaugural
conference in 2006 in Mykonos, Greece, as well as to look forward to the decades
ahead, the ways that cognitive radio technology would like to evolve, and the ways its
emerging applications and services can ensure everyone is connected everywhere.

Evolution of cognitive radio technology pertaining to 5G networks was the theme
of the 2015 edition of Crowncom. The technical program of Crowncom 2015 was
structured to bring academic and industrial researchers together to identify and discuss
recent developments, highlight the challenging gaps, and forecast the future trends of
cognitive radio technology toward its integration with the 5G network deployment.
One of the key topics of the conference was cognition and self-organization in the
future networks, which are now widely considered as a striking solution to cope with
the future ever-increasing spectra demands. Going beyond the theoretical development
and investigation, further practical advances and standardization developments in this
technology could provide potential dynamic solutions to cellular traffic congestion
problems by exploiting new and underutilized spectral resources. One of the chal-
lenging issues that Crowncom 2015 brought forward was to facilitate the heteroge-
neous demands of users in heterogeneous-type environments — particularly in the 5G
network paradigm, where the networks are anticipated to incorporate the provision of
high-quality services to users with extremely low delays and consider these require-
ments without explicit demand from users. Machine-type communications and Internet
of Everything are now representing emerging use cases of such ubiquitous connectivity
over limited spectra.

Crowncom 2015 strongly advocated that the research community, practitioners,
standardization bodies, and developers should collaborate on their research efforts to
further align the development initiatives toward the evolution of emerging highly
dynamic spectrum access frameworks. The biggest challenge is to design unified cross-
layer new network architectures for successful aggregation of licensed and unlicensed
spectra, addressing the spectrum scarcity problem for ubiquitous connectivity and
preparing the ground for “The Age of the ZetaByte.”

Crowncom 2015 received a large number of submissions, and it was a challenging
task to select the best and most relevant meritorious papers to reflect the theme of the
2015 edition of Crowncom. All submissions received high-quality reviews from the
Technical Program Committee (TPC) members/reviewers and eventually 66 technical
papers (with an acceptance ratio of 56 %) were selected for the technical program of the



conference. The technical program of Crowncom 2015 is the result of the tireless
efforts of 14 track chairs, and more than 200 TPC members and reviewers. We are
grateful to the track chairs for handling the paper review process and their outstanding
efforts, and to the reviewers/TPC for their high-quality evaluations. We offer our
sincere gratitude to the Advisory Committee, local Organizing Committee (especially
colleagues at Texas A&M University at Qatar), and the Steering Committee members
for their insightful guidance. We would like to acknowledge the invaluable support
from European Alliance for Innovation and the Qatar National Research Fund for the
success of Crowncom 2015.

2015 Mark Weichold
Mounir Hamdi

Muhammad Zeeshan Shakir
Mohamed Abdallah

George K. Karagiannidis
Muhammad Ismail
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Abstract. In this paper, we study the problem of cyclostationary spec-
trum sensing in cognitive radio networks based on cyclic properties of lin-
ear modulations. For this purpose, we use fractional order of observations
in cyclic autocorrelation function (CAF). We derive the generalized likeli-
hood ratio (GLR) for designing the detector. Therefore, the performance
of this detector has been improved compared to previous detectors. We
also find optimum value of the fractional order of observations in additive
Gaussian noise. The exact performance of the GLR detector is derived
analytically as well. The simulation results are presented to evaluate the
performance of the proposed detector and compare its performance with
their counterpart, so to illustrate the impact of the optimum value of
fractional order over performance improvement of these detectors.

Keywords: Cognitive radio · Spectrum sensing · Cyclostationary
signal · Fractional low order

1 Introduction

Increasing need for bandwidth in telecommunication and limited environmental
resources lead us to take advantage of other system’s spectrum. In spectrum
sensing, cognitive radio networks monitor the status of the frequency spectrum
by observing their surroundings to exploit the unused frequency bands. There
are several methods of spectrum sensing which need different and extra informa-
tion about the primary user (PU) signal, such as accuracy and implementation
complexity [1]. The most important methods are matched filter, energy detec-
tion, eigenvalues-based detection, detection based on the covariance matrix and
cyclostationary based detection.

Among those, cyclostationary-based detector is one of the best way of spec-
trum sensing in terms of performance and robustness against environmental
parameters like ambient noise. In the context of cyclostationary-based spectrum

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 3–16, 2015.
DOI: 10.1007/978-3-319-24540-9 1
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sensing, in [2,3], this detector has been investigated for one specific cyclic fre-
quency. The authors in [2] have reviewed collaborative case and have demon-
strated channel fading effects in its performance. The authors in [4–6] have used
multiple cyclic frequencies for detection of PU signal and improvement the detec-
tion performance has been shown. Furthermore, several research such as [2,7,8]
have been conducted where the benefit of using cyclostationary-based detectors
in the collaborative systems are investigated. It is known that cyclostationary-
based detectors have poor performance for situations where the environment is
impulsive noisy and to compensate, the CAF with fractional order of observa-
tions are used [9–11]. In these works, the problem of fractional order of observa-
tions, is investigated in Alpha stable noisy environment.

In this paper, we provide a spectrum sensing method which benefits of PU sig-
nal’s cyclostationary property and improve performance of cyclostationary-based
detector in different practical cases and noise models. We suggest using fractional
order of observed signals. We assume an additive Gaussian noise, thought the
results could be extended for the other model of ambient noises. For this pur-
pose, we formulate the spectrum sensing as a binary hypothesis testing problem
and then derive the corresponding GLR detectors for the different practical sce-
narios. Then we investigate the optimum value of fractional order which results
in best performance in related cases.

The remaining of the paper is organized as follows. In Section 2, we introduce
the system model and the assumptions. In Section 3, we derive cyclostationary-
based detectors in different scenarios for signal and noise prameters. In Section
4, we study the performance of the proposed detectors. The optimization of
the performance of the proposed detectors is presented in Section 6. The sim-
ulation results are provided in Section 7 and finally Section 8 summarizes the
conclusions.

Notation: Lightface letters denote scalars. Boldface lower-and upper-case letters
denote column vectors and matrices, respectively. x(.) is the entries and xi is
sub-vector of vector x. The inverse of matrix A is A−1. The M × M identity
matrix is IM . Superscripts ∗, T and H are the complex conjugate, transpose and
Hermitian (conjugate transpose), respectively. E[.] is the statistical expectation.
N (m,P) denotes Gaussian distribution with mean m and covariance matrix P.
Q(x) is Q-function Q(x) = 1√

2π

∫ ∞
x

exp
(

−u2

2

)
du.

2 System Model

Suppose a cognitive radio network in which PU and secondary user (SU)
equipped with a single antenna. For presentation, it’s assumed that the PU
signal is transmitted with linear modulation such that

s(t) =
∞∑

i=−∞
dip(t − iTP), (1)
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where di is the PU data and p(t) is shaping pulse in the PU transmitter. We
suppose PU data, di, is a random variable with zero-mean Gaussian distribu-
tion, N (0, σ2

s). For the shaping pulse, a rectangular pulse with unit amplitude
and time spread TP is assumed. Received signal in SU has been sampled with
sampling rate of fs = 1

Ts
. The wireless channel between PU transmitter and

SU is assumed to be a flat fading channel with additive Gaussian noise and the
channel gain. The random variable w(n) ∼ N (0, σ2

w) denotes noise samples and
we assume noise and PU signal samples are mutually independent. Therefore
observed signal samples in SU under two hypotheses can be shown as follows,

{
H0 : x(n) = w(n),
H1 : x(n) = hs(n) + w(n),

(2)

where h is channel gain between the PU and SU antennas. It is assumed that the
channel gain is constant during the sensing time. CAF for the SU observed signal
samples is defined based on the correlation between samples and their complex
conjugate with lag time τi < TP. The CAF for fractional order is defined as,

Rα
xx∗(τi) =

1
N

N−1∑

n=0

xp(n)x∗p(n + τi)e−j2παn, (3)

where p is fractional order 0 < p < 1, α ∈ { k
TP

, k = 1, 2, ...} is cyclic frequency
for linear modulation which is assumed to be known to SU and τi, i = 1, . . . , Ms
is M lag times where the CAF is calculated.

We introduce vector rα
xx∗ consisting of CAF real parts for M different lag

times as,

rα
xx∗ = [Re(Rα

xx∗(τ1)), ..., Re(Rα
xx∗(τM ))]T . (4)

By considering central limit theorem (CLT), since the CAF is summation of
N random variables, according to [12], for sufficiently large number of observa-
tion samples, each member of vector rα

xx∗ has Gaussian distribution . Thus, we
have,

rα
xx∗ ∼

{
N (µ0,Σ0) for H0,

N (µ1,Σ1) for H1.
(5)

where µ0 and µ1 can be calculated for any given p. In Section 5 for the
known noise and signal variance these values are computed.

3 Cyclostationary-Based Detectors

SUs use different detection methods in spectrum sensing to make decision about
PU’s presence. In this section, we assume SU determines PUs situation based
on cyclostationary properties of PU signal in which the SU has knowledge about
cyclic frequency of observation signal by consideration of different scenarios.
These scenarios are investigated in following subsections.
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3.1 Known Signal and Noise Variance

Since in (5) covariance matrices under two hypotheses are unknown, we have
to use their estimations to construct the likelihood ratio (LR) function which
results in a GLR detector. Covariance matrices estimation have been calculated
under two hypotheses in Appendix. It has been shown that both of the covariance
matrices have same estimation. Thus, Σ̂0 = Σ̂1 = Σ. Now for the LR function,
we have,

LR(rα
xx∗) = exp{µT

0 Σ−1µ0 − µT
1 Σ−1µ1 + 2rαT

xx∗Σ−1(µ1 − µ0)}
H1

≷
H0

η. (6)

By incorporating the constant terms into threshold and taking logarithm in (6),
we obtain,

Tsub1 = rαT

xx∗Σ−1(µ1 − µ0)
H1

≷
H0

η1, (7)

where µ0 and µ1 can be calculated. It can be seen that detector is the weighted
summation of CAF real part for different lag times τi, i = 1, 2, ...,M .

3.2 Known Noise Variance, Unknown Signal Variance

The mean of (4), when SU has just knowledge about noise variance, can be derived
under null hypothesis according to section 5.1. But as mentioned, signal variance
is unknown and thus, mean of the CAF real parts under alternative hypothesis
cannot be calculated. In this situation, we can use Hotelling-test [13,17], because
we definitely know that the mean under two hypotheses are different. Sup-
pose, L > M + 1 given vector rα

xx∗ in a vector are considered together,
r = [rα

xx∗(1), rα
xx∗(2), ..., rα

xx∗(L)]. Statistical distribution of this vector under
hypothesis Hj , j = 0, 1 can be written in the form below,

f(r|Hj) =
exp {− 1

2 tr([ 1LΨ + (r − µj)(r − µj)T ]Σ−1
j )}

(2π)
LM
2 |Σj |L

2
, (8)

where r = 1
L

∑L
i=1 rα

xx∗(i) and Ψ =
∑L

i=1(r
α
xx∗(i) − r)(rα

xx∗(i) − r)T , under
alternative hypothesis, r is estimate of µ1 and the statement inside the bracket
of function tr(.) is the estimation covariance matrix under two hypotheses. Thus
after eliminating the constants we have,

Λ =
| 1L (Ψ + L(r − µ0)(r − µ0)T )|L

2

| 1LΨ|L
2

= |I + LΨ−1(r − µ0)(r − µ0)
T |L

2 . (9)

By using the matrix determinant lemma that computes the determinant of the
sum of an invertible matrix I and the dyadic product, Ψ−1(r − µ0)(r − µ0)T ,

Λ =
(
1 + L(r − µ0)

T Ψ−1(r − µ0)
)L

2 = (1 + Tsub2)
L
2 . (10)
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Since Λ is the strictly ascending function of Tsub2, therefore, Tsub2 can be
considered as a statistic.

Tsub2 = L(r − µ0)
T Ψ−1(r − µ0) (11)

3.3 Unknown Signal and Noise Variance

In this situation, by considering covariance matrices estimation as (A-4), we
have two Gaussian distribution by same covariance matrices and different mean
under two hypotheses. If estimation is used for means of CAF real parts under
both hypotheses, due to equality of estimation under two hypotheses the result
of GLR test does not give any information to make decision. Thus, mean of
CAFs for various lag time is considered as statistic and compared with a proper
threshold.

Tsub3 =
1
M

M∑

m=1

Re(Rα
xx∗(τm))

H1

≷
H0

η3. (12)

4 Analytical Performance

In this section, we evaluate the performance of our proposed cyclostationary-
based detectors in terms of detection and false alarm probabilities, Pd and Pfa,
respectively.

4.1 Analytical Performance of Tsub1

We should derive statistical distribution of (7) under two hypotheses. We can
rewrite (7) as follows,

Tsub1 = (rαT

xx∗Σ− 1
2 )(Σ− 1

2 (µ1 − µ0)) = r̃αT

xx∗w
H1

≷
H0

η1, (13)

where w = Σ− 1
2 (µ1−µ0) and r̃α

xx∗ = Σ− 1
2 rα

xx∗ which is distributed as Gaussian
under two hypotheses, i.e.,

r̃α
xx∗ |Hν ∼ N (mν , IM ), ν = 0, 1, (14)

where mν = Σ− 1
2µν . As we can see in (13), our detector is a linear combination

of independent Gaussian random variables mentioned in (14). Therefore, mean
of statistic is,

μTsub1|Hν
=

M∑

i=1

mν(i)w(i), ν = 0, 1. (15)
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And similarly variance has been derived,

σ2
Tsub1|Hν

=
M∑

i=1

w2(i), ν = 0, 1. (16)

Then, the false alarm and detection probabilities can be calculated.

Pfa = P [Tsub1 > η1|H0] = Q

(
η1 − μTsub1|H0

σTsub1|H0

)

(17)

If β is maximum acceptable probability false alarm, then threshold of detector
can be set, η1 = F−1

Tsub1|H0
(β) = Q−1(β) × σTsub1|H0 + μTsub1|H0 . Similarly for

probability of detection, we have,

Pd = P [Tsub1 > η1|H1] = Q

(
η1 − μTsub1|H1

σTsub1|H1

)

. (18)

4.2 Analytical Performance of Tsub2

We should derive statistical distribution of (11) under two hypotheses. According
to [13], the asymptotic distribution of (11) under null hypothesis is central chi-
squared with M degrees of freedom. Thus, probability of false alarm is as follows,

Pfa = P [Tsub2 > η2|H0] = 1 − γ
(

M
2 , η2

2

)

Γ
(

M
2

) , (19)

where Γ (.) and γ(., .) are Gamma and lower incomplete Gamma function, respec-
tively. The asymptotic distribution of (11) under alternative hypothesis is non-
central chi-squared with noncentrality parameter, λ. Probability of detection is
as follows,

Pd = P [Tsub2 > η2|H1] = QM
2

(
√

λ,
√

η2), (20)

where Q(., .) is Marcum Q-function and non-centrality parameter is, λ = L
2 (µ1−

µ0)T Σ−1
1 (µ1 − µ0).

4.3 Analytical Performance of Tsub3

Because (12) is a linear combination of Gaussian random variables, therefore,
Tsub3 distribution is Gaussian under two hypotheses. According to Appendix 8,
mean and variance of (12) can be calculated. Thus, probability of false alarm
and detection are as follow,

Pfa = Q

(
η3 − μTsub3|H0

σTsub3|H0

)

, (21)

Pd = Q

(
η3 − μTsub3|H1

σTsub3|H1

)

. (22)
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5 Calculation of rα
xx∗ Means

In this section, we have provided computations for expectation of rα
xx∗ under

two hypotheses when all variables are known.

5.1 Null Hypothesis

In this subsection, we investigate mean of rα
xx∗ under null hypothesis. By consid-

eration of noise samples independency, expectation of (3) can be easily derived
for ith lag time as follows,

E[Rα
xx∗(τi)|H0] =

1
N

N−1∑

n=0

E[wp(n)]E[w∗p(n + τi)]e−j2παn. (23)

pth moment of Gaussian random variable has been calculated in Appendix, since
w(n) is zero mean Gaussian random variable, therefore,

E[Rα
xx∗(τ)|H0] =

e−jπα(N−1)

N

sin(παN)
sin(πα)

(−2)pπσ2p
n

Γ 2
(
1−p
2

) . (24)

Mean of (4) for i = 1, ..,M ,

μ0(i) =
sin(παN)
Nsin(πα)

π(2σ2
n)p

Γ 2
(
1−p
2

)cos(π(α(1 − N) + p)). (25)

5.2 Alternative Hypothesis

As mentioned earlier, each of the observation samples at SU is distributed as,

X = x(n) ∼ N (0, h2p2σ2
s + σ2

n) � N (0, σ2
1). (26)

Now, we assume random variable Y to be the ith lag time of observation samples
which is distributed same as X, i.e., Y = x(n+τi). It can be easily demonstrated
that correlation coefficient between X and Y is,

r =
E(XY ) − E(X)E(Y )

σ1 × σ1
=

h2

σ2
1

E[s(t)s(t + τi)] =
h2p2σ2

s

σ2
1

, (27)

which reveals that X and Y are correlated. Thus, X and Y have joint Gaussian
distribution, N (0, 0, σ2

1 , σ
2
1 , r). To determine the mean of CAF under alternative

hypothesis, we need to calculate E[XpY p] = E[Zp] = E[T ]. First we must derive
probability density function (PDF) of Z which is product X and Y . i.e.,

fZ(z) =
∫ ∞

0

1
x

fXY (x,
z

x
)dx −

∫ 0

−∞

1
x

fXY (x,
z

x
)dx. (28)
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(xσ1

√
2(1 − r2))p

jp
√

2σ2
1

e

(
− x2

2σ2
1(1−r2)

) ∞∑

k=0

[
(−p

2

)k

Γ
(
1−p
2

) (
1
2

)k
k!

−
√

2jrx
(
1−p
2

)k

Γ
(− p

2

)
σ1

√
1 − r2

(
3
2

)k
k!

]×

(− r2x2

2σ2
1(1 − r2)

)k
=

∞∑

k=0

[
A(r, σ1, k, p)x2k+p − B(r, σ1, k, p)x2k+p+1]e

(
− x2

2σ2
1(1−r2)

)

(33)

In second step, we can declare distribution of T as function of Z PDF, as follows,

fT (t) =
1
p
t
1
p −1fZ(t

1
p ). (29)

And thus, for computation of T mean, we have,

E[T ] =
∫ ∞

0

∫ ∞

−∞

t
1
p

px
fXY (x,

t
1
p

x
)dtdx −

∫ 0

−∞

∫ ∞

−∞

t
1
p

px
fXY (x,

t
1
p

x
)dtdx. (30)

Common part of above equation is derived in following expression,

∫ ∞

−∞

t
1
p

px
fXY (x,

t
1
p

x
)dt =

exp
(
− x2

2σ2
1

)

px2πσ2
1

√
1 − r2

∫ ∞

−∞
t
1
p exp

{

−
(
t
1
p − rx2

)2

2x2σ2
1(1 − r2)

}

dt.

(31)

Integral expression in equation (31) is in the form of p-th moment of Gaussian
random variable with respectively mean and variance rx2 and x2σ2

1(1− r2) that
is calculated in Appendix. Therefore,
∫ ∞

−∞

t
1
p

px
fXY (x,

t
1
p

x
)dt =

(xσ1

√
(1 − r2))p

jp
√

2πσ2
1

exp

(
− (2 − r2)x2

4σ2
1(1 − r2)

)
Dp

(
jrx

σ1

√
1 − r2

)
.

(32)

Result of replacement Apendix equations in (32) also some calculations and
simplifications, has led to (33), which is at the top of next page. In (33),

A(r, σ1, k, p) =

(−p
2

)k
(σ1

√
2(1 − r2))pr2k

Γ
(
1−p
2

) (
1
2

)k
k!

√
2σ2

1j
p(2σ2

1(r2 − 1))k
, (34)

B(r, σ1, k, p) =

√
2p+1

(
1−p
2

)k
(σ1

√
(1 − r2))p−2k−1r2k+1

Γ
(−p

2

) (
3
2

)k
k!jp−1(−2)k

. (35)

Finally, from (36) and according to [14], mean of T is derived in the next page.
Therefore, ith member of µ1 for i = 1, ...,M is,

μ1(i) =
sin(παN)
Nsin(πα)

cos(πα(N − 1))E[T ] (37)
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E[T ] =
∞∑

k=0

(1 + (−1)p)

[
A(r, σ1, k, p)22k+p+1(2σ2

1(1 − r2))
2k+p+1

2
Γ (2k + p + 1)

√
π

Γ ( 2k+p+2
2

)

− B(r, σ1, k, p)22k+p+2(2σ2
1(1 − r2))

2k+p+2
2

Γ (2k + p + 2)
√

π

Γ ( 2k+p+3
2

)

]
(36)
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Fig. 1. Normalized difference of means for ith lag time

6 Performance Optimization

To optimize the performance of proposed detector and obtain an appropriate
threshold by using the Neyman-Pearson criterion, we have to maximize the prob-
ability of detection respect to fractional order of observations, p. The difference
between the null and alternative is just in the mean value while their covariance
matrix is estimated to be similar. Therefore, since rα

xx∗ has Gaussian distribu-
tion, for maximizing the probability of detection, statistical means difference
between two hypotheses should be maximized.

p = arg max
0<p<1

{μ1(i) − μ0(i)} , (38)

where i denotes ith lag time.
Therefore, for a specific value of p, if the difference between the means of null

and alternative hypotheses is maximized, it can be concluded that the perfor-
mance has improved. Due to complex relations obtained for the means in (25)
and (37), differentiation and solve the result of its equation for this purpose
is not possible, however, with the help of numerical results, we can obtain the
optimal amount of fractional order, p.

In Fig. 1, difference of means under two hypotheses for a certain lag time is
plotted versus changes of p for various value of noise variance, σ2

w. In this figure,
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Fig. 2. The complementary ROC of proposed detector for average SNR = −3dB.

the values are normalized with respect to means difference value in p = 1 which
is used in cyclostationary detectors. As can be seen in Fig. 1, for example, the
difference of means increases about 0.75 percent in p = 0.75 for σ2

w = 1 and
also for other value of noise variance, we can found specific p that improves the
detector performance.

7 Simulation Results

In this section, we provide simulation results of cyclostationary-based detectors
performance in fractional order of observations Monte Carlo simulation and we
compared it with other detectors. For this purpose, we assume a linear modula-
tion for PU signals which its pulse width for outgoing data is 1ms. This signal
has Gaussian distribution with unit variance which has been sampled in receiver.
To detect these signals that affected by environmental additive Gaussian noise,
we have used cyclostationary detector in fractional order of observations. Also,
we assume the number of lag times is 16.

In Fig. 4, performance of this detector has been investigated in orders of
p = 0.65, 0.75, 0.85, 0.9 and 1, with the probability of detection Pd versus SNR
with assumption σ2

w = 1 and fixed probability of false alarm 0.01. As can be seen,
by changing the fractional orders, the detector performance will changes and
when the value get close to 0.75, detector performance improves approximately
3dB compared to p = 1 has been used used in previous detectors. This change
and improvement is due to an increase in mean difference of observations under
the two hypotheses.
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fractional moment with assumption σ2

w = 1.

Fig. 2 depicts the receiver operating characteristics (ROC) curve of proposed
cyclostationary detector for different fractional order of observations. This figure
reveals of the detector behavior for different values of the false alarm probability
Pfa.

In Fig. 3, performance of detectors has been investigated by the probability of
detection Pd versus SNR with assumption σ2

w = 1 and fixed probability of false
alarm 0.01. This figure compares performance of obtained GLR-based detectors
with detectors that are mentioned in [15,16]. In [15], the ratio of CAF absolute
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value in cyclic frequency and another amount has been proposed as detector,

Tratio =
∣
∣
∣
∣

Rα
xx∗ (τ)

Rα+δ
xx∗ (τi)

∣
∣
∣
∣, where δ is a frequency shift. In [16], authors by using canon-

ical correlation analysis to detect presence of PU signal for M antennas SU. If
λm is mth eigenvalue of canonical correlation analysis result, statistic is defined
as, TCCA =

∑M
m=1 ln(1 − λ2

m). As we expected, when noise and signal variance
are known, the best performance of the detector can be achieved.

8 Conclusion

In this paper, we investigated the problem of cyclostationary spectrum sensing
in cognitive radio networks based on cyclic properties of linear modulated sig-
nal. First, we derived GLR detector for the situation in which SU has knowledge
of cyclic frequency of signal. Then, we found the optimum value for fractional
moment of observations in additive Gaussian noise and the exact performance of
the GLR detector is evaluated analytically. Finally, we simulated and derived the
GLR detector performance for various values of fractional moment of observa-
tions. We revealed that GLR detector performance improves for Gaussian noise
if we use fractional moment of observation for any value of noise variance. We
found the optimum value for the fractional moment, p. Our results have been
confirmed by simulation.

Acknowledgments. This publication was made possible by the National Priori-
ties Research Program (NPRP) award NPRP 6-1326-2-532 from the Qatar National
Research Fund (QNRF) (a member of the Qatar Foundation). The statements made
herein are solely the responsibility of the authors.

Appendix

Covariance Matrices Estimation

According to [14], in order to calculate of correlation between two lag times mth
and nth of CAF, we need,

Sxτm xτn
(2α, α) =

1
T

T −1
2∑

s=− T −1
2

W (s)Fτn
(α − 2πs

N
)Fτm

(α +
2πs

N
), (A-1)

S∗
xτm xτn

(0,−α) =
1
T

T −1
2∑

s=− T −1
2

W (s)F ∗
τn

(α +
2πs

N
)Fτm

(α +
2πs

N
). (A-2)

Where Sxτm xτn
(2α, α) and S∗

xτm xτn
(0,−α), respectively are unconjugated and

conjugated cyclic-spectrum of observations and

Fτ (ω) =
1√
N

N−1∑

n=0

xp(n)x∗p(n + τ)e−jωn. (A-3)
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Thus, covariance matrix estimation of vector rα
xx∗ can be calculated as,

[Σ]i,j = Re{
Sxτi

xτj
(2α, α) + S∗

xτi
xτj

(0,−α)

2
}, i, j = 1, 2, ...,M. (A-4)

pth Moment of Gaussian Random Variable

Suppose N is a Gaussian random variable with mean μ and variance σ2
n. Thus,

E[Np] =
2

p
2 σp

ne
− μ2

2σ2
n√

πjp

∫
(jt)pe

(
−t2−j

√
2μj

σn
t
)
dt. (B-1)

By assumption of β2 = 1 and q =
√
2μj
σn

in section 3.462 of [16], (B-1) has been
calculated for p > −1 as follows,

E[Np] =
2

p
2 σp

ne
− μ2

2σ2
n√

πjp

[

2− p
2
√

πe
μ2

4σ2
n Dp

(
jμ

σn

)]

=
σp

ne
− μ2

4σ2
n

jp
Dp

(
jμ

σn

)

, (B-2)

where Dp(.) is parabolic cylinder function,

Dp(z) =2
p
2 e

−z2
4

[ √
π

Γ
(
1−p
2

)Φ

(

−p

2
,
1
2
;
z2

2

)

−
√

2πz

Γ
(−p

2

)Φ

(
1 − p

2
,
3
2
;
z2

2

) ]

, (B-3)

and also Φ(., .; .) is Kummer confluent hypergeometric function, Φ(a, b; c) =
∑∞

k=0
ak

bk

ck

k! .Where, ak is rising factorial function, ak = Γ (a+k)
Γ (a) .

Mean and Variance of (12)

Mean of (12) under two hypotheses is,

μTsub3|Hν
=

1
M

M∑

m=1

μν(m), ν = 0, 1, (C-1)

and variance of (12) can be calculated as follows,

σ2
Tsub3|Hν

=
1

M2

M∑

m1=1

M∑

m2=1

E[rα
xx∗(m1)rα

xx∗(m2)|Hν ] − μν(m1)μν(m2). (C-2)

Therefore, variance of (12) is sum of (A-4) entries.

References

1. Taherpour, A., Nasiri-Kenari, M., Gazor, S.: Multiple antenna spectrum sens-
ing in cognitive radios. IEEE Transactions on Wireless Communications 9(2),
814–823 (2010)



16 H. Hashemi et al.

2. Sadeghi, H., Azmi, P.: A cyclic correlation-based cooperative spectrum sensing
method for OFDM signals. In: 2013 21st Iranian Conference on Electrical Engi-
neering (ICEE), pp. 1–5, May 2013

3. An, J., Yang, M., Bu, X.: Spectrum sensing for OFDM systems based on cyclosta-
tionary statistical test. In: 2010 6th International Conference on Wireless Com-
munications Networking and Mobile Computing (WiCOM), pp. 1–4, September
2010

4. Tani, A., Fantacci, R.: A low-complexity cyclostationary-based spectrum sensing
for UWB and WiMAX coexistence with noise uncertainty. IEEE Transactions on
Vehicular Technology 59(6), 2940–2950 (2010)

5. Sedighi, S., Taherpour, A., Khattab, T., Hasna, M.O.: Multiple antenna
cyclostationary-based detection of primary users with multiple cyclic frequency
in cognitive radios, pp. 799–804, December 2014

6. Ali, O., Nasir, F., Tahir, A.: Analysis of OFDM parameters using cyclostationary
spectrum sensing in cognitive radio. In: 2011 IEEE 14th International Multitopic
Conference (INMIC), pp. 301–305, December 2011

7. Chaudhari, S., Kosunen, M., Makinen, S., Cardenas-Gonzales, A., Koivunen, V.,
Ryynanen, J., Laatta, M., Valkama, M.: Measurement campaign for collaborative
sensing using cyclostationary based mobile sensors. In: 2014 IEEE International
Symposium on Dynamic Spectrum Access Networks (DYSPAN), pp. 283–290,
April 2014

8. Derakhshani, M., Nasiri-Kenari, M., Le-Ngoc, T.: Cooperative cyclostationary
spectrum sensing in cognitive radios at low SNR regimes. In: 2010 IEEE Interna-
tional Conference on Communications (ICC), pp. 1–5, May 2010

9. hong You, G., shuang Qiu, T., Min Songi, A.: Novel direction findings for cyclo-
stationary signals in impulsive noise environments, vol. 32, May 2013

10. Zha, D., Zheng, Z., Gao, X.: Robust time delay estimation method based on
fractional lower order cyclic statistics, pp. 1304–1307, September 2007

11. Ma, S., Zhao, C., Wang, Y.: Fractional low order cyclostationary spectrum sens-
ing based on eigenvalue matrix in alpha-stable distribution noise, pp. 500–503,
September 2010

12. Dandawate, A., Giannakis, G.: Statistical tests for presence of cyclostationarity.
IEEE Transactions on Signal Processing 42(9), 2355–2369 (1994)

13. Hotelling, H.: The generalization of student’s ratio. Ann. Math. Statist. 2(3),
360–378 (1931)

14. Gradshteyn, I.S., Ryzhik, I.M.: Table of integrals, series, and products, 7th edn.
Elsevier/Academic Press, Amsterdam (2007)

15. Urriza, P., Rebeiz, E., Cabric, D.: Multiple antenna cyclostationary spectrum
sensing based on the cyclic correlation significance test. IEEE Journal on Selected
Areas in Communications 31(11), 2185–2195 (2013)

16. Gradshteyn, I.S., Ryzhik, I.M.: Table of integrals, series, and products, 7th edn.
Elsevier/Academic Press, Amsterdam (2007)

17. Urriza,P., Rebeiz,E., Cabric, D.: Multiple antenna cyclostationary spectrum sens-
ing based on the cyclic correlation significance test. IEEE Journal on Selected
Areas in Communications 31(11), 2185–2195 (2013)



Achievable Rate of Multi-relay Cognitive Radio
MIMO Channel with Space Alignment

Lokman Sboui(B), Hakim Ghazzai, Zouheir Rezki, and Mohamed-Slim Alouini

Computer, Electrical and Mathematical Sciences and Engineering (CEMSE) Division,
King Abdullah University of Science and Technology (KAUST),

Thuwal, Makkah Province, Saudi Arabia
{lokman.sboui,hakim.ghazzai,zouheir.rezki,slim.alouini}@kaust.edu.sa

Abstract. We study the impact of multiple relays on the primary user
(PU) and secondary user (SU) rates of underlay MIMO cognitive radio.
Both users exploit amplify-and-forward relays to communicate with the
destination. A space alignment technique and a special linear precoding
and decoding scheme are applied to allow the SU to use the resulting
free eigenmodes. In addition, the SU can communicate over the used
eigenmodes under the condition of respecting an interference constraint
tolerated by the PU. At the destination, a successive interference cancel-
lation (SIC) is performed to estimate the secondary signal. We present
the explicit expressions of the optimal PU and SU powers that maximize
their achievable rates. In the numerical results, we show that our scheme
provides cognitive rate gain even in absence of tolerated interference.
In addition, we show that increasing the number of relays enhances the
PU and SU rates at low power regime and/or when the relays power is
sufficiently high.

Keywords: Underlay cognitive radio · MIMO space alignment ·
Amplify-and-forward multiple-relay

1 Introduction

In order to cope with the continuous growth of wireless networks, new emerg-
ing systems need to offer higher data rate and to overcome bandwidth short-
age. Consequently, many techniques have been presented to enhance the net-
work performances and spectrum scarcity [1]. From one side, the cognitive radio
(CR) paradigm was introduced to avoid spectrum inefficient allocation. In this
paradigm, unlicensed secondary users (SU’s) are allowed to share the spectrum
with licensed primary users (PU’s) under the condition of maintaining the PU
quality of service (QoS). One of the CR modes is the underlay mode in which
the PU tolerates a certain level of interference coming from the SU [2]. From
the other side, relay-assisted communications [3], was introduced as a solution
to considerably enhance distant and non-line of sight communications. The rely-
ing was first intended to enhance single-antenna communications. Nevertheless,
relaying in MIMO systems was shown to improve performances as well [4]. In
addition, adopting MIMO power allocation within a CR framework has been
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 17–29, 2015.
DOI: 10.1007/978-3-319-24540-9 2
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studied previously in, e.g., [5–7]. In [5], MIMO space alignment was adopted but
without relaying. In [6], the space alignment (SA) technique was introduced to
mitigate SU interference by exploiting the free eigenmodes of MIMO systems.
In [7], the authors present the CR rate after optimizing the power under inter-
ference and budget power constraints. From another side, CR with multi-relays
networks was studied in [8]. To the best of our knowledge, sharing multiple-
relays with the PU in a CR setting was not studied before. In [8], the authors
only consider the SU transmission and respecting only interference constraints.
In[9], the multiple-relays CR with interference constraint was studied. However,
the analyzed performance metric was the outage probability. In [10], the authors
consider a multiple relay CR without considering the PU. In addition, only the
interference from the relays is considered, and the SU interference was not ana-
lyzed. From another side, communicating to the same destination in CR context
was studied in previously, i.e. [11–13], but with no multiple-relaying.

In this paper, we study a multi-relay CR system with a proposed linear
precoding and decoding that simplify the derivation of the optimal power. Our
objective is to maximize the achievable rate of both the primary and the cognitive
users, as well as the effect of the number of relays on these rates. The motivation
of this study is to investigate the eventual gain of the cognitive users when
sharing, in addition to the spectrum, the multiple relays with the PU’s. Hence,
we are interested in analyzing the effect of the number of relays on the rates. In
our setting, after a particular precoding at the PU transmitter, the set of PU-
relays channels is transformed into parallel channels with some free eigenmodes
that can be freely exploited by the SU. Nevertheless, the SU also transmits
through the used eigenmodes but respecting an interference constraint tolerated
by the PU. At the destination, the PU and the SU signals are decoded using a
Successive Interference Cancellation (SIC) decoder [14].

The rest of this paper is organized as follows. In Section 2, the system model
is presented. Section 3 describes the PU precoding under space alignment. SU
achievable rate expressions are derived for various SIC accuracies in Section 4.
Numerical results are presented in Section 5. Finally, the paper is concluded in
Section 6.

2 System Model

In our system model, we study an uplink communication scenario as depicted in
Fig.1 where the “PU” and the “SU” are transmitting their signals simultaneously
to a common destination “D”. The destination could be seen as a base station
to which the SU is trying to communicate under the underlay CR concept. We
assume that there is no direct link between the transmitters and the common
receiver. Instead, there are L relays, R1, · · · , RL, that can receive and amplify
the PU and SU signals and forward the amplified to the destination D. As a
licensed user, the PU is free to exploit the channel. Meanwhile, the SU, as an
unlicensed user, can share opportunistically the spectrum under some constraints
that preserve a certain Quality of Service (QoS) of the PU communication.
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Fig. 1. Uplink spectrum sharing communication with multiple relays.

We assume that each node has N antennas, and the channel gain matrices rep-
resenting the links between the PU and Rl (PU-Rl) between SU and Rl (SU-Rl),
and between Rl and D (Rl-D) are denoted by Hprl

, Hsrl
, and Hrdl

, respec-
tively, l = 1, . . . , L.. All channel matrices are assumed to be independent. In the
first time slot, the transmitters transmit simultaneously their signal to the relays
where the complex received vector at each relay Rl, l = 1, . . . , L, is given by:

yRl
= Hprl

Φpsp + Hsrl
Φsss + zRl

, (1)

where Φp and Φs are the linear precoding matrices applied at the PU and
SU, and sp and ss are the transmitted signals by PU and SU, respectively,
assumed to be independent and identically distributed (i.i.d) complex Gaussian.
The covariance matrix of the vector si, i ∈ {p, s}, are Pi = IE[sisi

h], where IE[·]
is the expectation operator over all channel realizations and .h is the transpose
conjugate operator. This covariance matrix is constrained by a power constraint
Tr (ΦiPiΦi

h) ≤ Ptot where Tr (A) =
∑

j A(j, j) is the trace of the matrix A,
and Ptot is the total power budget considered, without loss of generality, to be
the same for both users. The noise zRl

, l = 1, . . . , L, is a zero mean additive
white Gaussian noise (AWGN) vector at the relay Rl, l = 1, . . . , L, with an
identity covariance matrix, IN .

In the second time slot, each relay Rl, l = 1, . . . , L, amplifies the signal yRl

through a gain matrix denoted Wl before retransmitting the signal to D. We
denote by PRl

the budget power of each relay Rl. The total received signal yD

at the receiver D can be written as follows

yD = HpdΦpsp + HsdΦsss + z, (2)

where Hpd =
∑L

l=1 HrldWlHprl
, Hsd =

∑L
l=1 HrldWlHsrl

and z = zD +
∑L

l=1 HrldWlzRl
. The noise zD is a AWGN vector at the destination D with

an identity covariance matrix, IN . Consequently, the link between the PU and
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the D is transformed to a single channel matrix gain, Hpd involving all the 2×L
channel gain matrices that link the L relays with the PU and the D. The same
transformation is applied to the SU-D link as well and consequently the problem
complexity is reduced. Note that this method can be applicable since the gain
matrix at the relays are fixed and known. In case we need to optimize theses
matrices, a different transformation should be adopted, e.g., matched filter [15].

We assume that full channel state information (CSI) at the transmitters, at
the relays and at the receiver. Note that when a common receiver is considered,
the PU and SU signals are subject to a mutual interference that may affect both
PU and SU performances. Therefore, we adopt an interference constraint [16],
in order to protect the licensed PU. This constraint is imposed by the PU on the
SU transmission to be below a certain interference threshold per receive antenna
denoted by Ith.

3 Primary User Precoding with Space Alignment

We propose a linear precoding and decoding matrices used to maximize the
both PU and SU rates while respecting the PU’s QoS. In this scheme the space
alignment technique [6] is adopted. This technique allows the SU to transmit
through the unused primary eigenmodes. By having perfect CSI as well as the
relay gain matrices, the PU performs an optimal power allocation that maximizes
its rate by applying a Singular Value Decomposition (SVD) to Hpd denoted
Hpd = UΛV h where U and V are two unitary matrices and Λ is a diagonal
matrix that contains the ordered singular values of Hpd denoted as λ1 ≥ λ2 ≥
· · · ≥ λN . Thus, the PU transmits through parallel channels associated to their
eigenmodes. Afterwards, in order to transform the PU channel to N parallel
channels, we employ the linear precoding at the PU transmitter Φp such as
Φp = V and the decoding Ψ at the destination such as Ψ = U . Consequently,
the received signal after decoding is given by

r = ΨhyD = Λsp + UhHsdΦsss + z̃, (3)

where z̃ = Uhz is a zero mean AWGN with a N -by-N covariance matrix Qz̃ =
IN + UhHrdWW hHrd

hU .
Meanwhile, the PU communication is protected by forcing the coming inter-

ference to be below a certain threshold denoted Ith. Let s be the received signal
related to the SU transmission, i.e., s = UhHsdΦsss. Let also Qs to be its
covariance matrix. Respecting the interference constraint means that, for each
antenna j, j = 1, . . . , N , we have Qs(j, j) ≤ Ith. In our study, the PU considers
the SU interference to be Ith in each antenna so that the power allocation is
performed. This study presents a lower bound of the PU performance since the
threshold Ith is not always reached by the SU. The PU rate expression can be
written as

Rp = log2
(
det

[
IN + (Λsp)(Λsp)h(IthIN + Qz̃)−1

])
, (4)
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where det[·] is the determinant operator. Since all the matrices are diagonal, this
rate can be simply written as

Rp =
N∑

j=1

log2

(

1 +
Pp(j, j)λ2

j

Ith + Qz̃(j, j)

)

. (5)

Meanwhile, the PU power must respect two types of constraints: budget power
constraint and the relays constraints. As mentioned in Section 2, the budget
power constraint is written as Tr (ΦpPpΦp

h) ≤ Ptot. By using the invariance
of the Trace operator under the cyclic permutation and the unitarity of the
matrix Φp, this constraint becomes Tr (Pp) ≤ Ptot. From another side, the relays
constraints reflect the fact that for a given relay, Rl, l = 1, . . . , L, the transmit a
signal power cannot exceed its own budget PRl

which can be written as:

Tr
(
WlyRl

(WlyRl
)h

) ≤ PRl
. (6)

However, since the SU must respect the interference threshold, the SU power is
considered to be this threshold so that the PU can allocate its power without
the need to know the exact SU power. Then, the PU actual achieved rate is
greater or equal to this lower bound and is mainly derived by considering the
actual SU interference instead of Ith. By denoting Hpl

= WlHprl
Φp and Hsl

=
WlHsrl

Φs, the optimal PU power and the rate lower

maximize
Pp

Rp =
N∑

j=1

log2

(

1 +
Pp(j, j)λ2

j

Ith + Qz̃(j, j)

)

(7)

s.t. Tr (Pp) ≤ Ptot, (8)

Tr
(
Hpl

PpHpl

h + IthHsl
Hsl

h + WlWl
h
)

≤ PRl
,∀ l = 1, . . . , L, (9)

Since the objective function (7) is convex and the constraints are linear, this opti-
mization problem is convex [17]. Consequently, we use the Lagrangian method
to solve this problem. We first compute the Lagrangian function and then find
its derivative with regards to each Pp(j, j). The optimal power is given such as
the derivative is equal to zero and is given,∀j = 1, . . . , N, by:

P ∗
p (j, j) =

[
1

μp +
∑L

l=1

(
ηpl

∑N
i=1 |Hpl

(j, i)|2
) − Ith + Qz̃(j, j)

λj
2

]+

, (10)

where [.]+ = max(0, .). μp and ηpl
, l = 1, . . . , L, are the Lagrangian multipliers

corresponding to the power budget constraint and the relays power constraints
expressed in (8) and (9), respectively. The optimal power allocation in (10) is
similar to the water-filling power expression. Note also that when the channel
gain is low, i.e., λj ’s have small values, the PU is using fewer eigenmodes than
the number of antennas N which gives the opportunity to the SU to exploit
more free eigenmodes.
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4 Secondary User Achievable Rate

In this section, we investigate the achievable rate of SU using the proposed strat-
egy described in Section 3 depending on the SIC performance. First, we derive
the SU optimal power allocation assuming a perfect SIC (a sort of genie SIC).
Then, we investigate the gain in performance with an imperfect SIC (i.e., totally
erroneous SIC). We introduce a parameter α (0 ≤ α ≤ 1) that corresponds to
the probability of detecting the PU signal sp correctly before applying the SIC.
Let n (0 ≤ n < N) be the number of unused eigenmodes. Then, there are N −n
eigenmodes used by the PU and n unused eigenmodes that can be freely exploited
by the SU. In order to totally eliminate the effect of interference, an appropriate
choice of Φs has been proposed in [5] for a Line-of-Sight channel without relaying
scheme where the SU is allowed to transmit in all the eigenmodes by respecting
a certain interference temperature threshold Ith when sharing the used eigen-
modes. (Hsd)−1

UP̄p, where P̄p is a diagonal matrix with the following entries:

P̄p(j, j) =

⎧
⎨

⎩

1 if Pp(j, j) = 0

0 if Pp(j, j) �= 0,
for j = 1 . . . N (11)

In order to allow the SU to transmit in all the eigenmodes by respecting a certain
interference temperature threshold Ith when sharing the used eigenmodes, we
choose Φs as follows:

Φs = (Hsd)−1
U . (12)

without loss of generality we assume that Hsd is invertible otherwise (Hsd)−1

can be taken as the pseudo-inverse of Hsd. In addition, since the SU knows the
PU CSI and the relay gain matrices, (i.e., Hprl

, Hrld and Wl), the unitary
matrix U can be computed at the SU transmitter. We assume here that there
is a feedback through which the receiver can broadcast this information to the
cognitive user. Consequently,

the received signal at the D is expressed in the two following sets depending
on the number of free eigenmodes

rDj = λjspj + ssj + z̃j , ∀j = 1, . . . , N − n,

rDj = ssj + z̃j , ∀j = N − n + 1, . . . , N. (13)

Since the SU power is constrained by Ith, a SIC is performed at the D to decode
the SU signal and to remove the effect sp from the received signal. Meanwhile,
the SU signal transmitted over the n free eigenmodes is only constrained by the
budget and relays constraints.

4.1 Perfect SIC

A perfect SIC is reached when the PU signal is always decoded perfectly, i.e.,
ŝpj

= spj ,∀j = 1, . . . , N − n, where ŝpj
is the estimated PU signal at the jth

receive antenna. Consequently, the cancellation of the PU effect on the SU signal
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is performed correctly (α = 1) and corresponding received signal after the SIC
decoding, r̃, is written as

r̃ = r − Λŝp = ss + z̃. (14)

Hence, the corresponding SU rate is given by solving the following optimization
problem

max
Ps

Rs
(1) =

N∑

j=1

log2

(

1 +
Ps(j, j)
Qz̃(j, j)

)

(15)

s.t. Tr(ΦsPsΦs
h) ≤ Ptot, (16)

Tr
(
Hpl

P ∗
p Hpl

h + Hsl
PsHsl

h + WlWl
h
)

≤ PRl
,∀ l = 1, . . . , L, (17)

Ps(j, j) ≤ Ith,∀j = 1, . . . , N − n, (18)

where P ∗
p is the optimal PU power obtained after solving the optimization prob-

lem given in (7)-(9). The problem (15)-(18) is a convex problem as the objective
function is convex and the constraints are linear. The constraint (16) can be
written as Tr(Φs

hΦsPs) ≤ Ptot after using the invariance of the Trace operator
under the cyclic permutation. Let the matrix As = Φs

hΦs, then (16) becomes
Tr(AsPs) ≤ Ptot. Now, since the constraint (18) is a peak constraint, we solve
this problem by solving two subproblems with the same objective function. The
first subproblem has the constraints (16), (17) whereas the second has the con-
straint (18). Afterward, the solution of the main problem is given by taking min-
imum between the two solutions [18]. The first subproblem is solved by using
the Lagrange method [17], and an optimal solution similar to (10) is found. In
the second subproblem, the optimal solution is simply Ith ∀j = 1, . . . , N − n.
Consequently, the resulting power profile is given as follows:

P ∗
s (j, j) =
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
{[

1

μsAs(j,j)+
∑L

l=1(ηsl

∑N
i=1 |Hsl

(j,i)|2)

−Qz̃(j, j)
]+

, Ith

}
,∀j = 1, . . . , N − n,

[
1

μsAs(j,j)+
∑L

l=1(ηsl

∑N
i=1 |Hsl

(j,i)|2) − Qz̃(j, j)
]+

,

∀j = N − n + 1, . . . , N,

(19)

where μs and ηsl
, l = 1, . . . , L, are the Lagrange multipliers associated to the

budget power and the relays constraints, respectively. The optimal SU power
in (19) does not involve directly the PU power allocation. However, it is affected
by the number of free eigenmodes. Moreover, even in the case where the PU does
not tolerate any interference, i.e. Ith = 0, the SU is able to transmit through the
free eigenmodes and the corresponding rate is called the free eigenmodes (FE)
rate.
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4.2 Imperfect SIC

We previously analyzed the case where capacity achieving codes are employed
by the PU transmitter. In this subsection, instead of using capacity achieving
codes, the PU uses more practical coding schemes that may lead to unavoidable
decoding errors. To this extent, we have introduced the parameter α the repre-
sents the accuracy of the SIC. We now investigate the case of α = 0, when an
imperfect SIC is employed. In this case, the interference power at each antenna

is equal to IE
[∣
∣
∣λ̃j

(
spj − ŝpj

)∣
∣
∣
2
]

= 2P ∗
p (j, j)λj

2. The corresponding SU achiev-

able rate is obtained by solving the following optimization problem:

max
Ps

Rs
(0) =

N−n∑

j=1

log2

(

1 +
Ps(j, j)

Qz̃(j, j) + 2P ∗
p (j, j)λj

2

)

+
N∑

j=N−n+1

log2

(

1 +
Ps(j, j)
Qz̃(j, j)

)

(20)

s.t. Tr(AsPs) ≤ Ptot, (21)

Tr
(
Hpl

P ∗
p Hpl

h + Hsl
PsHsl

h + WlWl
h
)

≤ PRl
,∀ l = 1, . . . , L, (22)

Ps(j, j) ≤ Ith,∀j = 1, . . . , N − n, (23)

Using the convexity of this problem, the optimal power is computed by using
the Lagrange method, similarly to the perfect SIC case. The resulting solution is

P ∗
s (j, j) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
{[

1

μsAs(j,j)+
∑L

l=1(ηsl

∑N
i=1 |Hsl

(j,i)|2)

− (
Qz̃(j, j) + 2P ∗

p (j, j)λj
2
) ]+

, Ith

}
,∀j = 1, . . . , N − n,

[
1

μsAs(j,j)+
∑L

l=1(ηsl

∑N
i=1 |Hsl

(j,i)|2) − Qz̃(j, j)
]+

,

∀j = N − n + 1, . . . , N.

(24)

We notice, here, that the optimal power involves directly the primary power and
eigenmodes. Consequently, the SU power allocation is more sensitive tot eh PU
channel variation than in the case of perfect SIC.

We adopt a Rayleigh fading channel in which the channel gains are complex
Gaussian random variables with zero mean and unit variance. We choose N = 4
antennas, and the rates expressed in bits per channel use (BPCU). We consider
the same budget power at the PU and the SU transmitters, i.e., Ptot,p = Ptot,s =
Ptot. For simplicity, we assume that the relays amplification matrices are diagonal
and equal and are given by: W = w × IN where w is a positive scalar and IN
is the N-dimension identity matrix. We also take an equal power budget at all
the relays, i.e., PR1 = · = PRL

= PR. Note that the proposed scheme can be
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Fig. 2. PU and SU Rates versus Ptot.

applied to any fixed amplification gain matrix. The optimization of W is left to
a future extension of this work.

In Figure 2.a, we plot the PU and SU rates as a function of Ptot for PR = 10
dB and w = 0.4 with perfect SIC (α = 0) and with various number of relays,
L = 1, 2, 4. We show that the space alignment technique allows the SU to achieve
a free eigenmodes rate RS(FE), i.e. there is no tolerated interference from the
PU, up to 0.5 BPCU for L = 1 and 1.1 BPCU for L = 4. However, this rate
becomes zero when Ptot exceeds 17 dB for L = 1 and becomes constant for
L > 1 since, in this regime, the PU is using most of the eigenmodes. We also
show that at low values of Ptot, increasing the number of relays enhances both
PU and SU rates. In fact, in this range, the relays are not saturated, i.e. the relays
constraints are not active. That is, adding more relays will further amplify the
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PU and SU signals and give better performances. However, as Ptot increases, the
performances start to stagnate at a certain fixed levels due to the saturation of
the relays. We also notice that this saturation level of the rates decrease when
L increases. In fact, since all the relays constraints are active, the more relays
are available, the more constraints we are applying to the PU and SU transmit
power. Hence, the power should satisfy a more strict constraint by respecting
the lower constraint at each time. In average, the resulting performance is lower
than the one with fewer relays. In order to study the SU rate loss between perfect
and imperfect SIC, in Figure 2.b, the SU rate with perfect and imperfect SIC
is presented for PR = 10 dB. We notice that as L increases, the gap between
perfect and imperfect SIC rates decreases from 17% for L = 1 to 6% for L = 4
for Ptot = 20 dB. This is explained by the fact that the PU power decrees with
L and hence from (24), the SU power of imperfect SIC increase with L and the
imperfect SIC rate becomes closer to the perfect SIC one.
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Fig. 3. PU and SU Rates with perfect SIC versus PR.

Figure 3 shows the effect of the relay’s power, PR, on the PU and SU rates
with different values of L. First, we notice that when PR is low, the SU reaches
its maximum rate before starting to slightly decrease. Meanwhile, the primary
rate is very reduced since its power is limited, in (9), by the low relay’s power and
the terms involving IthHsl

Hsl

h which is independent of PR. Hence the optimal
PU power, P ∗

p , is limited and close to zero. Meanwhile, the SU power in (17) is
limited by the relays power PR, in addition, Hpl

P ∗
p Hpl

h which is already very
low, consequently the power budgets of the relays are, in this regime, entirely
dedicated to the SU. However, when PR becomes greater, the cognitive rate
stagnates or decreases while the primary rate increases remarkably to the no
cognition upper bound. Hence, the choice of PR is critical to the PU since the
SU rate is almost the same.



Achievable Rate of Multi-relay Cognitive Radio MIMO Channel 27

In Figure 4, we highlight the effect of the relay amplification matrix gain
of the relays W on PU and SU rates for different values of L. Recall that, we
considered all the gain matrices to be equal to W = w × IN , which is not
necessarily the optimal choice but is a simple one to quantify the effect of this
matrix on the system performance. We notice that the PU and SU rates reach
a maximum for a particular value of w before decreasing to zero as w increases.
The reason behind this rate shape is that increasing w enhances the power as
the relays constraints are not active. When reached, i.e., the values of w are
large, the transmit power should be small in order to respect the constraint and
as w increases further, the power should be near zero which applies for both
PU and SU rates. Besides, the optimal w giving the maximum rate is slightly
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different for PU and SU and can favor one over the other as shown in Figure 4.
By measuring the maxima rate increase between L = 1 and L = 4, we find and
increase of 97% for the PU and 105% for the SU. Meanwhile, we notice that this
maximum is independent from the number of relays, in fact the optimal w for
L = 1 is the same for L = 2 and L = 3 which means that finding the optimal w
is important since any additional relays to the system should adopt this values
in order to give maximum performance.

In Figure 5, we study the effect of the number of antennas on the PU and SU
rates with perfect SIC and different number of relays L. We first notice that the
increasing slope of the PU and SU rates with N is almost linear except for the
PU rate when L = 1. However, increasing the number of relays enhances con-
siderably both PU and SU rates, e.g. for N = 8, the PU and SU rate increases
by 110% and 106%, respectively between L = 1 and L = 4.

5 Conclusion

In this paper, we proposed a simplified scheme to determine the optimal power
allocation for the PU and SU users in an amplify-and-forward multi-relays net-
work. The common destination performs a successive interference cancellation
(SIC) technique to decode both signals. We have also derived the optimal power
in different settings (perfect and imperfect SIC) in order to give upper and lower
bounds of the cognitive rate. We highlighted the effect of the number of relays
on the system’s performances. We showed that increasing the number of relays
enhances PU and SU rates at low power regime when the relays budget power is
not attained. We also showed that, in the case of perfect SIC, the corresponding
SU rate drops by at most 17%. We also showed that the relays gain matrices
considerably affect PU and SU rates and that the relay gain that maximizes the
PU rate is slightly different that the one that maximizes the SU rate.
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Abstract. In this paper, we study the fundamental trade-off between
delay-constrained primary and secondary users in cognitive radio net-
works. In particular, we characterize and optimize the trade-off between
the secondary user (SU) effective capacity and the primary user (PU)
average packet delay. Towards this objective, we employ Markov chain
models to quantify the SU effective capacity and average packet delay in
the PU queue. Afterwards, we formulate two constrained optimization
problems to maximize the SU effective capacity subject to an average
PU delay constraint. In the first problem, we use the spectrum sensing
energy detection threshold as the optimization variable. In the second
problem, we extend the problem and optimize also over the transmission
powers of the SU. Interestingly, these complex non-linear problems are
proven to be quasi-convex and, hence, can be solved efficiently using stan-
dard optimization tools. The numerical results reveal interesting insights
about the optimal performance compared to the unconstrained PU delay
baseline system.

Keywords: Cognitive radios · Effective capacity · Delay constraints ·
Optimization · Quality of service (QoS)

1 Introduction

The rapid evolution and ubiquity of wireless connectivity, as well as the wide
proliferation of smartphones and powerful hand-held devices, mandate the han-
dling of a huge amount of data in applications such as wireless multimedia.
These applications are characterized by high bandwidth requirements and rela-
tively stringent delay constraints. The limited wireless spectrum presents a major
challenge and adds to the complexity of the problem.
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The concept of cognitive radios was originally introduced by J. Mitola III in
1999 as a paradigm shift due to the severe under-utilization of the spectrum in
some bands [1]. Cognitive radios enable opportunistic, or secondary users (SUs),
to share part of the spectrum with licensed spectrum owners, referred to as the
primary users (PUs), and possibly coexist with them in some paradigms.

Striking a balance between improving the performance of the opportunistic
SUs and maintaining QoS requirements for the PUs is crucial for cognitive radio
systems. This is particularly true for PUs running multimedia applications with
stringent QoS constraints, which are particularly sensitive to potential perfor-
mance degradation caused by the SUs. A significant portion of research in the
cognitive radios arena has focused on improving the ability of the SUs to com-
municate over their, inherently, unreliable links. This is achieved either through
improvements in SU data encoding schemes, e.g., [2], [3] or by proper adaptation
of the SU power and rate in response to the time-varying channel conditions to
achieve SU QoS requirements, e.g., [4], [5], [6].

Physical-layer channel models cannot be easily linked to QoS metrics. There-
fore, in [7], the notion of “Effective Capacity” was originally introduced to
express the maximum constant arrival rate that can be supported by a given
channel service process while satisfying a statistical QoS requirement as speci-
fied by the QoS exponent, θ. The effective capacity may be thought of as the
dual wireless concept to the “Effective Bandwidth” notion originally introduced
in [8].

Applied to cognitive radio systems, the effective capacity has been employed
to characterize the performance of the SU in [9]. The authors derived expressions
for the effective capacity of the SU for combinations of, both, fixed and adaptive
power and rate scenarios. To enhance the prediction of the PU channel state, the
authors in [10] proposed a feedback model, where the SU leverages the overheard
primary ARQ message and uses information gleaned from the PU feedback chan-
nel to improve its sensing. It was shown, analytically, and using simulations that
such side information can potentially increase the effective capacity of the SU.

In essence, the scheme in [10] minimizes the probability of PU re-transmission
failure. However, this does not automatically guarantee the PU’s ability to satisfy
delay constraints. In this paper, we incorporate an explicit QoS constraint on the
PU, namely an average delay constraint, which is more relevant to users engaged
in interactive or multimedia sessions. Thus, in this paper our prime objective is
to maximize the SU effective capacity under an average delay constraint on the
PU packets.

Our main contribution in this paper is two-fold. First, we develop a mathe-
matical model that incorporates delay constraints into the optimization of the
primary users and secondary users performance in cognitive radio networks. Sec-
ond, we formulate, establish quasi-convexity and efficiently solve two optimiza-
tion problems for maximizing the SU effective capacity subject to a constraint
on the PU average packet delay. Towards this objective, we analyze the Markov
chain models capturing the SU channel sensing model and the PU queue dynam-
ics. Next, we formulate, assess complexity (establish quasi-convexity) and solve
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our first (basic) optimization problem which decides the optimal spectrum sens-
ing energy detection threshold to maximize the effective capacity subject to the
average PU delay constraint. Afterwards, we generalize the problem to jointly
optimize over the energy detection threshold along with the SU transmission
powers, yielding superior performance. Finally, we solve the problems numeri-
cally and demonstrate promising performance results for plausible scenarios.

The rest of the paper is organized as follows. First, we introduce the sys-
tem model, assumptions and secondary user channel access model in Section
2. Afterwards, the basic and generalized optimization problems are formulated,
to maximize the SU effective capacity under an average PU delay constraint,
and examined for convexity in Section 3. Performance results confirming the
fundamental trade-off and the optimal solution are quantified under plausible
scenarios in Section 4. Finally, conclusions are drawn and potential directions
for future work are pointed out in Section 5.

2 System Model

We focus on a simple cognitive radio network with one PU and one SU for
mathematical tractability of the proposed model. We consider a time slotted
system with slots of equal duration, T seconds. All channels are assumed to
experience Rayleigh block fading where the channel remains constant over a
time slot and changes independently from one slot to another. The PU queue
has a Bernoulli packet arrival process with rate 0 ≤ λp ≤ 1 per slot and the
SU is assumed to be fully backlogged (always has a packet to transmit) at the
beginning of each time slot.

We assume a hybrid (underlay/interweave) cognitive radio model as intro-
duced in [11], whereby the SU senses the channel at the beginning of the slot for
N seconds, where N < T , in order to determine the mode of channel access, as
in the interweave model. Subsequently, the SU accesses the channel with high
power, Pi, if the primary user is idle. Otherwise, the SU accesses the channel
with lower power Pb < Pi and correspondingly lower rate (as in the underlay
model). The discrete-time SU channel input-output relation in the ith symbol
duration is given by

y(i) =
{

PU idle : hs(i)x(i) + n(i), i = 1, 2, · · ·
PU active : hs(i)x(i) + sp(i) + n(i), i = 1, 2, · · · ,

(1)

where x(i) is the complex channel input, y(i) denotes the complex channel output
and hs(i) is the channel fading coefficient between the secondary transmitter and
receiver and |hs(i)|2 = zs(i). The primary transmitted signal, as perceived by
the secondary receiver, is denoted sp(i), and n(i) denotes the additive white
Gaussian noise at the secondary receiver, with zero mean and variance of σ2

n.
We adopt a simple energy detection spectrum sensing mechanism whereby

the RF energy measured at the secondary transmitter is compared to an energy
detection threshold, η, to decide whether the PU is active or idle. The channel
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sensing problem is known to be modeled as a binary hypothesis testing problem
[12]. Under these assumptions, the optimal Neyman-Pearson detector is [9]:

Y =
1

NB
ΣNB

i=0 |y(i)|2 ≶H0
H1

η, (2)

where NB denotes the number of complex symbols in the N (in seconds) sensing
duration with B (in Hz) channel bandwidth. The test statistic Y is chi-square
distributed with 2NB degrees of freedom. In this case, the probability of detec-
tion can be derived as follows

Pd = Prob{Y > η|H1} = 1 −
γ

(
NBη

(σ2
n+σ2

sp)
, NB

)

Γ (NB)
, (3)

where γ(x, s) is the lower incomplete gamma function and Γ (x) is the Gamma
function. The probability of false alarm can be written as follows

Pf = Prob{Y > η|H0} = 1 −
γ

(
NBη
σ2

n
, NB

)

Γ (NB)
. (4)

2.1 The Secondary User Access Model

We employ a classic SU access model adopted earlier in the literature, e.g., [1,11],
which is represented by the Markov chain in Fig.1. The prime objective of this
model is to capture the secondary user access decision and transmission param-
eters, namely, power and rate, depending on the spectrum sensing outcome and
the instantaneous capacity of the secondary user channel. This is instrumental
in characterizing the secondary user effective capacity for a statistical QoS con-
straint, θ, as shown later in the sequel. Thus, the secondary user transmission
parameters have four cases, depending on the sensing outcome:

1. The PU channel is busy and the SU detects it as such: SU transmits with
the lowest acceptable power Pb and rate rb.

2. The PU channel is idle while the SU detects it busy (false alarm (FA)): the
SU sends its packet with power Pb and rate rb as in case (1).

3. The PU channel is busy while the SU detects it idle (mis-detection (MD)):
the SU sends with power Pi and rate ri, where Pi > Pb and ri > rb.

4. The PU channel is idle and the SU detects it as such: the SU sends with
power Pi and rate ri.

On the other hand, the secondary user channel has two states, OFF and
ON, depending on whether the secondary user transmission rate exceeds the
instantaneous channel capacity or not, respectively. This is caused by the time-
varying fluctuations in the SU channel.

Next, we present the SU effective capacity (EC) subject to statistical QoS
constraints. It has been established in [7] that the EC for a given QoS exponent,
θ, is given by

EC = − lim
t→∞

1
θt

loge E

{
e−θS(t)

}
= −Λ(−θ)

θ
, (5)
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Fig. 1. SU access and transmission model.
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Fig. 2. A discrete-time Markov chain modeling the PU queue evolution.

where S(t) =
∑t

k=1 r(k) represents the time accumulated service process and
{r(k), k= 1, 2, ...} is the discrete and ergodic stochastic service process.

For Markov modulated processes, like the model in Fig.1 , it has been shown
in [13] that the effective capacity can be reduced to

EC =
−1

θTB
loge (sp(Φ(−θ)R)) , (6)

where sp(.) denotes the spectral radius of a matrix, R represents the transition
probability matrix of the secondary user Markov chain and θ is the delay expo-
nent. Φ(θ) = diag(φ1(θ), . . . , φM (θ)) is a diagonal matrix whose elements are
the moment generating functions of the processes in the M states.

2.2 Modeling the Primary User Queue

The primary user queue evolution is modeled formally by the discrete-time
Markov chain shown in Fig. 2 with Bernoulli arrival rate λp. The primary user
service rate (i.e. queue length decreases by one), μp, depends only on two parame-
ters, namely, the arrival rate and the primary channel outage probability, denoted
δ, as follows,

μp = (1 − λp)(1 − δ). (7)

As the SU always uses the spectrum with different powers and rates depend-
ing on the PU activity, the primary channel outage may occur in two cases: first,
if the SU attempts to transmit on the PU channel with power Pb and rate rb,
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which in addition to the PU rate, r, brings the total rate on the channel above
the instantaneous capacity. Alternatively, PU channel outage occurs when the
SU attempts to transmit on the PU channel with power Pi on a busy channel
due to mis-detection. Therefore, we can express the primary outage probability
as follows:

δ = PdProb{zp(i) < φ1} + (1 − Pd)Prob{zp(i) < φ2}, (8)

where zp(i) = |hp(i)|2 and hp(i) is the fading coefficient of the PU transmission

channel, φ1 = 2
r
B −1

SINR1
and φ2 = 2

r
B −1

SINR2
. SINR1 and SINR2 denote the average

signal to interference plus noise ratios for the PU in each outage case.
Solving the Markov chain in Fig. 2 which is M/M/1 queue with steady-state

probability of the PU queue having i packets, πi, then using simple queuing
analysis (see [14]), π0 can be derived as

π0 =
δ(μp − δλp)

μp(1 + δ) − δ2λp
, (9)

and the utilization factor of the primary user queue, ρ, is

ρ =
δλp

μp
, (10)

and, finally, the expected delay for the PU packets can be derived as [14]

Dp =
ρ(π0 − δ(1 − ρ)2)

δ2λp(1 − ρ)2
. (11)

3 SU Effective Capacity Optimization Under PU Average
Delay Constraint

In this section, we study the problem of balancing the conflicting QoS require-
ments for the primary and secondary users in cognitive radio networks. In par-
ticular, we attempt to maximize the SU effective capacity (defined for a given
statistical QoS exponent, θ) subject to an average PU delay constraint, denoted
Dmax. Towards this objective, we formulate two optimization problems. The first
(basic) problem solves for the optimum energy detection threshold, η, that max-
imizes the SU effective capacity subject to the aforementioned PU constraint.
The key insight guiding the choice of the energy detection threshold, η, is that
it affects the power level used by the SU which, in turn, affects the channel
outage probability. For this reason, increasing η always degrades the PU delay,
yet, enhances the SU effective capacity up to some point beyond which it starts
decreasing, as shown in Fig. 3. The explanation of this behavior is that when
η exceeds the sensed PU RF energy, the SU will always detect an idle channel,
and use high rate and power, hence, causing higher interference. On the other
hand, when 0 � η � Esp

(i) (Esp
(i) is the PU energy as perceived by the SU),

the probability of miss-detection decreases with increasing η; as η gets closer to
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Fig. 3. The effect of the energy detection threshold, η, on the SU effective capacity for
different sensing durations, N .

the sensed PU RF energy, the SU sensing is more reliable, hence, its effective
capacity increases.

Fig. 3 shows the SU effective capacity for different values of the sensing dura-
tion, N . We notice that the relation between effective capacity and energy thresh-
old can always be divided into the two modes discussed above; one increasing and
the other is monotonically decreasing/non-increasing. We also notice that if we
increase N from 0.002 sec to 0.005 sec, the SU effective capacity increases due to
the more accurate estimate of the PU channel activity. On the other hand, when
we increase N beyond 0.005 sec, the SU effective capacity decreases because the
slot portion dedicated to data transmission, T − N , decreases linearly with N .

3.1 Basic Problem Formulation

In this section, we maximize the SU effective capacity with respect to the spec-
trum sensing energy detection threshold, η, subject to the PU average delay
constraint. Thus, the basic optimization problem can be formulated as

P1 : max
η

−1
θTB

loge(sp(Φ(−θ)R))

s.t. Dp ≤ Dmax, (12)

where Dmax is the maximum allowable average PU delay which represents the
predefined QoS for the PU. Next, we establish an important complexity reduction
result for P1 which facilitates an efficient solution using standard optimization
solvers.

Theorem 1. P1 is a quasi-convex problem in η.

Proof. In order to establish this result, we must assess the quasi-concavity
of the SU effective capacity as well as the convexity of the delay constraint.
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We first establish the convexity of the constraint with respect to the optimiza-
tion variable, η. From (8-11), the expected PU delay, Dp, is given by

Dp =
−1

(1 − λp)(1 − δ)
+

(1 − λp)(1 − δ)
(1 − λp − δ2)(1 − λp − δ)

. (13)

Since Dp consists of two terms, it suffices to prove that each term is convex in
η. This follows from the fact that the summation of convex functions is convex.
This can be validated be examining the Hessian of each term. Performing partial
differentiation of each term with respect to δ, then from (3) and (8), we get the
partial derivative of δ in terms of η. The Hessian of the first term, denoted f , is
given by:

f ′′ =
qe−x

(1 − δ)2
x(NB−x) (1 − NB − x) , (14)

where x = ηNB
σ2

n+σ2
sp

, q is a positive constant. It turns out from (14) that the
Hessian is positive definite only under the condition that

η � (σ2
n + σ2

sp)
(

1 − 1
NB

)

. (15)

For a stable system (0 < ρ < 1 and 0 � Pd � 1), η will never violate this
condition, then the first term of the constraint function is convex over the opti-
mization domain. Similarly, we can prove that the second term is also convex
over the optimization domain, and, hence, the constraint in (12) is convex.

Second, we establish the quasi-concavity of the objective function, namely the
SU effective capacity. To prove this, we must show that the function inside the
logarithm (in (6)) is quasi-convex. This is based on the fact that if an arbitrary
function U is quasi-convex and a function g is monotonically non-decreasing,
then the function f defined as f(x) = g(U(x)) is also quasi-convex [15]. Since the
log function is non-decreasing, then it suffices to prove that its interior function
is quasi-convex to establish the desired result. From (3), (4), (6) and ((28) in [9]),
the objective function can be written as in (16) where zs = |hs|2 and α1, α2, α3

and α4 are the fading channel thresholds for no outage for the four SU sensing
outcome cases stated in Section 2.1.

EC = −1
θTB

loge

{
e−θrb(T−N) [ρ (1 − κ2)p(zs > α1) + (1 − ρ) (1 − κ1)p(zs > α3)]

+ e−θri(T−N) [ρκ2p(zs > α2) + (1 − ρ)κ1p(zs > α4)] + ρ (1 − κ2)p(zs < α1)
+ (1 − ρ)κ2p(zs < α2) + (1 − ρ) (1 − κ1)p(zs < α3) + (1 − ρ)κ1p(zs < α4)}

(16)

where κ1 = γ
(

ηNB
σ2

n
, NB

)
/Γ (NB) and κ2 = γ

(
ηNB

σ2
n+σ2

sp
, NB

)
/Γ (NB). From

(16), we have eight terms that can classified into three categories. First cate-
gory is

f1 = q1 (1 − κ1) , (17)

second category is of the form

f2 = q2ρ = q2
c1 − c2Pd

k1 + k2Pd
, (18)
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and the last category is of the form

f3 = q3ρPd or f3 = q4ρPf , (19)

where q1, q2, c1, c2, k1, k2, q3 and q4 are positive constants. For the first category

f ′′
1 = q

(

e
− ηNB

σ2
n

)(
ηNB

σ2
n

)
(

NB− ηNB

σ2
n

)
(

1 − NB − ηNB

σ2
n

)

, (20)

which is convex only on the region indicated in (15), thus it is quasi-convex.
Similarly, we can prove that all other terms are quasi-convex. Hence, their sum-
mation is quasi-convex. Thus, the effective capacity is quasi-concave in η since
it is the negative of a quasi-convex function.

3.2 The Generalized Optimization Problem

In this section, we generalize the basic problem P1 to optimize over the energy
detection threshold, η, along with the SU transmission powers, Pb and Pi. As
expected, the expanded policy space for the generalized problem yields noticeable
performance improvement, as confirmed by the numerical results in Section 4,
compared to the basic problem where the transmission powers are given and fixed
throughout. Thus, the generalized optimization problem can be formulated as
follows

P2 : max
η,Pb,Pi

−1
θTB

loge(sp(Φ(−θ)R))

s.t. Dp ≤ Dmax

0 � Pi � P
0 � Pb � P,

(21)

where P is the maximum SU transmission power. In preparation for our main
result in this section establishing the quasi-convexity of P2, we utilize the fol-
lowing two definitions from optimization theory.

Definition 1. The Hessian of a multi-variate function f(x) is:

Hn(x) =

⎡

⎢
⎣

f ′′(x)11 · · · f ′′(x)1n
...

...
...

f ′′(x)n1 · · · f ′′(x)nn

⎤

⎥
⎦ , (22)

where f ′′(x)ij = ∂2f
∂xi∂xj

. The function f(x) is convex if its Hessian Hn(x) satis-
fies Hn(x) � 0 which means that the Hessian matrix is positive semi-definite.

Definition 2. The bordered Hessian of a multi-variate function f(x), where
x = (x1, x2, . . . , xn), is given by:

Hb
n(x) =

⎡

⎢
⎢
⎢
⎣

0 f ′(x)1 · · · f ′(x)n

f ′(x)1 f ′′(x)11 · · · f ′′(x)1n
...

...
...

...
f ′(x)n f ′′(x)n1 · · · f ′′(x)nn,

⎤

⎥
⎥
⎥
⎦

(23)
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where f ′(x)i = ∂f
∂xi

. If |Hb
n(x)| ≤ 0 for all n and x, then the function is quasi-

convex (Note that the condition that |Hb
1| ≤ 0 is automatically satisfied).

Theorem 2. P2 is a quasi-convex problem in the optimization variables
η, Pb, Pi

Proof. For problem P2, n = 3 as we have three optimization variables. We
first start by establishing the convexity of the constraint with respect to the
three optimization variables. Using (13) and (22), we can show that the delay
constraint is convex and the other two constraints are affine in the optimization
variables1.

The only remaining step towards establishing the proof is to show the quasi-
concavity of the objective function, EC, with respect to the three optimization
variables. This involves characterizing the determinants of the bordered Hessian
of the EC, defined in (23). Hence, from (23) and (16) we can simply show that
|Hb

2| ≤ 0 and |Hb
3| ≤ 0 are satisfied and, hence, all terms are quasi-convex over

the same domain 1. Thus, the effective capacity is quasi-concave in η, Pb and Pi

since it is the negative of a quasi-convex function.

4 Numerical Results

In this section, we present the numerical results which confirm the fundamental
trade-off under investigation, between the secondary user effective capacity and
the primary user average packet delay. Moreover, we characterize the optimal
solution using standard optimization tools for convex problems, e.g., CVX [15].
The system parameters used throughout this section are as follows: rb = 1.4
Mbps, ri = 5.7 Mbps, Pb = 1 unit power, Pmax = 2 unit power, Pi = 3 unit
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Fig. 4. Comparing the performance of the baseline (delay unconstrained system) to
the optimal solutions of P1 and P2 (Dmax = 0.057 sec)

1 Details are omitted due to space limitations.
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Fig. 5. The role of the primary user utilization, ρ.

power, P = 3 unit power, B = 5 MHz, T = 0.1 sec, N = 0.002 sec, λp = 0.1 and
θ = 0.2.

In Fig. 4, the effective capacity in (bit/sec/Hz) is plotted against the delay
exponent, θ, for three different systems. The baseline is is a system with no
constraints on the average PU packet delay and, hence in essence, it represents
the case where the PU queue is stable “primary stability constraint”. Thus the
base line consider only maximizing the SU effective capacity which does not
provide any delay guarantees for PU. On the other hand, P1 represents the
optimal solution for the basic problem which optimizes only over the energy
detection threshold, η. P2 represents the optimal solution for the generalized
problem which optimizes over the three variables, η, Pb and Pi. A number of key
observations are now in order. First, it is straightforward to observe that the SU
effective capacity monotonically decreases under the three systems as the delay
exponent increases, i.e. the statistical delay constraint becomes stricter. Second,
the baseline (unconstrained PU delay) system achieves the highest SU effective
capacity, as expected. However, it is also worth noting that the performance
loss, due to the finite PU delay constraint in P1 and P2 diminishes as the
SU statistical delay constraint, represented by the delay exponent, θ, becomes
tighter. Third, we notice that the optimal solution for P2 outperforms that of
P1 due to the expanded policy space under the generalized problem, P2. It is
worth noting that, both, P1 and P2 are subject to a tight delay constraint on
the PU average delay with Dmax = 0.057 sec.

In Fig. 5, the effective capacity of the SU is plotted versus the primary user
utilization factor, ρ, for the three systems. The most interesting observation
is that all systems exhibit noticeably different performance for low to moderate
PU utilization factor. However, under high PU utilization factor The P2 exhibits
superior performance to both the unconstrained system and P1. This behavior
is attributed to the fact that as the PU utilization increases, the PU is using the
channel more frequently and the probability of interference increases and, hence,
the SU EC decreases. However, if we optimize over the transmission powers as
in P2, this helps sustaining high SU EC. Also, we notice that the difference
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between the unconstrained system and P1 diminishes as the PU utilization
factor increases which is also attributed to higher interference.

5 Conclusions

In this paper we investigate a fundamental trade-off in delay-constrained cog-
nitive radio networks. In particular, we characterize and optimize the trade-off
between the secondary user effective capacity and the primary user average delay.
Towards this objective, we employ Markov chain models to characterize the sec-
ondary user effective capacity and the average packet delay in the primary user
queue. First, we formulate two constrained optimization problems to maximize
the secondary user effective capacity subject to an average primary user delay
constraint. Afterwards, the two formulated problems are proven to be quasi-
convex and, hence, can be solved efficiently using standard techniques. Finally,
the numerical results reveal interesting insights about the optimal performance
compared to the unconstrained PU delay baseline system studied earlier in the
literature.
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Abstract. Cognitive Radio (CR) has emerged as a promising technol-
ogy to address the spectrum scarcity through encouraging the open access
of licensed spectrum to unlicensed users. The incentives for licensed users
and the resource allocation among unlicensed users are two main critical
issues in practical implementation. Recently, auction has been introduced
as an efficient tool to solve both incentive and allocation issues in cognitive
radio networks. However, existing studies on auction are focusing on either
channel allocation or power allocation. Few of them considers the channel
and power allocation jointly. In addition, various transmission demands
of unlicensed users push the need for flexible user request on spectrum
resource. In this paper, we propose an auction scheme to study the joint
resource allocation problemamongunlicensed users and allow them to sub-
mit either range request or strict request according to their demands. To
the best of our knowledge, we are the first to focus on this kind of prob-
lem. In the final, Theoretical analysis and numerical evaluations verify the
truthfulness and efficiency of our scheme.

Keywords: Cognitive radio networks · Joint resource allocation ·
Auction theory

1 Introduction

Nowadays, the dramatic development of wireless devices and applications puts
a growing demand on spectrum resource. The ever-increasing spectrum demand
has posed a great challenge on current static spectrum allocation policy, in which
the spectrum is allocated to licensed holders in long-term. Cognitive Radio (CR)
[1], which utilizes the idle spectrum via opportunistic access, has emerged as a
promising technology to alleviate the spectrum scarcity. There are two crucial
issues in the adoption of cognitive radio technology: (1) Incentive problem: how
to promote licensed holders to open the access of licensed spectrum; and (2)
Allocation problem: how to allocate the spectrum resource among unlicensed
users (i.e., Secondary Users, SUs).

Many economic tools have been introduced into cognitive radio networks
to concurrently solve the incentive and allocation problem [2–4]. Among them,
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 43–53, 2015.
DOI: 10.1007/978-3-319-24540-9 4
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auction is preeminent due to its efficiency and fairness. However, prior works on
auction have the following limitations: First, most of the studies only concentrate
on the allocation of either spectrum channels [5–11] or transmitting power [12–
14]. Joint channel and power allocation is rarely to see in existing studies. When
adopting spectrum reuse in joint resource allocation, we need to consider not
only which channel an SU is transmitting on, but also how much power the
SU is transmitting with. Second, in existing auction schemes, user requests on
spectrum resource are always assumed to be strict (i.e., an SU requests for a
given amount of resource and accepts either all of the request or nothing) [5–7].
This assumption restricts the flexibility of user request and may compromise
the efficiency of resource usage. The works in [10,11] introduce the concept
of range request in the auction, in which an SU requests a given amount of
spectrum resource and accepts any possible allocations, but they only consider
range request on spectrum channels. Moreover, none of previous studies support
both two types of user request in the auction.

In this paper, we allow SUs to bid for spectrum channel and transmitting
power simultaneously. We model this joint resource allocation problem as an
auction process. Moreover, we offer the SUs the flexibility on request format
via allowing them to submit with either strict request or range request in the
auction. The proposed auction scheme consists of two sequential sub-schemes, a
multi-round auction for range request SUs and a greedy algorithm based auction
for strict request SUs. Furthermore, a primary property of an auction scheme
is truthfulness, since it makes the auction scheme invulnerable and keeps it
from market manipulation. In the end of the paper, we theoretically analyze the
truthfulness property of our auction scheme and conduct a numerical evaluation
to verify the performance.

The rest of the paper is organized as follows. The network model, design goals
and preliminary knowledge on auction are described in Section 2. Our proposed
auction scheme and corresponding theoretical analysis are detailed in Section 3.
The numerical evaluation is presented in Section 4 and the paper is concluded
in Section 5.

2 Network Model and Preliminaries

2.1 Network Model

We consider a network model containing multiple SUs randomly distributed
within a certain area. The set of SUs is denoted by M (SUi ∈ M). These
SUs request spectrum channels and transmitting power on required channels to
fulfill their transmission demands. There also exists a spectrum broker in the
network who possesses a number of orthogonal channels and wants to lease out
for additional profits. The set of channels is denoted by C. A channel can be
leased to multiple SUs as long as they are conflict-free, i.e., they are located out
of the interference range from each other. Due to the power differentiation, the
interference ranges of SUs are different. In this paper, we employ a conflict graph
to reflect the interference relations among SUs. In the conflict graph, a vertex
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represents an SU and an edge exists between two vertices if they are conflict. We
assume these channels are identical to SUs, which means SUs only care about
the number of assigned channels and do not distinguish which channel.

We model the joint allocation problem as an auction process, wherein the
spectrum broker is the seller and the SUs are buyers. Each SU submits a bid to
the spectrum broker at the beginning of the auction. The bid of SUi is denoted by
Bi(xi, ni, Pi, λi), where xi represents the type of user request, ni represents the
number of required channels, Pi represents the demand of transmitting power
and λi represents the unit valuation (i.e., the valuation per channel per unit
power). In this paper, we focus on two types of user request, strict request
(xi = 1) and range request (xi = 0). In strict request, an SU only accepts the
allocation of either transmitting on all ni channels with power Pi or getting
nothing. In range request, an SU is willing to accept any number of channels
between 0 and ni with any value of transmitting power less than Pi. The objective
of the joint allocation problem can be formally written as

max
qi,pi,Ci

∑

SUi∈M
λi · qi · pi

s.t. Ci ⊆ C, |Ci| = qi,

Ci ∩ Cj = ∅, ∀SUj ∈ Ni, SUi ∈ M
qi ∈ [0, ni], 0 < pi ≤ Pi, ∀SUi ∈ M, xi = 0
qi ∈ {0, ni}, pi ∈ {0, Pi}, ∀SUi ∈ M, xi = 1.

(1)

qi and pi denote the number of allocated channels and the amount of allocated
power, respectively. Ci represents the set of channels allocated to SUi. Ni repre-
sents the set of conflicting neighbors of SUi, i.e., they have common edges with
SUi in conflict graph. The second condition restricts that a channel cannot be
reused among two conflicting SUs. The objective of the allocation is to maximize
the social welfare, i.e., the sum of all winning SUs’ valuations.

2.2 Truthfulness

In the auction, an SU’s utility is determined by its valuation, final charge and
the amount of obtained resource, which can be denoted as

ui(B) = λi · qi · pi − gi, (2)

where B = {Bi},∀SUi ∈ M. The information of unit valuation is private, which
means an SU may or may not report its true valuation in submitted bid. gi is
the price SUi needs to pay for assigned resource. If an SU obtains nothing, its
utility equals 0. Note that we assume the SUs only have incentives to lie about
their unit valuations.

The performance of an auction design heavily depends on an economic prop-
erty called truthfulness. The property requires that no SUi can obtain a higher
utility by submitting a false unit valuation λ̃i �= λi in bid. In other words, reveal-
ing the true valuation is the dominant strategy for each SU in a truthful auction.
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Let B−i denote the bids submitted by all SUs other than SUi, the truthfulness
property can be formally written as

ui(Bi(λi),B−i) ≥ ũi(Bi(λ̃i),B−i). (3)

Guaranteeing the truthfulness keeps the auction scheme invulnerable and avoids
market manipulation from SUs.

In general, the goal of this paper is to design an auction scheme to achieve
the objective in (1) while satisfying the truthfulness property.

3 Auction Design Under Flexible Request

There are two challenges lying in the design of the auction scheme. First, how to
charge the SUs with range requests. Due to the allocation is unfixed, it is difficult
to directly apply the traditional pricing solution method which through finding
the corresponding critical bids. Second, variable power requests may cause non-
identical interference relations among SUs. The neighborhood of each SU varies
with the allocated transmitting power. If we update the power allocation, we need
to make sure whether preassigned channels are still available. With numerous
SUs and continuous power region, the problem is more complicated.

3.1 Auction Design

We divide SUs into two sets S and R, representing the set of strict request
SUs and the set of range request SUs, respectively. We first conduct an auction
among the SUs in R. Taking account of the variability of SUs’ resource requests,
we design a multi-round auction scheme where all the channels are sequentially
allocated. In each round, a single channel is allocated to a set of conflict-free SUs
with relative higher raise on bid price. The power allocation of winning SUs is
gradually updated with the interval δ to guarantee the free of conflicts.1 Then,
we propose a greedy algorithm based auction scheme among winning SUs in R
and SUs in S. The auction greedily assigns the channels and transmitting power
to SUs in decreasing order of their bids as long as the allocation in feasible.

Multi-round Auction for SUs in R: We start the auction with randomly
distributing every SUi into ni different rounds. This ensures that each SU has
no knowledge about other competitors, which is essential to keep the auction
truthful. In each round, we use Φ1 to denote the set of SUs that have not been
assigned channels and Φ2 to denote the left SUs. The details of the auction are
shown in Algorithm 1.

Lines 1-5 describe the allocation among SUs in Φ1. Specifically, we sort the
SUs in decreasing order of their unit valuations and sacrifice the lowest-rank SU
to determine other SUs’ payments. In line 4, we gradually raise the power for

1 δ is a small constant such that the assigned power is multiple times of δ.
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Algorithm 1. Multi-round Auction for SUs in R
for each round l do

Input: Φ1, Φ2, {Bi}SUi∈Φ1∪Φ2 , C, δ
1 L = {λi|SUi ∈ Φ1}, φ1 = ∅;
2 Sort L in decreasing order and remove the last SU;

for each remaining SUi in L do
3 φ ← {SUi};
4 Gradually raise the pi with a step size of δ until it exceeds Pi or

conflicts with others;
5 qi = 1, gqi

i = λi · pi; // λi denotes the unit valuation of the removed SU ;

end
6 I = {Ii = pi · λi|SUi ∈ Φ2}, φ2 = ∅;

while I �= ∅ do
7 SUi = arg max{Ii|Ii ∈ I}; flag = 1;

for each SUj ∈ φ2 do

8 if SUj ∈ NΦ2
i then

9 g
qj

j = max(g
qj

j , Ii); flag = 0;

10 break for ;

end

end
11 if flag == 1 then
12 if

∑
SUj∈N

φ1
i

pj · λj < Ii then

13 φ2 ← {SUi}, qi = qi + 1;
14 gqi

i =
∑

SUj∈N
φ1
i

pj · λj ;

15 qj = 0, ∀SUj ∈ Nφ1
i ; φ1 = φ1 − Nφ1

i ;

end

end
16 I = I − {Ii};

end

end
Output: {pi, qi, g

qi
i , Ci}SUi∈R

each SUi ∈ φ1 at a step size of δ until it conflicts with others or reaches the
upper bound of power request. Once the power allocation of an SU is fixed, it
would not change in following auction process. We could notice that, the power
allocation only relates to SUs’ locations and thus is independent of SUs’ bid
prices.

Lines 6-16 describe the final allocation among SUs in φ1 and Φ2. Ii denotes
the increment on bid price for SUi ∈ Φ2 if obtaining this channel. Nφ1

i and NΦ2
i

denote the set of conflicting SUs of SUi in φ1 and Φ2, respectively. From lines 7
to 16, we check each element of I in decreasing order to see whether SUi ∈ Φ2

satisfies the two conditions that enable the allocation: 1) do not conflict with
granted SUs in φ2 (lines 8-11); 2) able to cover the loss of social welfare caused
by conflict (line 12). If so, SUi obtains the channel and the conflicting SUs in φ1
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Algorithm 2. Auction for Winning SUs in R and SUs in S
Input: {Bi}SUi∈S , {pi, qi, g

qi
i , Ci}SUi∈R

1 H = {Hi = ni · Pi · λi|SUi ∈ S}; ψ = ∅;
while H �= ∅ do

2 SUi = arg max{Hi|Hi ∈ H}; flag = 1;
3 for each SUj ∈ ψ do
4 if SUj ∈ NS

i then
5 gi = max(gi, Hi); flag = 0;
6 break for ;

end

end
7 if flag == 1 then
8 Cd =

⋃
SUj∈NR

i
Cj ;

9 if |C| − |Cd| ≥ ni then
10 ψ ← {SUi};

else
11 qi = ni − (|C| − |Cd|);
12 T = {∑chk∈Cj ,SUj∈NR

i
pj · λj |chk ∈ Cd};

13 Sort T in increasing order;
14 if

∑qi
k=1 Tk < Hi then

15 ψ ← {SUi}; gi =
∑qi

k=1 Tk;

16 g
qj

j = 0, qj = qj − 1, Cj = Cj − {chk}, ∀SUj ∈ NR
i , chk ∈ Cj ,

k = 1, 2, · · · , qi;

end

end

end
17 H = H − {Hi};

end
Output: ψ, {Ci, gi}SUi∈ψ, {pi, qi, g

qi
i , Ci}SUi∈R

need to be eliminated (Line 15). Finally, the SUs in φ1 and φ2 win the channel
in this round.

Auction for Winning SUs in R and SUs in S: The proposed auction
scheme is based on a greedy algorithm, the details of which are shown in Algo-
rithm 2. We sort the SUs in S with decreasing order of their total valuations and
examine each SU sequentially (lines 1-2). The allocation is feasible for SUi ∈ S
if and only if: 1) SUi does not conflict with granted SUs in ψ (lines 3-6); 2)
the available channels within its interference range can afford its demand (lines
8-10) or its valuation can cover the minimum loss on social welfare caused by its
exclusive usage of channels within its interference range (lines 11-16). The mini-
mum loss on social welfare is calculated by ranking the cumulative valuations of
winning SUs in R on competitive channels in increasing order (lines 12-13) and
selecting the qi highest-rank channels (line 14).
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Payment Calculation: The total payment of winning SUs in R is the sum of
the payment on each assigned channel,

gi =
qi∑

k=1

gk
i , ∀SUi ∈ R. (4)

The payment on each assigned channel is obtained through finding out the criti-
cal user on this channel. On the first assigned channel, the critical user is the SU
with minimum unit valuation, and thus we set the payment as gqi

i = λi · pi. The
critical user(s) on other assigned channels is either the set of conflicting SUs in
φ1 or the first SU in Φ2 whose loss of the auction is caused by SUi. Therefore,
we set the payment equal to whichever is larger (line 9 in Algorithm 1).

The payment calculation for winning SUi in S inherits the critical user based
method. The critical user(s) of SUi is either the set of conflicting winning SUs
in R on competitive channels or the first SU whose loss of the auction is caused
by SUi. We set the payment in similar way as the last paragraph (line 5 in
Algorithm 2).
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Fig. 1. Impact of Request Type

3.2 Truthfulness Check

We analyze the truthfulness of SUs in R and S separately. We first consider the
SUs in R. In the auction, we randomly distribute the SUs into different rounds
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Fig. 2. Truthfulness Check

and allocate only a single channel in each round, thus the whole auction process
can be viewed as multiple independent sub-processes. We prove the truthfulness
of each sub-process and thus the truthfulness of the auction scheme could be
proven.

We focus on a particular round l and assume the participant SUi lies on
its unit valuation. The true and false unit valuation are denoted by λi and λ̃i,
respectively. In order to prove the truthfulness, we need to show SUi cannot
obtain a higher utility by bidding λ̃i �= λi.

– If SUi ∈ Φ1, it would participate the allocation in lines 1-5 of Algorithm
1. The selection of sacrificed SU only relates to submitted unit valuations.
If SUi does not rank last, raising or reducing its unit valuation would not
change the selection result and its payment2. If SUi ranks last, rasing unit
valuation to avoid being sacrificed only brings him a negative utility since
λi · pi < g1i < λ̃i · pi, g1i is SUi’s payment when it lies.

– If SUi ∈ Φ2, it only participates the allocation in lines 6-16. The allocation
proceeds in a greedy fashion and the payment of each winning SU is set
to an independent critical value below which the SU is unable to win the
auction. If SUi wins when bidding truthfully, raising or reducing the unit

2 We have claimed above that the power allocation only depends on SUs’ physical
locations and is independent from SUs’ unit valuations.
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valuation cannot change the result and the payment. If SUi loses when bid-
ding truthfully, rasing the unit valuation to win the auction definitely gen-
erates a negative utility.

The proof of SUs in R ends. The proof of SUs in S is similar to that of SUs
in Φ2, so we omit it here.

4 Numerical Evaluation

In this section, we provide simulation results to evaluate the performance of our
auction scheme. We stimulate a wireless cognitive radio networks in an area of
150 × 150 m2, where a number of SUs are uniformly and randomly distributed.
The relation between interference range and transmitting power is formulated as
Iri = α·√pi, based on free space propagation model. α is a systematic coefficient
to match the parameter values3. The number of available channels is fixed to
10. The channel requests of SUs are randomly chosen from [1:1:5], the power
requests are from (0, 15] dBm and the unit valuations are from (0, 1]. The power
interval δ is set to 0.2dBm. All simulation results are averaged over 200 runs to
reduce randomness.

4.1 Impact of Request Type

To investigate the impact of request type, we fix the total number of SUs to
100 and vary the ratio of strict request SUs from 0 to 1 with a step size of 0.1.
In Figure 1, we examine the performance of auction scheme in terms of four
metrics: (1) Social Welfare, the sum of all winners’ valuations; (2) Number
of Winning SUs; (3) Average Valuation of Winning SUs; (4) Spectrum
Utilization, is calculated based on Shannon’s Theory:

StrUti =
∑

SUi∈R∪S
qi · log(1 + pi). (5)

This metric can roughly quantify the achievable data throughput of secondary
network.

Figure 1(a) depicts the result on social welfare. We see that, the social welfare
declines as the number of strict request SUs increases. The strictness on request
restricts the full allocation of network resource and thus discounts the social wel-
fare. Range request SUs can provide adequate flexibility in resource distribution
through accepting any possible allocations, which contributes to the increment
on social welfare. The restriction of strict request could also be demonstrated in
Figure 1(b) and Figure 1(d). Figure 1(b) shows that the number of winning SUs
decreases as the ratio of strict request SUs grows. Figure 1(d) shows the result
on spectrum utilization which verifies that range request can benefit the efficient
usage of network resource.
3 In practical implementation, the value of α can be set according to antenna gain,

channel gain and SNR threshold.
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In Figure 1(c), we present the result on average valuation of winning SUs.
We can see that, the average valuation increases with the increment on ratio of
strict request SUs. As illustrated before, range request can make the resource
allocation more flexible by allowing more SUs to share the network resource.
Although this could benefit the social welfare, there is a limitation that, a small
number of range request SUs can obtain a relative large amount of resource,
leading to a low individual valuation among SUs. On the contrary, strict request
SUs selected from Algorithm 2 always own a higher individual valuation due to
the strictness on request and greedy selection.

4.2 Truthfulness Check

Figure 2 examines the truthfulness of our auction scheme. We randomly select
two SUs from R and S respectively, and check how their utilities change with
variable unit valuation. The unit valuation varies from 0.1 to 1 at a step size of
0.1.

For the case when SU in R, we further divide it into two subcases, SU in Φ1

and SU in Φ2. The results are shown in Figure 2(a) and 2(b). Figure 2(c) shows
the result for the case when SU in S. We can note that, no matter which type
of request the SU bids, it cannot improve its utility by bidding untruthfully on
its unit valuation.

5 Conclusion

In this work, we study the problem of joint channel and power allocation among
multiple SUs in cognitive radio networks. We consider a mixed form of resource
request, wherein the SUs can bid with either strict request or range request. To
solve the problem, we propose an auction scheme consisting of two sequential sub-
schemes, a multi-round auction for range request SUs and a greedy algorithm
based auction for strict request SUs. The calculation of winners’ payments is
based on the corresponding critical value. We theoretical analyze the truthfulness
of our auction scheme for both range request SUs and strict request SUs. The
simulation results also evince the efficient performance of our auction scheme.

In our future work, we will investigate the power budget for SUs in power
allocation which caused by PUs’ interference constraints. Moreover, the hetero-
geneities among available channels and the truthfulness on other attributes in
the demand are also worth exploiting.
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Abstract. This paper explores the possibility of using multiuser massive
MIMO and beamforming together as two-stage multiuser access methods
in 5G cellular. Multi-carrier OFDM transmission as currently used in
the 4G-LTE may be difficult to implement in 5G cellular because of
the peculiarities of mmWave channels. Therefore, there is the need to
analyze and propose suitable physical layer techniques suitable for 5G
systems that are amenable to beamforming and/or massive MIMO. It
turns out that both of these schemes are inherently multiuser access
methods and can be used together in 5G cellular. Our results show that
simple transmitter and receiver processing can be achieved when using
the combined system. Moreover, the proposed approach will allow the
system to accommodate more users at minor error rate degradation.

Keywords: Millimeter waves · 5G cellular networks · Massive MIMO ·
MU-MIMO · Beamforming

1 Introduction

Mobile communication has evolved significantly over the last four decades, from
the early voice systems to today’s highly sophisticated integrated platforms that
provide numerous services, and support countless applications used by billions of
people around the world [1]. The bandwidth-intensive media services that were
earlier confined to wired transmission are now being used on mobile devices.
The exponential growth of cellular data traffic and also the continued advances
in computing and communications coupled with the emergence of new customer
devices such as smart-phones are driving technology evolutions and moving the
world toward a fully connected networked society where access to information
and data sharing are possible anywhere, anytime, by anyone or anything [1,2].

This has created unprecedented challenges for wireless service providers.
They need to overcome a global bandwidth shortage and support ever-growing
data rate demands. Subsequently, an efficient radio access technology (RAT)
combined with more spectrum availability is essential to meet this overwhelm-
ing challenges faced by wireless carrier [1–4]. Consequently, wireless carriers will
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be able to provide peak and cell edge rates higher than tens of Gb/s and 100
Mb/s respectively [2–4]. Also it will offer a minimum of 1 Gb/s data rate any-
where to provide a Gb/s experience to all end users and up to 5 and 50 Gb/s data
rates for high mobility and pedestrian users, respectively [3]. In addition, they
will be able to provide latency less than 1 -ms for local area networks (LANs)
[4], ultra-low energy consumption, massive numbers of connected devices, very
high volumes of data transfer, low cost devices, ultra-reliable connectivity with
guaranteed availability for mission-critical machine type applications [1].

Recently the large amount of underutilized spectrum in the millimeter wave
(mmWave) frequency bands has attracted researchers attentions as a potentially
viable solution for achieving tens to hundreds of times more capacity compared
to current fourth generation (4G) cellular networks [5–8]. Historically, mmWave
bands were kept out for cellular usage mainly due to the high propagation loss
and lack of cost-effective components. Accordingly, mmWave have mostly been
utilized for outdoor point-to-point back-haul links or for carrying high-resolution
multimedia streams in indoor applications, but not for cellular access links. In
addition, mmWave frequencies can be severely vulnerable to shadowing, resulting
in outages and irregular channel quality. Power consumption in mmWave to sup-
port large numbers of antennas with very wide bandwidths is also a key challenge.
In order to reform these underutilized spectra for future outdoor cellular applica-
tions, two key hurdles must be overcome: sufficiently large geographical coverage
and support for mobility even in non-line of sight (NLOS) environments where the
direct communications path between the transmitter (TX) and the receiver (RX)
is blocked by obstacles. Today, the cell sizes in urban environments are about 200
m, so it becomes clear that mmWave cellular can overcome these issues [7].

The next step is to develop an efficient RAT and core network technologies to
efficiently utilize the abundant spectrum in the mmWave bands and achieve com-
mercial viability. Due to the much smaller wavelength combined with advances
in cost-effective CMOS-based low-power radio frequency (RF) circuits, enabling
large numbers of miniaturized antennas (such as 64 elements), we may exploit
polarization and new spatial processing techniques, such as multiuser multiple
input multiple output (MU- MIMO) [9–11] and adaptive beamforming [12,13]
using Massive MIMO [9,14–17], and highly directional antennas at both the
user equipment (UE) and base station (BS). Consequently, the increase in omni-
directional path loss (PL) when using the higher frequencies can be completely
compensated [18].

Using Adaptive Beamforming, one can focus the radio transmission from
multiple antenna elements using very narrow beams, which results in reduced
interference and improves overall system performance. In spatial multiplexing,
we exploit the propagation properties to provide multiple data streams to one or
more terminals simultaneously. These techniques are already integral parts of the
long-term evolution (LTE) cellular system but their full potential remains to be
released. They are now set to play an even bigger role in future cellular systems.
MIMO is an advanced antenna solutions that include a substantial number of
antenna elements that can be used to reduce the impact of RF imperfections
and control the way interference is distributed in a network.
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Therefore, the base station to device links, as well as back-haul links between
base stations, will be able to handle much greater capacity than today’s 4G
networks in highly populated areas when deploying massive MIMO system. Also,
as operators continue to reduce cell coverage areas to exploit spatial reuse, and
implement new cooperative architectures such as cooperative MIMO, relays,
and interference mitigation between BSs, the cost per BS will drop as they
become more plentiful and more densely distributed in urban areas, making
wireless back-haul essential for flexibility, quick deployment, and reduced ongoing
operating costs.

This paper introduces a two-stage multiuser access in fifth generation (5G)
cellular using baseband precoding and RF beamforming. The baseband (BB)
precoding is done in digital domain to optimize capacity using various MIMO
techniques. On the other hand, RF beamforming is executed in analog domain
to overcome higher path loss with beamforming gain in mmWave bands. By
implementing both schemes together, we could be able to reach high performance
with low complexity for mmWave 5G cellular systems.

The rest of the paper is organized as follows. Section 2 describes the mmWave
channel model. Section 3 introduces the system model for the two-stage multiuser
access for 5G cellular system using massive MIMO and beamforming. The main
contribution of the paper appear in this section. Section 4 and section 5 describe
the multiuser massive MIMO downlink model and beamforming downlink model,
respectively. Numerical results and discussions are presented in section 6, while
the computational complexity analysis is given in section 7. Finally, the conclu-
sions are presented in section 8.

2 Millimeter wave Channel Model

Over 90 percent of the allocated radio spectrum falls in the mmWave band (30
- 300 GHz). Industry has considered mmWave to be any frequency above 10
GHz. The most common misunderstanding of the propagation characteristics
at higher frequencies is that they always suffer a much higher propagation loss
even in free space compared to lower frequencies, and thus are not adequate for
long-range communications. To clarify this misunderstanding, let us start with
the Friis transmission equation, given by [19].

Pr = PtGtGr(
λ

4πd
)2

︸ ︷︷ ︸
PL

= PtGtGr (
c2

4πf2
)

︸ ︷︷ ︸
Aperture Size

(
1

4πd2)
)

︸ ︷︷ ︸
Shperical Area

(1)

The received power can be seen as inversely proportional to the frequency
squared when an ideal isotropic radiator Gt = 1 and an ideal isotropic RX
Gr = 1 are used at each end. By employing array of antennas at TX or/and RX
with antenna gains of Gt = Ae,tx( 4πf2

c2 ) or/and Gr = Ae,rx( 4πf2

c2 ) respectively,
which is greater than unity, the received power will be given as:

Pr = Pt.Ae,tx.Ae,rx(
4πf2

c2
).(

1
4πd2)

) (2)
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Fig. 1. Single cell scenario in mmWave massive MIMO, the BS is fixed and it is
deployed with ULA antennas. The K UE are randomly uniform distributed and the
BS communicates with all UE simultaneously.

Using antenna arrays at both TX and RX transmitting at higher frequencies,
given the same physical aperture size, can allow us to send and receive more
energy though narrower directed beams [3].

Consider a single cell massive MIMO transmission system working at
mmWave frequencies and adopting time division duplex (TDD) transmission
mode. BS is located at the cell center and deployed with Nt uniform linear
array (ULA) antennas. A total number of K single antenna users are randomly
distributed in the cell as shown in Fig. 1.

Using the spatial multi-path channel model (SCM) [12], the physical downlink
(DL) channel Matrix for kth user can be written as:

H̄d,k(t) =
Np∑

i=1

√
Pi

NtNr

Nsp∑

j=1

Λij .[ar(θAoA
ij )aT

t (θAoD
ij )].ej2πfd

ijtδ(t − ti) (3)

Where Np is the total number of paths per channel link, Nsp is the total number
of subpaths per path, Pi is the power of the ith path. Nr is the total number of
antennas at receiver, Λij is Nr × Nt initial phase matrix for the jth sub-path of
the ith path. θAoA

ij and θAoD
ij is the angle of arrival (AoA) and angle of departure

(AoD), respectively for the jth sub-path of the ith path. ar(θAoA
ij ) and at(θAoD

ij )
is the array response vector of length Nr × 1 and Nt × 1 for the given AoA
and AoD, respectively. fd

ij is the Doppler frequency. Symbols (.) , ()T and ()H

stands for element wise product, transpose, and Conjugate transpose operations,
respectively.

For the ULA, the array response vector is given by:

a(θ) =
1√
N

[1 ejkdsin(θ) · · · ejkd(N−1)sin(θ)]T (4)
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Where N is the number of antennas and 1√
N

is the normalization factor such that

‖a(θ)‖22 = 1, where θ is the path angle from antenna boresight and λ = c/fc is the
wavelength corresponding to the operating carrier frequency fc and k = 2π/λ is
the wave number. Assume d = λ/2 where d is the antenna spacing then kd = π.

In mmWave massive MIMO systems, the main propagation path is LOS, so
P1 >> Pi for i ≥ 2, also assume there are only one sub-path for simplicity.
In our model we assume that UE is equipped with a single antenna element
where Nr,k = 1 is the number of receive antennas at kth user. Consequently, the
physical channel becomes,

H̄d,k(t) = Hd,k(t)Ad,k. (5)

where H̄d,k ∈ C
1×Nt , Hd,k(t) =

√
Pi

NtNr
Λej2πfdtδ(t− t1) and Ad,k = aT

t (θAOD)

3 Two-Stage Multiuser Access Using Multiuser Massive
MIMO and Beamforming

Consider the mmWave massive MIMO system shown in Fig. 2 in which a BS
transmits to all users simultaneously. The received signal at kth user is given by:

ȳd,k = H̄d,kW̄P̄s̄ + n̄d,k (6)

Where s̄ is the K×1 vector of user symbols, P̄ is the N c
t ×K BB precoding matrix

and it will used as the first stage multiuser access scheme. W̄ is the N c
t × Nt

RF beamformer weight matrix and it will be considered as the second stage

Fig. 2. System model for the mmWave multiuser massive MIMO system.
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multiuser access scheme. N c
t is the number of RF chains and this number we

need to decrease it as much as possible to decrease the complexity. On the other
hand by decreasing number of RF chains the performance will be worse. So that
by using the RF beamforming in analog domain we can decrease complexity and
increase the performance at the same time. The RF beamformer weights could
be implemented using variable gain attenuators (VGAs) and phase shifters that
are connected with the antennas, while BB precoder weights are processed in the
digital domain as for the conventional MU-MIMO implementation. We consider
a MIMO fading channel which yields a received signal ȳd,k. H̄d,k is the channel
matrix that can be analytically represented according to the SCM-based multi-
path channel model as described before in section 3. n̄d,k ∈ C

Nr,k×1 is the
additive zero mean circular symmetric complex Gaussian noise at the kth user
with the variance of σ2.

4 Multiuser Massive MIMO Downlink System Model

MU-MIMO deal with multiple users who are sharing the same radio (time-
frequency) resources. It has brought a great improvement in the system capacity
by serving multiple users simultaneously. Multiple antennas allow the indepen-
dent users to transmit their own data stream in the uplink (many-to-one) at the
same time or the base station to transmit the multiple user data stream to be
decoded by each user in the downlink (one-to-many). In the multiuser MIMO
system, downlink and uplink channels are referred to as broadcast channel (BC)
and multiple access channel (MAC), respectively. We are interested in the system
where Nt >> KNr, k , hence this system refers to a massive MU-MIMO.

We further assume that the channels will stay constant during a coherence
interval of T symbols. The downlink transmission will occur in two phases: train-
ing phase and downlink data transmission phase, where τ is the coherence dura-
tion used for the training phase. In the training phase, the base station estimates
the channel state information (CSI) from K users based on the received pilot
sequences in the uplink. The base station uses this CSI and a precoding scheme
to process the signals before transmitting them to K users. We assume that per-
fect CSI is available at the BS which can be achieved by simple TDD training
method [20]. Also, this assumption is reasonable under the scenarios that the
training power is large or the coherent interval is large (and hence, we can spend
large τ for training).

In the case of downlink channel, Let x ∈ C
Nt×Nr is the transmit signal

from the BS and can be written as x̄ = P̄s̄. The average transmission power is
constrained by Es = E[‖xk‖22] = tr(PPH). the received vector yk ∈ C

Nr,k×Nt at
the kth user, is expressed as: ȳd,k = H̄d,kx̄ + n̄k,d. Representing all user signals
by a single vector, the overall system can be represented as: y = Hdx + n.

The linear precoding will be considered in this paper which include zero
forcing (ZF), linear minimum mean squared error (LMMSE) and maximum ratio
transmission (MRT) [21]. A simple way to deal with the inter user interference
(IUI) is to set the constraint so to force all interference terms to zero, the method
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is known as the ZF. Since the transmitted power is limited by Es, the precoding
matrix has to be designed to satisfy the transmit power constraint, that is:
Es = E[

∥
∥(1/β)P̄s̄

∥
∥2

2
], where β is a factor to make sure that the transmitted

signal power after precoding will not be changed. So that the estimation of the
transmitted signal at the receiver side is given by: ŝ = s + βCIn.

Then, the ZF precoding design problem can be described as follows:

argmin
P,β

E[‖ŝ − s‖22]

s. t. E[‖(1/βZF )PZF s‖22] = Es

ŝ|n=0= s (7)

The solution of the above optimization problem is: PZF = HH
d (HdHH

d )−1. So,
this precoding is assumed to implement a pseudo-inverse of the channel matrix. If
the channel matrix is ill conditioned βZF will become larger and the performance
of ZF precoding will be poor due to noise enhancement.

In order to reduce the noise enhancement and to maximize the signal to inter-
ference plus noise ratio (SINR), the second constraint in the optimization prob-
lem needs to be dropped. the resultant problem is the well known LMMSE con-
straint optimization problem that is average power at each transmitted antenna
is constrained. Thus, LMMSE precoding technique is the optimal in MU-MIMO
downlink system and its solution is given by:

PLMMSE = HH
d (HdHH

d + σ2I)−1,

for MRT precoding, it is on of the common methods due to its simplicity, which
maximizes the SNR. MRT works well in the MU-MIMO system where the base
station radiates low signal power to the users. Hence precoder matrix can be
expressed as:

PMRT = HH
d .

The normalization constants can be given by:

β =

√
tr(PPH)

Es

for all linear precoding techniques.

5 Beamforming for Downlink System Model

In this section, the proposed RF beamforming and equalization scheme is pre-
sented. This scheme consists of two stages. In the first stage, the beamforming
at the base station is used to reduce the effect of the IUI. The second stage
uses the equalization at the mobile unit to reduce the effect of the ISI and to
provide a better estimate of the desired data. The uplink beamforming weights
are calculated via the minimum variance distortion-less response (MVDR) algo-
rithm [22]. This algorithm minimizes the total received power while maintaining
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a unity power gain towards the desired user with his Np paths. Assuming reci-
procity between the uplink and the downlink and thereby the calculated uplink
beamforming weights are used in the downlink to mitigate the IUI. In our work,
we assume for simplicity that all users send their signals at the same time in the
uplink.

The uplink weights of all users with their Np paths are calculated as follows; in
uplink, all users send their signals synchronously after spreading and modulation:

ȳBS = AuHuP̄us̄.

Where ȳBS is the received data matrix at the output of the antenna array at
BS. Au is the array response matrix of the antenna array for all active users
with their paths. Hu is the uplink channel response matrix. P̄u is the precoding
matrix that used as access scheme between users for uplink. The multi-path
MVDR algorithm is applied for calculating the weights as follows:

wk =
Cov−1(Ryy) ak

[aH
k ]−1Cov−1(Ryy) ak

(8)

Where Ryy is Nt × Nt covariance matrix of the received signal at antenna array
and wk are the weight vector of the kth user. These weights enable the antenna
array to receive/transmit from/to a certain user in a multipath environment
and to optimize the signal quality. The previous step is repeated K times to
calculate all weights of the active users. Next, After calculating the weights of
the active users at the uplink, we use these weights for downlink beamforming
as: ȳd,k = Hd,kAd,kW̄s̄ + n̄d,k. Where ȳd,k is the received data vector at the
desired UE. After that, the received signal is equalized to suppress the ISI as
follows:

ŝ = (HH
d,kHd,k + αI)−1HH

d,kȳd,k, (9)

Finally, the decision process is performed to produce the estimate of the desired
data. The optimum regularization factor α that minimizes the equalization error
is 1/SNR, which is the MMSE weight.

6 Numerical Results and Discussion

Several simulations are carried out to test the performance of the proposed
two-stage multiuser access scheme using MU-MIMO and beamforming. The sim-
ulation environment is based on the downlink MU-MIMO and beamforming sys-
tem, in which each user transmits binary phase shift keying (BPSK) information
symbols. The wireless channel model used in the simulation is the SCM model.
It has Np Raleigh fading taps. The fading is modeled as quasi-static (unchanged
during the duration of a block).

In the first part of the simulations, a comparison study between the BB
precoding, RF beamforming and both BB precoding combined with RF beam-
forming in single user (SU) case is conducted and the results, in terms of bit
error rate (BER), are shown in Fig. 3. In BB precoding, the precoding is done
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Fig. 3. Performance comparison for SU case between BB precoding with LMMSE
precoder, RF beamforming with LMMSE equalization at the receiver side and BB
with RF precoding using LMMSE precoder at K = 1, Nt = 4, Nr = 1, and BPSK
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Fig. 4. Performance comparison for MU case between BB precoding and BB with RF
precoding at K = 4, Nc

t = 4, Nr = 1, and BPSK

in the form of digital pre-processing that multiplies a particular coefficients with
the modulated baseband signal per RF chain. For RF beamforming, the precod-
ing is done in analog form where complex coefficients are applied to manipulate
the RF beams by means of controlling the phase shifters and/or variable gain
amplifiers (VGAs). As can be observed from Fig. 3, the BB precoding provides
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Table 1. Computational complexity Comparison

Scheme Complexity (flops) for case: Nt = 16, Nc
t = 4, K = 4

BB Precoding (LMMSE) 16Nt
3 + 3Nt

2 66304

BB+RF precoding (LMMSE) 16Nc
t
3 + 3Nc

t
2 1072

a higher degree of freedom as it has better performance, but at the expense of
increased complexity. On the other hand, RF beamforming is a simple and effec-
tive method of generating high beamforming gains to user from a large number
of antennas, but it has a degraded BER performance than BB precoding. There-
fore, there is a tradeoff between performance and simplicity. Using a two-stage
scheme as proposed, we can achieve good performance in between at reasonable
complexity. This case is depicted by the middle curve in Fig. 3.

In the second part of the simulations, same comparison above is conducted
for the case of multiuser system using ZF, LMMSE and MRT precoding for MU-
MIMO as an access scheme. Fig. 4 shows the BER performance versus the SNR
for that case. Note that in digital BB processing, the TX processing is complex
while the RX processing is simple. In RF beamforming, the TX processing is
simple while the RX processing is complex. The proposed two-stage approach will
combine the benefits of both schemes achieving simple TX and RX processing.
In addition, the results shows that the proposed two-stage scheme gives BER
performance that is comparable to the digital BB processing only.

Moreover, the proposed two-stage scheme allows more users to be served
since the BB MU-MIMO part will give access service to some users, while the
RF BF part will also give access service to additional users.

7 Computational Complexity Analysis

In this section we assess the computational complexity of different multiuser
access schemes. The computational load is primarily a function of the number
of users K, the number of transmit antennas at BS Nt, the number of RF chains
N c

t and the number of receive antenna at each user Nr,k. The computational
complexity considered here is expressed in terms of the total number of flops1.
In real arithmetic, a multiplication followed by an addition needs 2 flops. With
complex-valued quantities, a multiplication followed by an addition needs 8 flops.
Thus, the complexity of a complex matrix multiplication is nearly 4 times its
real counterpart. For a complex m×n matrix A, we summarize the total FLOPs
needed for the matrix operations as shown below:

1. Multiplication of m × n and n × p complex matrices = 8mnp − 2mp.
2. Pseudo-inversion of an m × n (m ≤ n) complex matrix= 4

3m3 + 7m2n −
m2 − 2mn.

1 A flop stands for floating point operation. Operations such as addition, multiplica-
tion, subtraction, division and compare are considered as one flop.
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The required number of flops for the BB precoding and BB with RF precoding
are given in Table 1. The case given in the table with Nt = 16, N c

t = 4, K = 4,
it is worth noting that with the decrease in the number of RF chains, there is
a considerable reduction in complexity. Therefore, the proposed BB with RF
beamforming scheme has low complexity compared with the BB precoding only.

8 Conclusion

We have proposed a novel two-stage multiuser access scheme for 5G cellular using
massive MIMO and Beamforming. The results show that the proposed two-stage
scheme will combine the benefits of both BB and RF precoding, achieving simple
TX and RX processing. For the multiuser case, the proposed approach will also
allow the system to accommodate more users since BB MU-MIMO part will give
access service to some users, while the RF beamforming part will also give access
service to additional users at minor error rate degradation.
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Abstract. In this paper, we address the problem of multiple antenna
spectrum sensing in cognitive radios (CRs) when the samples of the pri-
mary user (PU) signal as well as samples of noise are assumed to be
temporally correlated. We model and formulate this multiple antenna
spectrum sensing problem as a hypothesis testing problem. First, we
derive the optimum Neyman-Pearson (NP) detector for the scenario in
which the channel gains, the PU signal and noise correlation matrices
are assumed to be known. Then, we derive the sub-optimum general-
ized likelihood ratio test (GLRT)-based detector for the case when the
channel gains and aforementioned matrices are assumed to be unknown.
Approximate analytical expressions for the false-alarm probabilities of
the proposed detectors are given. Simulation results show that the pro-
posed detectors outperform some recently-purposed algorithms for mul-
tiple antenna spectrum sensing.

1 Introduction

Using multiple antennas at the secondary user (SU) receiver is one efficient app-
roach to overcome deleterious effects of noise uncertainty, fading and shadowing.
Moreover, it improves the performance of spectrum sensing by exploiting avail-
able observations in the spatial domain [1–10]. [1] considers a blind spectrum
sensing approach where the empirical characteristic function of the multiantenna
samples is used in the formulation of the statistical test. In [2], the authors derive
the optimum NP and sub-optimum GLRT-based multiantenna detectors of an
orthogonal frequency division multiplexing (OFDM) signal with a cyclic prefix
of known length. In [3–7], GLRT eigenvalues-based detectors of spatial rank-one
PU signals robust to noise variance uncertainty are derived. In addition, some
GLRT eigenvalue-based detectors for multiantenna spectrum sensing are pro-
posed in [8,9], for PU signals with spatial rank larger than one. In CR networks,
signals from far PUs arrive at the SU base station within a small beamwidth,
which results in a high correlation between the channel gains of different anten-
nas. The Roa test is applied to derive sub-optimum multiantenna detectors under
the correlated receiving antennas model in [10].
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 66–77, 2015.
DOI: 10.1007/978-3-319-24540-9 6
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All the detectors proposed in [1–10] do not consider any temporal correlation
between the samples of the received signal. Nevertheless, in practice, the PU
signal samples as well as noise samples may be temporally correlated, which
causes degradation in the performance of detectors proposed in [1–10]. In [11],
the detection of temporally correlated signals over multipath fading channels is
discussed and a modified energy detector (ED) is proposed for such a scenario.
However, as known, the performance of the ED is susceptible to errors in the
noise variance and it has been shown that in order for ED to achieve a desired
probability of detection under noise (or in more general terms, under model
uncertainties) the signal-to-noise ratio (SNR) must be above a certain threshold
[12] (SNR wall).

In this paper, we consider multiple antenna spectrum sensing when there are
temporal correlation between the PU signal samples in the presence of addi-
tive temporally correlated Gaussian noise. First, for benchmarking purposes, we
obtain the optimum NP detector for the case when the SU receiver has complete
knowledge about the channel gains, the PU signal and noise covariance matrices.
Then, we derive the sub-optimum GLRT-based detector when the channel gains,
the PU signal and noise covariance matrices are assumed to be unknown to the
SU receiver. Approximate analytical expressions for the false-alarm probabilities
of proposed detectors are also given. The simulation results are provided to eval-
uate the impact of the different parameters on the performance of the proposed
detectors and, moreover, to compare the performance of the proposed detectors
with some recently-proposed detectors.

The rest of the paper is organized as follows. In Section 2, we describe the sys-
tem model and the basic assumptions about the PU signal and noise. In Section
3, we derived the optimum NP detector. The sub-optimum GLRT-based detector
is obtained in Section 4. Asymptotic expressions for the false-alarm probabilities
of the proposed detectors are evaluated in Sections 5. The simulation results and
related discussions are given in Section 6. Finally, Section 7 concludes the paper.

Notation: Lightface letters denote scalars. Boldface lower-and upper-case letters
denote column vectors and matrices, respectively. x[.] are the entries and xi is
sub-vector of vector x. The determinant and inverse of matrix A are |A| and
A−1, respectively. vec[A] is the column-wise vectorization of matrix A. The
M × M identity matrix is IM and the M × M zeros matrix is 0M . Superscripts
∗, T and H are the complex conjugate, transpose and Hermitian (conjugate
transpose) operations, respectively. E[·] is the statistical expectation. A ⊗ B is
kronecker product of matrices A and B. CN (m,P) denotes circularly symmetric
complex Gaussian distribution with mean m and covariance matrix P. Q(x) is
Q-function Q(x) = 1√

2π

∫ ∞
x

exp
(

−u2

2

)
du.

2 System Model

We consider a CR network including a single-antenna PU and a mutiantenna SU
with M receiving antennas. We assume the received signal is downconverted to
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baseband and sampled at the frequency fs = 1
Ts

at each antenna to generate N
consecutive time blocks, each of which contains L consecutive temporal samples.
Define yi,j ∈ CM as the vector of the received signal samples from M different
antennas of the ith time block at the jth time instant. The observation vector
yi,j is given as

yi,j = hisj + ni,j , i = 1, . . . , N ; j = 1, . . . , L (1)

where hi ∈ CM is the baseband equivalent of channel gains vector at ith time
block, which is assumed to be constant during each time block. sj ∈ C denotes
the baseband samples of the PU signal, which is assumed to be distributed as
a zero-mean complex Gaussian random variable with autocorrelation function
rs[k] = E[sjs

∗
j−k]. We assume, in general, sj exhibits temporal correlation, i.e.

rs[k] �= 0 for k �= 0. ni,j ∈ CM denotes the baseband equivalent of noise samples
which is assumed to be distributed as a zero-mean complex Gaussian random
vector. In addition, ni,j is assumed to be spatially uncorrelated but temporally
correlated with autocorrelation function rn[k]. We assume noise and the PU
signal samples are mutually independent.

Let us define the matrix Yi
.= [yi,1, . . . ,yi,L] ∈ CM×L containing L time

samples of the ith time block. In addition, let us define yi = vec[Yi] ∈ CLM×1

and y = vec[y1, . . . ,yN ] ∈ CNLM×1. We denote the hypotheses of the pres-
ence and absence of the PU signal by H1 and H0, respectively. By defining the
correlation matrix of y: Σν = E{yyH |Hν}, ν = 0, 1, it can be easily shown that,

Σ0 = IN ⊗ IM ⊗ Σn = INM ⊗ Σn, (2)

where

Σn
.=

⎛

⎜
⎜
⎜
⎜
⎝

rn[0] r∗
n[1] . . . r∗

n[L − 1]
rn[1] rn[0] . . . r∗

n[L − 2]
...

...
. . .

...
rn[L − 1] rn[L − 2] . . . rn[0]

⎞

⎟
⎟
⎟
⎟
⎠

, (3)

is the temporal correlation matrix of noise, and

Σ1
.=

⎛

⎜
⎜
⎜
⎜
⎝

Σ1,1 0 . . . 0

0 Σ2,2 . . . 0
...

...
. . .

...
0 . . . . . . ΣN,N

⎞

⎟
⎟
⎟
⎟
⎠

, (4)

where

Σi,i = hih
H
i ⊗ Σs + IM ⊗ Σn (5)
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with

Σs
.=

⎛

⎜
⎜
⎜
⎜
⎝

rs[0] r∗
s [1] . . . r∗

s [L−]
rs[1] rs[0] . . . r∗

s [L − 2]
...

...
. . .

...
rs[L − 1] rs[L − 2] . . . rs[0]

⎞

⎟
⎟
⎟
⎟
⎠

. (6)

Accordingly, the distribution of observations under each hypothesis is given
as

{
H0 : y ∼ CN (0NLM ,Σ0)

H1 : y ∼ CN (0NLM ,Σ1).
(7)

3 Optimum Detector

In this section, we derive the NP detector for the case of completely known hi,
Σn and Σs. From (7) the probability density function (PDF) of the observations
vector y under each hypothesis is given by,

f(y|H0,Σ0) =
exp

{−yHΣ−1
0 y

}

πNLM |Σ0|

=
exp

{
−Ltr(Σ−1

n

∑N
i=1

∑M
m=1 Ri,mm)

}

πNLM |Σn|NM
. (8)

and

f(y|H1,Σ1) =
exp

{−yHΣ−1
1 y

}

πNLM |Σ1|

=
exp

{
−Ltr(

∑N
i=1 RiΣ−1

i,i )
}

πNLM
∏N

i=1 |Σi,i|
, (9)

where

Ri
.=

1
L

yiyH
i =

⎛

⎜
⎜
⎜
⎜
⎝

Ri,11 Ri,12 . . . Ri,1M

Ri,21 Ri,22 . . . Ri,2M

...
...

. . .
...

Ri,M1 . . . . . . Ri,MM

⎞

⎟
⎟
⎟
⎟
⎠

. (10)

in which Ri,mk’s are the corresponding sub-matrices.
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Taking logarithm from (8) and (9) and defining Lν(y) .= ln f(y|Hν ,Σν),
ν = 0, 1, we obtain,

L0(y) = −Ltr(Σ−1
n

N∑

i=1

M∑

m=1

Ri,mm) − NLM lnπ − NM ln |Σn|, (11)

L1(y) = −Ltr(
N∑

i=1

RiΣ−1
i,i ) − NLM ln π −

N∑

i=1

ln |Σi,i|. (12)

By constituting the logarithm of likelihood ratio (LLR) function from (11) and
(12) and comparing it with a threshold, the optimum detector is given by

LLR = Ltr(
N∑

i=1

Ri[(IM ⊗ Σn)−1 − Σ−1
i,i ]) ≷H1

H0
τ ′, (13)

Now by using matrix inversion lemma, we have,

(hihH
i ⊗ Σs + IM ⊗ Σn)−1 (14)

= (IM ⊗ Σn)−1 − (IM ⊗ Σn)−1(hih
H
i ⊗ Σs)(hih

H
i ⊗ Σs + IM ⊗ Σn)−1

Therefore, by substituting (14) in (13), we find,

Topt = Ltr(
N∑

i=1

RiC−1
i ) ≷H1

H0
τ, (15)

where Ci
.= (hih

H
i ⊗ Σs + IM ⊗ Σn)(hih

H
i ⊗ Σs)−1(IM ⊗ Σn).

In order to simplify the optimum detector more, we can use the sin-
gular value decomposition (SVD) of Ci: Ci = UΛiUH , where Λi =
diag{λi,1, λi,2, ..., λi,LM} contains eigenvalues of Ci and the columns of U its
the corresponding eigenvectors. Therefore,

Topt = tr(
N∑

i=1

yiy
H
i UΛ−1

i U
H

) =
N∑

i=1

tr(Λ−1
i UHyiy

H
i U) ≷H1

H0
τ. (16)

Let wi
.= UHyi and wi(n) be the nth elements of wi, then the optimum detector

can be written as

Topt =
N∑

i=1

LM∑

n=1

λ−1
i,n|wi(n)|2 ≷H1

H0
τ. (17)

4 Sub-Optimum GLRT-Based Detector

In this section, we assume the channel gains, the PU signal and noise covariance
matrices are unknown to the SU receiver. We derive the GLRT-based detector
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for such a scenario. We first maximize (9) with respect to Σ1 in order to compute
the maximum likelihood estimate (MLE) of Σ1. By setting the derivative of (9)
with respect to Σ1 equal to zero, we obtain

L(Σ−1
i,i RiΣ−1

i,i )T = (Σ−1
i,i )T , (18)

which results to Σ̂i,i = LRi.
In addition, in order to compute the MLE of Σn, we should take deriva-

tive of (8) with respect to Σn and set it equal to zero, which yields Σ̂n =
L

NM

∑N
i=1

∑M
m=1 Ri,mm.

By constituting the LR function, the GLRT-based detector is obtained as,

Tsub =
f(y|H1, Σ̂1)
f(y|H0, Σ̂0)

=
|Σ̂n|NM

∏N
i=1 |Σ̂i,i|

=
1

(NM)NML

N∏

i=1

|∑N
i=1

∑M
m=1 Ri,mm|M
|Ri| .

(19)

5 Analytical Performance

In the following section, we evaluate the performance of the proposed optimum
and sub-optimum detectors in terms of the detection and false-alarm probabili-
ties, i.e. Pd and Pfa, respectively.

5.1 Performance of the Optimum Detector

Performance of the optimum detector is evaluated in this sub-section. We can
rewrite (17) in the null hypothesis as,

Topt|H0 =
N∑

i=1

LM∑

n=1

λ−1
i,n|wi(n)|2 =

N∑

i=1

λ−1
i,1 λ0i,1

|wi(1 )|2
λ0i,1

+ . . .

+ λ−1
i,LMλ0i,LM

|wi(LM)|2
λ0i,LM

=
N∑

i=1

LM∑

n=1

λ−1
i,nλ0i,nzi(n), (20)

where λ0i,n ’s are eigenvalues of ith time block covariance matrix and wi(n) is
a zero-mean Gaussian random variable with variance λ0i,n . Thus, from [13],

zi(n) = |wi(n)|2
λ0i,n

has the chi-squared distribution with one degree of freedom.

From central limit theorem (CLT), with NLM sufficiently large and, also,
from [13], the distribution of the optimum detector under the null hypothesis is
Gaussian. Hence, for evaluating performance of the optimum detector, we should
compute its mean and variance as,

μTopt|H0 =
N∑

i=1

LM∑

n=1

λ−1
i,nλ0i,nE[zi(n)|H0] =

N∑

i=1

LM∑

n=1

λ−1
i,nλ0i,n , (21)
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and

σ2
Topt|H0

=
N∑

i=1

LM∑

n=1

λ−1
i,nλ0i,nV ar[zi(n)|H0] = 2

N∑

i=1

LM∑

n=1

λ−1
i,nλ0i,n . (22)

Similarly, under H1, Topt has a Gaussian distribution with mean and variance
as,

μTopt|H1 =
N∑

i=1

LM∑

n=1

λ−1
i,nλ1i,nE[zi(n)|H1] =

N∑

i=1

LM∑

n=1

λ−1
i,nλ1i,n , (23)

and

σ2
Topt|H1

=
N∑

i=1

LM∑

n=1

λ−1
i,nλ1i,nV ar[zi(n)|H1] = 2

N∑

i=1

LM∑

n=1

λ−1
i,nλ1i,n , (24)

where λ1i,n ’s are eigenvalues of ith time block covariance matrix under H1.
Thus, the false-alarm and detection probabilities can be calculated as,

Pfa = P{Topt > τ |H0} = Q
(

τ − μTopt|H0

σTopt|H0

)

, (25)

Pd = P{Topt > τ |H1} = Q
(

τ − μTopt|H1

σTopt|H1

)

. (26)

5.2 Performance of the Sub-Optimum Detector

In this sub-section, we derive the asymptotic distribution of the proposed detec-
tors under H0 by using the results existing for the asymptotic distribution of
the GLRT.

Lemma 1. Let Θ = [μr,μs]T , with μr ∈ Rr and μs ∈ Rs, be the set of
unknown parameters under H1 and H0. For a composite hypothesis test of the
form,

{
H0 : μr = μr0

,μs

H1 : μr �= μr0
,μs

, (27)

the asymptotic distribution of GLRT statistic, TGLRT , under H0, as N → ∞, is
as

2 ln TGLR ∼ χ2
r, (28)

where χ2
n denotes the central chi-squared distribution with n degrees of freedom.

Proof. See [14]
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Fig. 1. The complementary ROC of the proposed GLRT-based detector for SNR = −8,
Pfa = 0.01, N = 32, L = 10 and different value of M .

According to Lemma 1, as N → ∞, we have

2 ln Tsub ∼ χ2
f , (29)

where f = NL2(M2 − 1). Thus, the false-alarm probability of ΛGLR1 can be
obtained as

Pfa = P[Tsub > η|H0] = P[2 ln Tsub > 2 ln η|H0] =
γ

(
1
2NL2(M2 − 1), ln η

)

Γ
(
1
2NL2(M2 − 1)

) ,

(30)

where γ(k, z) .=
∫ z

0
tk−1e−tdt is the lower incomplete Gamma function.

6 Simulation Results

In this section, we provide simulations in order to evaluate the impact of the dif-
ferent parameters on the performance of the proposed detectors and, moreover,
to compare the performance of the proposed detectors with other previously
reported detectors used as a benchmark. Specifically, the benchmark detectors
are: the AGM method [8, Eqn.(14)], the maximum eigenvalue to trace (MET)
detector [3, Eqn.(39)], and maximum to minimum eigenvalue (MME) detector
[15, Algorithm1].

The complementary ROC (receiver operating characteristics) of the proposed
GLRT-based detector for SNR = −8dB, Pfa = 0.01, N = 32, L = 10 and
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Fig. 2. The detection probability of the proposed GLRT-based detector versus SNR
for Pfa = 0.01 and M = 4, L = 10 and different value of N .
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Fig. 3. The detection probability of different detectors versus SNR for Pfa = 0.01,
L = 10, N = 32 and M = 4.
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Fig. 4. The false-alarm probability versus threshold of the proposed GLRT-based
detectors for L = 10 and different value of L and M .

different value of M is shown in Fig. 1. This figure shows that increase in the
number of antennas is associated with improvement in performance, but the
improvement declines when the number of antennas becomes larger.

Fig. 2 depicts the detection probability of the proposed GLRT-based detec-
tor versus SNR for Pfa = 0.01 and M = 4, L = 10 and different value of
N . As expected, performance of the proposed GLRT-based detector improves
by increasing the number of time blocks. Fig. 3 compares the performance of
optimum NP detector and the proposed GLRT-based detectors with some other
previously reported detectors used as a benchmark. Fig. 3 depicts detection prob-
ability of different detectors versus SNR for for Pfa = 0.01, L = 10, N = 32
and M = 4. As it can be seen, optimum detector has the best performance
among all detectors and after that the proposed GLRT-based detector outper-
forms AGM, MET and MME. In addition, the proposed GLRT-based detector
does not require to compute the eigenvalue of the sample covariance matrix in
contrast to MET and MME. Hence, the proposed GLRT-based detector has
lower computational complexity compare to MET and MME.

Finally, the validity of the approximate closed-form expression provided for
proposed GLRT-based detectors is verified in Fig. 4. Fig. 4 shows that there is
a good agreement between simulations and the approximate closed-form expres-
sion for different value of M and N .

7 Conclusion

In this paper, we investigated the multiple antenna spectrum sensing problem
in CR networks when there are temporal correlation between received samples.
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First, we derived optimum Neyman-Pearson (NP) for the scenario where the
channel gains, the PU signal and noise correlation matrices are known. Then,
we obtained the sub-optimum GLRT-based detector for the case when the PU
receiver has no knowledge about the channel gains, the PU signal and noise cor-
relation matrices. Then, we provided approximate closed-form expression for the
false-alarm probabilities of the proposed detectors. The simulation results were
provided to evaluate the impact of the different parameters on the performance
of the proposed detectors and, moreover, to compare the performance of the
proposed detectors with some other detectors. The provided simulations results
revealed that the performance of the proposed sub-optimum detector is better
than its counterparts.
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Abstract. In this paper, we study non-uniform multilevel quantization
problem in cognitive radio networks (CRNs). We consider a practical
collaborative spectrum sensing (CSS) scenario in which secondary users
(SUs) cooperate with each other to decide about the presence of the
primary user (PU). We consider a cooperative parallel access channel
(CPAC) scheme in reporting channels in which SUs transmit their quan-
tized data to fusion center (FC) for the final decision. Also, we eval-
uate the final summation-based decision statistic and Kullback-Leibler
(KL) divergence performance criterion in the Rayleigh fading channel
and additive Gaussian noise. We compare the non-uniform quantization
scheme performance with the uniform one and illustrate the sensitivity
of the provided quantization scheme to average error probability of sym-
bols. Furthermore, the effect of the collaboration in the CPAC scheme on
performance of the distributed sensing compared with non-cooperative
scheme is investigated.

Keywords: Collaborative spectrum sensing · Non-uniform quantiza-
tion · Rayleigh fading channel

1 Introduction

Cooperative spectrum sensing (CSS) is one of the ways to improve the per-
formance of spectrum sensing algorithms in the shadowing and channel fading
situations [1–6]. In [1] the impact of sensors collaboration to achieve optimal
performance is studied. Authors in[2], investigate a CSS problem in which the
energy sensed by each SU is transmitted to the others and each SU attempts to
decide based on its own information and received signals. In [3–5], cooperation
in CRNs with assumption of independent channels is considered. The authors in
[3] and [4] assume the same distribution for all users, while [5] assumes different
distributions which is more realistic for practical scenarios. In [6], the authors
propose a method which uses spatial diversity to deal with the devastating effects
of a fading channel. However, due to the increasing wireless network users, the
CSS algorithms are often faced with the problem of limited bandwidth. Thus,
information received by the SUs must be properly quantized before transmitting
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 78–91, 2015.
DOI: 10.1007/978-3-319-24540-9 7



Non-uniform Quantized Distributed Sensing 79

to FC in order to occupy less bandwidth, while maintaining the accuracy of the
observations [7–15]. In [7], the M -level quantization problem for a distributed
detection system is investigated by assuming interfering nodes and Byzantine
attacks. In [8] the problem of SUs binary decisions fusion in Rayleigh channels
is studied. Also in [9], authors analyze quantizer design which is robust to link
outages and/or sensor failure in a multi-user system. In [10], comparison of the
performance of single-user and collaborative multi-user quantized system has
been studied. In [11] and [12], authors review the performance of relay based
collaborative distributed detection system for the quantize and forward scheme.
The same problem with the assumption of orthogonal multiple access channels
is considered in [12]. In [13], the authors provide a quantization system with
multiple non-uniform threshold levels, while the impact of channel errors on the
performance of the quantized detection system has been examined in [14]. In
[15], a simulation-based investigation of energy quantization effect on proposed
detector performance is provided.

In this paper, we investigate a multilevel quantization problem in a practical
collaborative distributed detection system. We review an M -level non-uniform
quantization procedure. In order to make the final decision, the SUs transmit
their quantized data to FC in CPAC protocol. We assume a practical wireless
report channel with Rayleigh fading and analytically evaluate the corresponding
performances. A remarkable point of this paper is the comprehensive study of
the SUs cooperation impact on practical wireless networks by deploying a non-
uniform quantization technique. The rest of the paper is organized as follows. In
Section 2, we introduce the system model and assumptions on SUs detector and
applied transmission protocol. In Section 3, we provide boundaries calculations
of uniform and non-uniform multilevel quantization scheme which we have used.
Derivation and evaluation of final decision performance in FC and KL diver-
gence performance criterion are investigated in Section 4. Simulation results are
provided in Section 5 and finally, Section 6 summarizes the conclusions.

Notation: Lightface letters denote scalars. Boldface lower-and upper-case letters
denote column vectors and matrices, respectively. x(.) is the entries and xi is
sub-vector of vector x and [A].,. is the entries of matrix A. N (μ, σ2) denotes
Gaussian distribution with mean μ and variance σ2. Superscript T is transpose
and Q(x) is Q-function Q(x) = 1√

2π

∫ ∞
x

exp
(

−u2

2

)
du.

2 System Model

Suppose a CSS system in CRNs which K SUs detect presence or absence of PU
signals in certain frequency range. We assume each SU has been equipped with
a single antenna. Thus, the final goal of this spectrum sensing system is decision
between the two following hypotheses,

yi(t) =

{
wi(t) H0

s(t) + wi(t) H1

, i = 1, 2, ..,K, (1)
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where yi(t) is observed signal in ith SU, s(t) is PU’s transmitted signal and wi(t)
is additive white Gaussian noise of the channel between the PU antenna and ith
SU.

There are several methods for received signal detection in CRNs that each
of them require different information about PU signal parameters. Generally,
it is assumed that PU signal and priori probabilities of transmitted symbols
are unknown for SU and the traditional and efficient detection method is energy
detector (ED) in this situation. For this reason and also better expression, we use
ED in this paper. Input band-pass filter of detector selects the center frequency
fc, and the bandwidth of interest, W . By assuming sampling time interval T ,
each SU takes P = 2TW samples. Thus, ED for each user can be declared, as
follows,

Ti =
P∑

t=1

|yi(t)|2. (2)

Then, statistical distributions of the derived detector in each SU are,

Ti ∼
{

χ2
P H0

χ2
P (λi) H1

, i = 1, 2, . . . ,K, (3)

where χ2
P and χ2

P (λi) denote central and non-central chi squared distributions,
respectively, each with P degrees of freedom and non-centrality parameter of λi

for the latter distribution. λi is the instantaneous signal to noise ratio (SNR) of
ith SU. To overcome the bandwidth constraint problem of reporting channels,
which link SUs and FC, calculated statistic in each SU is quantized into M lev-
els. The M quantized symbols are transmitted to FC over non-ideal channel. In
different papers, cooperative and non-cooperative schemes are used for trans-
mission scheme. The point we consider in this paper is that we benefit the whole
capacity of the report channels to transmit the SUs data to FC. One scheme
that has this feature is CPAC, which is described in the following. According
to the results derived in [6], CPAC scheme has the best performance among
the analogous ones. Thus, transmission scheme which is used in this network is
CPAC, where sensors are assigned orthogonal channels for transmission.

CPAC transmitting protocol, as is shown in Fig. 1, involves K2 phases that
each SU transmits during K phases, despite the non-cooperative one, which is
called PAC scheme, where each SU transmits data only in one phase. Thus, the
symbol of each SU is transmitted over all of report channels between SUs and
FC. Therefore, received vector in FC is,

yFC = HequSU + n, (4)

where uSU = (uSU1 , uSU2 , ..., uSUK
)T is transmitted vector from SUs to FC, n is

additive noise vector in which ni, i = 1, ...,K is a Gaussian random variable
with distribution N (0, σ2

n) and Heq is the equivalent channel matrix as follows,
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Fig. 1. Structure of CPAC scheme. White blocks represent inactive slots, blue blocks
represent active slots (dark blue for transmitting and light blue for receiving).
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⎜
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⎟
⎟
⎟
⎠

, (5)

where hi, i = 1, ...,K is ith SU’s channel fading gain which is assumed has
Rayleigh distribution. Also channel gain and additive noise is assumed indepen-
dent. Remarkable thing is that in this scheme the cooperative channels between
sensors are assumed to be error-free. In other words, we assume that the symbols
trasmitted from each SU, is received completely and correctly in others SUs.
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3 Multilevel Quantization Scheme

In this section, we provide a multilevel quantization scheme to transmit statis-
tic values of SUs Ti, i = 1, ...,K to FC to make final decision on presence or
absence of PU signal. In the multilevel quantization scheme, we need to parti-
tion Ti into multiple regions. Thus, we must determine multiple boundaries. In
the following subsections, we investigate on uniform and non-uniform procedures
on boundaries determination.

3.1 Uniform Quantization Scheme

In the uniform method, which is a common approach for M -level quantization,
the process is such that each user determine the maximum and minimum values
of the derived statistic during N observations, as the upper and lower quantiza-
tion bounds, respectively. In the next step, the range between these two values is
divided into M interval and finally quantized value for each interval is obtained,
as follows,

τm,i =
(

θmax,i − θmin,i

M

)

m + θmin,i, m = 0, . . . , M, (6)

where θmax,i and θmin,i are maximum and minimum of T(j)
i , j = 1, . . . , N ,

respectively. And thus, quantized values are,

νm,i =
(

τm−1,i + τm,i

2

)

, m = 1, . . . , M, (7)

3.2 Non-uniform Quantization Scheme

Since detection error usually occur in low SNR and nearby thresholds and in
higher SNR detection of PU presence is much easier, it is more efficient that quan-
tization boundaries density be higher nearby thresholds. In this study, we use
a procedure to create non-uniform boundaries. In this procedure, quantization
boundaries of each SU are derived based on the threshold value ηi, i = 1, . . . , K
which has been calculated by consideration of Neyman-Pearson method for
binary hypotheses and acceptable false alarm probability [13]. The M quantiza-
tion levels of ith SU quantizer is represented by USUi

= {u1,i, u2,i, . . . , uM,i}
and its quantization boundaries are ti = {t0,i, t1,i, . . . , tM,i}. In fact, when
Ti ∈ (tm+1,i, tm,i] for m = 1, . . . , M , quantizer decides USUi

= um,i. First, we
determine an upper and lower bounds for tm,i, in order to cover all possible val-
ues of each SU’s statistic. Then, determination of boundaries values is in a way
that number of boundaries near the binary hypothesis threshold ηi be greater.
Therefore, boundaries are determined as follows,

⎧
⎪⎪⎨

⎪⎪⎩

tM,i = Ti + ηi

tM
2 ,i = ηi

t0,i = ηi − Ti.

(8)
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where,

Ti = max
j

|T(j)
i − ηi|, j = 1, . . . , N, (9)

is the maximum distance of ith SU statistic from threshold in N observations and
also T(j)

i is ith SU statistic in jth observation. For middle values of boundaries,
we have,

{
tm,i = tm+1,i+ηi

2 , m > M
2

tn,i = tn−1,i+ηi

2 , n < M
2 .

(10)

Therefore, quantized value of each level is defined as,

um,i =
tm−1,i + tm,i

2
, m = 1, ...,M. (11)

The probability mass function (PMF) of USUi
, which is the transmitted value to

FC from ith SU, can be expressed as,

P (USUi
= um,i|Hj) =

∫ tm,i

tm−1,i

f(Ti = t|Hj)dt, j = 0, 1. (12)

According to cumulative distribution function (CDF) of central and non-central
chi-square random variables and (3), we have,

P (USUi
= um,i|H0) =

γ
(

N
2 ,

tm,i

2

)
− γ

(
N
2 ,

tm−1,i
2

)

Γ
(

N
2

) , (13)

where Γ (.) and γ(., .) are gamma and lower incomplete gamma function, respec-
tively.

P (USUi
= um,i|H1) = QN

2
(
√

λi,
√

tm−1,i) − QN
2
(
√

λi,
√

tm,i), (14)

for m = 1, ...,M , where QN
2
(., .) is Marcum Q-function.

As mentioned before, the report channel is assumed fading channel with
Rayleigh distribution and additive Gaussian noise. Therefore, according to (5)
and Fig. 1, all of SUs quantized data are transmitted to FC over K different
independent channels. i.e. for each SU’s transmitted symbol uSUi

, we have K
observations in K different time phases. If variable l be index of observations
time phases, it can be seen in Fig. 1 that transmitted symbol related to ith SU,
uSUi

, is received in l = i + nK, n = 0, ...,K − 1, time phases. Thus, the received
signal from ith SU in lth time phase is,

yFCi
[l] = uSUi

hi,l + ni = xSUi,l
+ ni, (15)

where hi,l = [Heq]l,i has Rayleigh distribution with unit power as follows,

fH(hi,l) = 2hi,le
−h2

i,l , hi,l > 0. (16)
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For xSUi,l
distribution, we have,

FXSUi,l
(xSUi,l

) = P (XSUi,l
< xSUi,l

) = P (Hi,lUSUi
< xSUi,l

)

= P (Hi,l <
xSUi,l

uSUi

) = FH(
xSUi,l

uSUi

). (17)

Then,

fXSUi,l
(xSUi,l

) =
1

uSUi

fH(
xSUi,l

uSUi

) (18)

=
2

u2
SUi

xSUi,l
exp

(

−
x2

SUi,l

u2
SUi

)

,
xSUi,l

uSUi

> 0.

4 Decision in Fusion Center

In this section, we derive a posteriori probability of received symbols in FC from
each user. Since, additive noise is assumed Gaussian, distribution of observed
signal in FC from ith SU in lth time phase can be calculated as,

f(yFCi
[l]|uSUi

,Hj) = f(yFCi
[l]|uSUi

) (19)

=
∫ +∞

−∞

2xSUi,l√
2πu2

SUi

e

−

⎛
⎜⎝

x2
SUi,l

u2
SUi

+
(yFCi

[l] − xSUi,l
)2

2σ2
n

⎞
⎟⎠

dxSUi,l
.

By replacement τSUi,l
=

xSUi,l

uSUi

, and also from Section 3.462 in [16], (19) might

be simplified as,

f(yFCi
[l]|uSUi

) =

√
2σn√

π(u2
SUi

+ 2σ2
n)

e

⎛
⎜⎝−yFCi

[l]2

2σ2
n

⎞
⎟⎠

(20)

×

⎡

⎢⎢⎢
⎣

1 +

√
2πuSUi

yFCi
[l]

σn

√
u2

SUi
+ 2σ2

n

e

⎛
⎜⎝

u2
SUi

yFCi
[l]2

2σ2
n

(
u2

SUi
+ 2σ2

n

)
⎞
⎟⎠{

1

2
− 1

2
erf

(
1√
2

−uSUi
yFCi

[l]

σn

√
u2

SUi
+ 2σ2

n

)}
⎤

⎥⎥⎥
⎦

.

In (20), erf(x) =
2√
π

∫ x

0
e−t2dt is Gaussian error function of random variable x.

By assumption ASUi
=

1
u2

SUi
+ 2σ2

n

, then (20) can be rewritten as follows,

f(yFCi
[l]|uSUi

) =
√

2√
π

σnASUi
e

⎛
⎝−yFCi

[l]2

2σ2
n

⎞
⎠

+ 2uSUi
A

3
2
SUi

yFCi
[l]e−ASUi

yFCi
[l]2Q

(

−uSUi
A

1
2
SUi

σn
yFCi

[l]

)

. (21)
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As we can see, by assumption of known noise variance, (21) is function of uSUi

and yFCi
[l] and is independent from instantaneous channel value. Since transmit-

ted data from SUs are discrete random variables, we have to calculate PMF of
received symbols as a posteriori probability of quantized data from distribution
of received signals in FC. Thus,

P (UFCi
[l] = um,i|uSUi

= uk,i) =
∫

Ωm

f(yFCi
[l] = t|uk,i)dt, (22)

where Ωm is decision region of um,i symbol. Calculation of integral in (22) is
given in Appendix. Thus, from (12) and (A-4), a posteriori probability of received
symbol from ith SU under both hypotheses can be represented as,

P (UFCi
[l] = um,i|Hj) =

M∑

k=1

P (UFCi
[l] = um,i|uSUi

= uk,i)P (USUi
= uk,i|Hj),

(23)

for j = 0, 1. By averaging on K time phases in which ith SU’s symbol is trans-
mitted, we have, for j = 0, 1,

P (UFCi
= um,i|Hj) =

1
K

K∑

l=1

P (UFCi
[l] = um,i|Hj). (24)

To determine transmitted symbol of the ith SU, maximum a posteriori prob-
ability (MAP) is used such that the received symbol with greater a posteriori
probability is selected. Thus, for equal priori probabilities of both hypotheses,
we have,

ûSUi
= max

m=1,...,M
{um,i : P (UFCi

= um,i)}. (25)

4.1 Decision Rule Based on Received Symbol Summation

In this subsection, we consider summation based fusion scheme in FC in which
FC sums the determined symbols of all SUs to make final decision. i.e.,

TFC =
K∑

i=1

ûSUi
�H1

H0
η
FC

. (26)

To evaluate performance of the expressed decision rule, we have to derive the
PMF of TFC. Thus, From [17], we have,

p(TFC |Hj) = p(ÛSU1 |Hj) ∗ . . . ∗ p(ÛSUK
|Hj). (27)

Where p(ÛSUi
|Hj) denotes the PMF of ith received symbol estimation and ∗

denotes the convolution operator of discrete random variables. If LTFC , which
has MK elements, be the set of values which TFC can take, then according to
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Neyman-Pearson test for discrete random variables, decision rule at the FC is
given by,

⎧
⎪⎪⎨

⎪⎪⎩

TFC < η
FC

, H0

TFC = η
FC

, H1 with probability γ

TFC > η
FC

, H1,

(28)

where for maximum acceptable false alarm probability α, η
FC

is the threshold
given by,

η
FC

= min
tFC∈LTFC

{tFC : P (TFC > tFC |H0) < α}. (29)

and γ is randomization parameter as follows,

γ =
α − P (TFC > η

FC
|H0)

P (TFC = η
FC

|H0)
. (30)

Detection probability can be calculated as,

Pd = P (TFC > η
FC

|H1) + γP (TFC = η
FC

|H1). (31)

4.2 Kullback-Leibler Divergence Criterion in FC

In this subsection, we benefit KL divergence criterion for evaluation of detector
performance in FC, which in probability, is a criterion of the difference between
two probability distributions. The KL divergence is a fundamental equation to
quantify the proximity of two probability distributions[18]. While, it may be used
as criterion of divergence between the two hypotheses in detection, since it is
the expected log-likelihood ratio[19]. In this paper, we express the KL divergence
criterion in the following form,

DKLFC
=

∑

m

P (û = m|H1) ln
P (û = m|H1)
P (û = m|H0)

, (32)

where P (û = m|Hj), j = 0, 1, is PMF of the received symbols estimations vector,
û = {ûSU1 , ûSU2 , ..., ûSUK

} and m ∈ {u1,1, ..., uM,1} × . . . × {u1,K , ..., uM,K}. As
mentioned before, we assume that SUs are independent and the PMF of them
are independent too. Therefore, (32) can be expressed as follows,

DKLFC
=

K∑

i=1

M∑

m=1

P (ûSUi
= um,i|H1) ln

P (ûSUi
= um,i|H1)

P (ûSUi
= um,i|H0)

. (33)
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5 Simulation Results

In this section, we provide a comparative simulation-based performance of the
system which is introduced in this paper, based on Monte-Carlo simulations.

Fig. 2 depicts comparison of the performance in FC for different quantization
levels under uniform and non-uniform schemes based on detection probability
Pd versus SNR at false alarm probability rate Pfa = 0.01 and K = 4 in the
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Fig. 2. Probability of detection Pd of the CPAC scheme versus SNR for Pfa = 0.01,
K = 4 and different uniform and non-uniform quantization levels.
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Fig. 3. Probability of detection Pd of the CPAC and PAC schemes versus SNR for
Pfa = 0.01, M = 8 and different number of users.
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Fig. 4. Average error probability of FC detector versus SNR in the CPAC scheme for
M = 8.
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Fig. 5. sensitivity of FC to average error probability of symbols received from each SU
versus SNR in the CPAC scheme for K = 4.

CPAC scheme. As can be seen, statistic performance is more efficient in the
provided non-uniform scheme compared with the uniform one and also with
increasing quantization levels, performance will be better, but this improvement
in the levels change from 2 to 4 is more than 4 to 8 or 8 to 16 in the non-
uniform one. Because values of bounds in this method are very close to each
other near the threshold and so increasing of levels will not have noticeable
effect. Therefore, non-uniform method does not require high quantization levels
for better performance that will be effective for less occupied bandwidth.
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Fig. 6. KL divergence performance metric in FC versus SNR in CPAC scheme for
K = 2.

In Fig. 3, we investigate the impact of CPAC protocol on performance of
the FC statistic based on detection probability Pd versus SNR for M = 8 and
Pfa = 0.01. As can be seen, in addition to better performance of the detector
for more SUs, performance improvement in cooperative scheme compared with
non-cooperative one, PAC, is also evident.

In Fig. 4, decreasing average error probability Pe of FC detector versus SNR
in CPAC scheme for M = 8 and the higher number of SUs is depicted. Fig. 5
shows sensitivity of FC detector to average symbol error probability for K = 4
and cooperative scheme. In this figure, the maximum numerical value for sensi-
tive criterion is equal 1, thus the values closer to one are more sensitive, which
means in higher quantization levels, receiver is more sensitive to average symbol
error and thus its decision is more accurate.

Finally, in Fig. 6 we provide simulation-based evaluation of the KL divergence
criterion versus SNR for different quantization levels and K = 2 in CPAC
scheme. Higher values of KL divergence which means more accurate decision
can be observed in figure with increasing quantization levels.

6 Conclusion

In this paper, we investigated a practical CSS problem in which SUs use multi-
level non-uniform quantization to transmit their data to FC based on cooperative
scheme in Rayleigh fading wireless links. We detected symbols received in FC
from each SU in different time phases of CPAC scheme based on MAP pat-
tern. In addition, we provided summation-based final decision statistic and KL
divergence metric to evaluate the system performance in FC. Simulation results
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revealed the effect of SUs cooperation and also applying non-uniform quantiza-
tion on the performance improvement of the derived detector in FC. Also, we
showed that sensitivity of the detector to average symbol error probability and
KL divergence criterion will increase in higher quantization levels.
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Appendix

In this section we provide calculation of integral in (22) as follows,
∫

Ωm

f(yFCi
[l] = t|uSUi

)dt (A-1)

=
∫

Ωm

√
2σnASUi√

π
e

⎛
⎝−t2

2σ2
n

⎞
⎠

dt+
∫

Ωm

2uSUi
A

3
2
SUi

te−ASUi
t2Q

(

−uSUi

√
ASUi

σn
t

)

dt.

First and second parts of (A-1) can be calculated, respectively, as,

I :
∫ √

2σnASUi√
π

e

⎛
⎝−t2

2σ2
n

⎞
⎠

dt = σ2
nASUi

erf
(

t√
2σn

)

. (A-2)

Also, by integration by parts method, for second part we have,

II :
∫

2uSUi
A

3
2
SUi

te−ASUi
t2Q

(

−uSUi

√
ASUi

σn
t

)

dt

=
√

πu2
SUi

ASUi

2
erf

(
t

σn

)

− uSUi

√
ASUi

Q(−uSUi

√
ASUi

σn
t)e−ASUi

t2 . (A-3)

Then, from (A-2), (A-3) and (22), we have,

P (UFCi
[l] = um,i|uSUi

= uk,i) (A-4)

=

[
σ2

nAk,ierf

(
t√
2σn

)
+

√
πu2

k,iAk,i

2
erf

(
t

σn

)
− uk,i

√
Ak,iQ(−uk,i

√
Ak,i

σn
t)e−Ak,it2

]
Ωm

.
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Abstract. We consider resource assignment and power allocation prob-
lem in femtocells under channel estimation errors. Our formulation is
to maximize the throughput of femtocell users that share spectrum
resources with macrocell base station (MBS) while limiting interference
between macrocell and femtocells. Using cognitive capabilities, femto-
cell basestations (FBS) can acquire the needed information about the
neighboring MBS users to reduce cross-tier interference between FBS
and MBS users. We analyze the distributions of signal to interference
and noise ratio (SINR) of MBS users and signal to interference ratio
(SIR) of FBS users. Based on the analytical results, we present resource
assignment and power allocation solutions to maximize the mean sum
rate subject to SINR and SIR outage constraints, along with simulation
verifications.

Keywords: Cognitive femtocell · Cross-tier interference · Resource
assignment · Outage constraint · Power allocation

1 Introduction

For nearly a century, wireless capacity has doubled every 30 months. Capacity
analysis shows that the capacity increased 25x due to wider spectrum, 5x from
dividing spectrum into smaller portions, 5x from enhancements in modulation
techniques, and 1600x through reducing the cell sizes and accordingly the com-
munication distances [1]. Despite such high capacity growth, consumer demand
for capacity rises even higher. Recent studies show that nearly 50% of voice traf-
fic and 70% of data traffic take place from indoor consumers and it is predicted
that this indoor traffic will increase to 60% and 90% for voice and data traf-
fic respectively [1][2]. Femtocell is one promising solution to the traffic growth
problem under limited spectrum. Femtocell basestation (FBS) is a short range,
low-power and low-cost basestation, installed by users with internet connection,
in order to provide better service for local or indoor users.
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Grants ECCS-1307820, CNS-1443870, and CNS-1457060. The work of the 1st author
is also supported by an Egyptian Government grant.
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A number of other existing works have focused on the interference problem
that arises because of spectrum sharing between MBS and FBS [3]. Among
various solutions, cognitive radio (CR) may effectively add the needed spectrum
awareness functions to the FBS [4][5]. Such FBS with cognitive capabilities may
obtain spectrum information needed to control interference level on the shared
resources. The authors of [6] presented an algorithm for optimal power allocation
in order to solve the downlink interference problem, requiring prior knowledge
of all the system channel gains collected by a fusion center. In [7] the authors
presented a decentralized interference management method for LTE-A femtocells
by sharing measured pathloss information among neighboring femtocells. The
authors in [8] formulated the optimization problem of the resource allocation as
a Stackelberg game. They focused on the energy efficiency aspect of the shared
spectrum in heterogeneous networks. Further, authors of [9] used game theory to
model the resource allocation problem and introduced cognitive radio resource
management and strategic game based radio resource management schemes to
solve the given problem.

In this paper, we study the underlay femtocell scheduling and power assign-
ment problem. Our main objective is to derive a decentralized technique for FBS
resource scheduling so as to maximize the total capacity of home user equipments
(HUEs) served by the FBS while keeping SINR of nearby macro-user equipments
(MUEs) above a given threshold when sharing the same resources. We incorpo-
rate some sensing capabilities at the FBS for collecting needed information on
the shared resources and for measuring the femtocell impact on nearby cochannel
MUEs. Our main contribution is in considering an estimation error in FBS-to-
HUE and MBS-to-HUE channel gains. By formulating the problem based on this
channel uncertainty, we analyze the distributions of HUEs signal to interference
ratio (SIR) and MUEs SINR. Another main contribution in this work is the
analytical reduction of the given problem into a much simpler problem [10]. We
further present two decentralized methods to solve the resulting channel assign-
ment and power allocation problem based on the optimal Hungarian algorithm
and a greedy suboptimal algorithm.

We organize our manuscript as follows: in section 2 we introduce the system
model and our problem formulation to maximize the average sum rate subject
to SINR and SIR outage constraints. section 3 provides the distribution analysis
on SIR of HUEs and SINR of the MUEs. We present our proposed solution for
the given optimization problem in section 4 and simulation results in section 5.

2 System Model

2.1 Network Architecture

Our underlying heterogeneous network consists of two tiers: a central macrocell
and several femtocells. Each femtocell shares assigned bandwidth (BW) with
the macrocell without intra-tier interference with other femtocells. This can be
achieved by orthogonal bandwidth assignments for adjacent femtocells. The fem-
tocells operate in closed access mode.
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Request C-RNTI and TPC-RNTI 
for all potential MUEs neighbors 

found in the MBS
Send the C-RNTI and TPC-

RNTI 

Macrocell Base Station 
(MBS)

Femtocell Base Station 
(FBS)

MBS users 
(MUEs)

Monitor the Uplink (UL) 
channels

Transmit their UL information 
to the MBS through the 
PUCCH and/or PUSCHOverhear the UL information 

and detect the neighbors based 
on the power received 

(Overheard) and the power 
schedule information 

Identify the neighboring MUEs 
and their CQI scheduling

Run the scheduling for the HUEs 

Send the CQI report

Overhear the neighbors and 
update the CQI

Decode the PDCCH and store 
the scheduling for the potential 
MUEs neighbors in the MBS 

Where:
C-RNTI: Cell-Radio Network Temporary Identifier
TPC-RNTI: Transmit Power Control-RNTI
PDCCH: Physical Downlink Control Channel
PUCCH: Physical Uplink Control Channel 
PUSCH: Physical Uplink Shared Channel

Fig. 1. The action sequence to identify the femtocell neighbors.

We assume cognitive capabilities in each FBS in order to assist in the schedul-
ing and power assignment process. Given the cognitive capability plus indirect
coordination of the macrocell base station (MBS), FBS can identify the neighbor-
ing MUEs as well as their power and channel assignments. Fig. 1 illustrates the
actions of FBS, MBS, and MUEs in order for the FBS to acquire the needed infor-
mation. Each FBS schedules its actions separately. In this paper, resource block
(RB) and channel are synonymous. Before proceeding, here are some important
notations we use:

– γc
u(t)/γc

v(t): SINR of the HUE u / MUE v on channel c at time t.
– CQIc

v(t): The overheard channel quality information (CQI) report of the
MUE v on channel c at time t.

– θc
u(t): SIR of the HUE u on channel c at time t.

– θHUELB/γMUELB : The minimum SIR / SINR for the HUE / MUE that can
guarantee reliable connection with the FBS / MBS.
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– Hc
F−u(t)/Hc

M−u(t)/Hc
M−v(t)/Hc

F−v(t): Complex channel gains for the FBS-
HUE / MBS-HUE / MBS-MUE / FBS-MUE.

– P c
M (t)/P c

F (t): MBS / FBS assigned power on channel c at time t.
– Pu,c(t): Power assigned for the HUE u by the FBS on channel c at time t.
– Cout(t)/CI

out(t)/CN
out(t): Normalized total capacity of HUEs at time t over

all / overlapped / non-overlapped assigned resources.
– NHUE/NMUE : Number of HUEs / MUEs.
– α, β: Probability values from 0 to 1.
– E[g(t)]/V[g(t)]: Mean / Variance of g(t).
– χ

′2(k, λ): Non-central chi square distribution with k degrees of freedom and
non-centrality parameter λ .

2.2 Problem Formulation

Assume the MBS has NMUE users (neighboring the FBS) and N1 available RBs
while the FBS has NHUE users assigned with N2 RBs (N2 < N1). Normally not
all the N2 RBs are occupied with neighboring MUEs. We can divide the total
HUEs capacity according to

Cout(t) = CI
out(t) + CN

out(t), (1)

where overlapped resources are RBs occupied by neighboring MUEs and assigned
to HUE by the FBS for sharing whereas non-overlapped resources are either
empty or occupied by far away MUEs.

In our problem formulation, we will consider maximizing HUEs capacity over
shared RBs, in other words we are just considering optimizing the scheduling
and power assignment over the interfered channels.

Let N0 be the background noise power. Eqs. (2) and (3) define the SINR and
SIR of HUE u respectively as

γc
u(t) =

Pu,c(t)
∣
∣Hc

F−u(t)
∣
∣2

P c
M (t)

∣
∣Hc

M−u(t)
∣
∣2 + N0

, (2)

θc
u(t) =

Pu,c(t)
∣
∣Hc

F−u(t)
∣
∣2

P c
M (t)

∣
∣Hc

M−u(t)
∣
∣2

. (3)

Because we only consider the overlapped channels, P c
M (t) > 0 and conse-

quently N0 � P c
M (t)

∣
∣Hc

M−u(t)
∣
∣2, Hence γc

u(t) ≈ θc
u(t), from which we can define

the normalized capacity of the HUEs over the overlapped channels by

CI
out(t) =

NHUE∑

i=1

(
NCh∑

j=1

ai,j(t) log2(1 + θj
i (t))) (4)

where NCh is the number of overlapped channels and ai,j(t) is the action by the
FBS such that:

ai,j(t) =

{
0, if Channel j is not assigned to HUE i

1, if Channel j is assigned to HUE i
.
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Since channel gains are estimated by the HUE u before being sent to the
FBS, according to estimation error model provided in [11], we can represent the
channel gains as Random Variables (RVs) as shown in (5)

Hc
F−u(t) = Ĥc

F−u(t) + H̃c
F−u, (5)

where Ĥc
F−u(t) is a constant complex value representing the estimated channel

at time t and H̃c
F−u is a complex normal distributed RV represent the estimation

error such that H̃c
F−u ∼ CN (0, 2σ2

F−u). Therefore Hc
F−u(t) can be modeled as

a complex normally distributed RV such that Hc
F−u(t) ∼ CN (Ĥc

F−u(t), 2σ2
F−u)

Similarly we have
Hc

M−u(t) = Ĥc
M−u(t) + H̃c

M−u, (6)

where Hc
M−u(t) can be modeled as a complex normally distributed RV such that

Hc
M−u(t) ∼ CN (Ĥc

M−u(t), 2σ2
M−u). We also define the SINR of the MUE v

γc
v(t) =

P c
M (t)

∣
∣Hc

M−v(t)
∣
∣2

P c
F (t)

∣
∣Hc

F−v(t)
∣
∣2 + N0

. (7)

We assume that the MBS shares its power assignment information with the FBS
in order to reduce the interference from FBS frequency reuse. In order to gain
some information about Hc

M−v(t) and Hc
F−v(t), we assume that the channel is

slow-fading channel, such that the channel gain is approximately constant in 3
consecutive time slots.
From this assumption, for t − 2 ≤ T ≤ t we have

Hc
M−v(T ) = Hc

M−v, (8)

Hc
F−v(T ) = Hc

F−v. (9)

Therefore,

γc
v(t) =

P c
M (t)

∣
∣Hc

M−v

∣
∣2

P c
F (t)

∣
∣Hc

F−v

∣
∣2 + N0

, (10)

and

γc
v(t − 1) =

P c
M (t − 1)

∣
∣Hc

M−v

∣
∣2

P c
F (t − 1)

∣
∣Hc

F−v

∣
∣2 + N0

, (11)

γc
v(t − 2) =

P c
M (t − 2)

∣
∣Hc

M−v

∣
∣2

P c
F (t − 2)

∣
∣Hc

F−v

∣
∣2 + N0

. (12)

As a result of FBS’s cognitive capabilities, the FBS can overhear CQIc
v(t − 1)

and CQIc
v(t − 2), which represent quantized versions of γc

v(t − 1) and γc
v(t − 2),

respectively. Therefore, CQIc
v(T ) indicates the interval of γc

v(T ) such that

At CQIc
v(T ) = K → γc

v(T ) ∈ [a, b], (13)
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where K represent the overheard CQI value and a, b represent the interval
boundaries corresponding to K that γc

v(T ) lies in. Therefore at time t, we can
estimate Hc

M−v and Hc
M−v (assuming CQIc

v(t − 1) �= CQIc
v(t − 2)) from Eqs.

(11) and (12), thereby allowing us to find P (γc
v(t)|CQIc

v(t−1), CQIc
v(t−2)) ≥ β.

We now formulate the maximization of HUE capacity:

max
Pu,c

E[CI
out(t)] = max

Pu,c

(
NHUE∑

i=1

(
NCh∑

j=1

ai,j(t)E[log2(1 + θj
i (t))])) (14a)

s.t.

NHUE∑

i=1

ai,c(t) ≤ 1 (14b)

NCh∑

j=1

au,j(t) = 1 (14c)

P(
NCh∑

j=1

au,j(t)θj
u(t) ≥ θHUELB) ≥ α (14d)

P(
NCh∑

j=1

ξv,j(t)γj
v(t) ≥γMUELB

∣
∣
∣

NCh∑

j=1

ξv,j(t)CQIj
v(t − 1),

NCh∑

j=1

ξv,j(t)CQIj
v(t − 2)) ≥ β (14e)

u = 1, 2...NHUE , v = 1, 2, ...NMUE , c = 1, 2, ...NCh,

where ξv,j(t) is the participation indicator at time t based on overheard schedul-
ing information:

ξv,j(t) =

{
0, if Channel j is not scheduled to MUE v

1, if Channel j is scheduled to MUE v
.

Note that [12] provides a Gaussian approximation for the objective function
as:

E[log2(1 + θc
u(t))] ≈ log2(1 + E[θc

u(t)]) − V[θc
u(t)]

2(1 + E[θc
u(t)])2

, (15)

which provides our approximate objective function:

max
Pu,c

E[CI
out(t)] = max

Pu,c

(
NHUE∑

i=1

(
NCh∑

j=1

ai,j(t)(log2(1 +E[θc
u(t)]) − V[θc

u(t)]
2(1 + E[θc

u(t)])2
)))

(16)
The constraints shown in Eqs. (14b) and (14c) aim to ensure that each chan-

nel is occupied once and that each HUE gets only one channel respectively.
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While the constraints in Eqs. (14d) and (14e) are to guarantee that there exists
a minimum acceptable SIR and SINR levels for each HUE and MUE to sustain
a reliable transmission with the FBS and MBS respectively.

In order to solve the shown problem, we need to analyze the distributions of
γc

v(t) and θc
u(t) as well as calculating the first order statistics of θc

u(t).

3 SIR and SINR Distribution Analysis

3.1 SIR Distribution Analysis

According to the channel model of (5), we define

H̄c
F−u(t) = Hc

F−u(t)/σF−u, (17)

H̄c
M−u(t) = Hc

M−u(t)/σM−u, (18)

Therefore

θc
u(t) =

Pu,c(t)σ2
F−u

∣
∣H̄c

F−u(t)
∣
∣2

P c
M (t)σ2

M−u

∣
∣H̄c

M−u(t)
∣
∣2

, (19)

where the random variable H̄c
F−u(t) ∼ CN ( Ĥc

F−u(t)

σF−u
, 2) and accordingly

∣
∣H̄c

F−u(t)
∣
∣2 ∼ χ

′2(2,

∣
∣
∣
∣
∣

Ĥc
F−u(t)
σF−u

∣
∣
∣
∣
∣

2

). (20)

And similarly we have

∣
∣H̄c

M−u(t)
∣
∣2 ∼ χ

′2(2,

∣
∣
∣
∣
∣

Ĥc
M−u(t)
σM−u

∣
∣
∣
∣
∣

2

). (21)

Then we will have

θc
u(t) = m

∣
∣H̄c

F−u(t)
∣
∣2

∣
∣H̄c

M−u(t)
∣
∣2

︸ ︷︷ ︸
H̄

. (22)

Therefore, from [13] we conclude that H̄ has a doubly non-central F-Distribution

with parameters (2, 2,
∣
∣
∣Ĥc

F−u(t)/σF−u

∣
∣
∣
2

,
∣
∣
∣Ĥc

M−u(t)/σM−u

∣
∣
∣
2

), from which the
probability density function (PDF) of θc

u(t) is also known.

3.2 SINR Distribution Analysis

In order to evaluate the constraint shown in equation (14e), we need to calculate
the cumulative distribution function (CDF) of γc

v(t). To do so we will start by
substituting in Eq. (10) by Eqs. (11) and (12), to get the form in equation (23)

γc
v(t) =

K1γ
c
v(t − 1)γc

v(t − 2)
K2γc

v(t − 1) + K3γc
v(t − 2)

, (23)
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where
K1 = P c

M (t)(P c
F (t − 2) − P c

F (t − 1))

K2 = P c
M (t − 2)(P c

F (t) − P c
F (t − 1))

K3 = P c
M (t − 1)(P c

F (t − 2) − P c
F (t))

and since we do not know the exact values of γc
v(t − 1) and γc

v(t − 2), we only
can overhear their CQI level as we mentioned earlier. Therefore we can model
γc

v(t − 1) and γc
v(t − 2) as random variables uniformly distributed within the

known interval based on the CQI level.
Starting from equation (23), at K2 �= 0

γc
v(t) = (

K1

K2
)

γc
v(t − 1)γc

v(t − 2)
γc

v(t − 1) + K3
K2

γc
v(t − 2)

, (24)

γc
v(t) = (

K1

K2
)S, (25)

where

S =
γc

v(t − 1)γc
v(t − 2)

γc
v(t − 1) + kγc

v(t − 2)
, (26)

and k = K3/K2. Applying Eq. (26) and PDFs of γc
v(t − 1) and γc

v(t − 2), we
evaluated a closed-form PDF of S which is then used to determine γc

v(t) PDF
and CDF.

4 Proposed Solution

In this section we will introduce a solution to the given problem by first focusing
on a power selection policy.

4.1 Optimum Power Level Selection

Considering the objective function (14a), Eqs. (14b) and (14c) guarantee that no
channel assigned to more than one HUE and that every HUE gets only one chan-
nel, while equations (14d) and (14e) specify the minimum and maximum power
limits respectively. Thus, for a valid assignment we can rewrite our problem as
follows:

max
Pu,c

E[CI
out(t)] = max

Pu,c

(
NHUE∑

i=1

(
NCh∑

j=1

ai,j(t)E[log2(1 + θj
i (t))])) (27a)

s.t.
Pmin

u,c ≤ Pu,c ≤ Pmax
u,c (27b)

Lemma 1: For the objective function (27a) with any valid channel assignment, if
there exists Pu,c for HUE u to satisfy (27b), then its optimum power assignment
equals Pmax

u,c .

Proof: We can show that our objective function is monotonically increasing in
Pu,c. The details are omitted here.
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4.2 Main Structure of the Solution Algorithm

In order to explain the proposed solution, we will first describe the reduction/
transformation used to transfer the given problem equivalently into an assign-
ment problem. The term “problem reduction” is very popular in complexity
theory. The main idea is in transform underlying problem from an unknown
form (non-convex optimization problem) to a known one such that there exists
an optimal and efficient algorithm to solve it. One common use of problem reduc-
tion is to show that a specific problem belongs to a certain class of complexity
like P, NP and NP-complete. This reduction is based on the analytical results
from the previous sections and it is described in the algorithm given below.
These steps should be made regardless of the method we will use later to solve
the assignment problem.

Algorithm: Optimum Channel Allocation (main structure)

1. Combining the calculated CDF of γc
v(t) (section 3.2) and the constraint in (14e),

we will be able to evaluate the maximum power (Pmax
u,c ) for all the available RBs.

2. The results of section 3.1, enable us to calculate the distribution of the random
variable θmax

u,c (t) as well as its first order statistics for each HUE at each RB.
3. Using the first order statistics of θmax

u,c (t), we will be able to calculate the maximum
capacity for each HUE on every channel.

4. In order to apply the constraint in equation (14d) we will use the θmax
u,c (t) CDF to

verify that all HUEs SIR exceeds θHUELB, otherwise exclude this channel assign-
ment from the result.

Result: a lookup (rate) table r(i, j) representing the maximum capacity for each HUE

at each channel (i = 1, ...NHUE and j = 1, ...NCh)

where θmax
u,c (t) is the maximum SIR of the HUE u on channel c at time t

θmax
u,c (t) =

Pmax
u,c (t)

∣
∣Hc

F−u(t)
∣
∣2

P c
M (t)

∣
∣Hc

M−u(t)
∣
∣2

. (28)

Basically we start our solution by using the results in section 3 to calculate
the lookup (rate) table or matrix R (where R = [r(i, j)] for i = 1, ...NHUE and
j = 1, ..NCh). After completing the 4 steps, we will proceed to find the channel
assignment to maximize the objective function.

4.3 Channel Assignment Algorithms

Given matrix R which represents the lookup table, we can also view this as the
edge weight matrix of a bipartite graph. On one end of the bipartite graph are
the user nodes, while on the opposite end of the bipartite graph are the available
channels. To find the best pairing to maximum the sum rate, we can either use
a simpler greedy algorithm or resort to the well known Hungarian Algorithm
designed to solve such assignment problem optimally in shorter time.
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Greedy Algorithm. The lookup table is a matrix R with HUEs as rows and
channels as columns. We can determine the suboptimum channel assignment by
applying a greedy algorithm to find the maximum pairing in each iteration. Let
a matrix P1 = R. For the i -th iteration, our greedy algorithm find the maximum
element in matrix Pi as a pairing choice before forming the next matrix Pi+1

by removing the corresponding row and column of the maximum element from
Pi. We continue until all HUEs or channels are exhausted.

In the greedy algorithm, successful HUE acquires the maximum capacity from
the available channels regardless the remaining HUEs. Although the complexity
of greedy solution is very low and its time consumption grows linearly with
increasing problem size, it is generally not optimal.

Hungarian Algorithm. Starting from the rate lookup table, our problem is
viewed as an assignment problem in which the Hungarian algorithm has proven
to solve optimally and in polynomial time [14][15]. The Hungarian algorithm
is a combinatorial optimization algorithm first introduced in 1955 to solve an
equivalent assignment problem [14].

In order to achieve the optimum channel assignment we add one more step on
the algorithm main structure in section 4.2 by adopting the Hungarian algorithm.
Unlike [16], we did not use the Hungarian algorithm to work on the original
scheduling problem which may result near optimal solutions. Instead, we used
Hungarian algorithm to determine the optimal combination from the rate lookup
table.

5 Performance Evaluation

We will present our simulation results in three parts, in the first part we verify the
analysis in section 3 with numerical examples. We will compare the two proposed
solutions in the second part. The third part compares the results according to
our channel gain estimation error assumption and the assumption of zero channel
gain estimation error.

Fig. 2 shows both numerical and analytical distributions of MUE SINR, from
which we can see excellent verification of the analytical results in section 3. We
also presents both numerical and analytical distributions of HUE SIR, from
which we also observe evident verification.

In Fig. 3, we present the maximum capacity against the estimation error
standard deviation. We plot the Hungarian algorithm solution along with the
solution from the greedy algorithm. Clearly, the Hungarian algorithm achieves
optimal solution. The results from the greedy algorithm show sub-optimality but
require lower complexity (O(n)) while the Hungarian algorithm requires O(n3)
[17]. In Fig. 4 we compare two results: one from being ignorant of the channel
estimation error existing in the channel gain by assigning resources based on
purely the estimated channel (assuming estimation error = 0), another account
for the channel estimation error and assign the resources based on this consid-
eration as in our proposed algorithms.
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Fig. 3. The Hungarian and Greedy algorithms results.

For small variance in channel estimation error, the results of both cases are
nearly the same. However, as channel estimation error variance grows, the first
result starts to deteriorate to less than optimal while the second results remains
optimum (as circled and diamond curves).

Moreover in the first case, the total capacity estimation is constant (Asterisk
line) regardless of the value of the real capacity (diamond line) and the total
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Fig. 5. Results according to error assumptions for different β.

capacity estimation error increase with growing channel error variance. On the
other hand, for the second case, the total capacity estimation (dashed line) tracks
the actual capacity (circled line).

Finally, in Fig. 5 and Fig. 6 we compare the performance of the two error
assumptions illustrated earlier for different β. In Fig. 5, we can see that as β
increases the total capacity decreases. This follows from (14e), as β affects the
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Fig. 6. Solutions results according to error assumptions for different β.

maximum allowed power on the occupied channel. Still our performance is opti-
mal whereas the performance according to the zero estimation error assumption
is not. Moreover the performance gap between the two results remains almost
constant regardless the value of β. In Fig. 6, we compare performances of the
two solutions according to the different error assumptions.

From the simulation results thus far, we have verified our analytical results
in section 3, and established the optimality of applying the reduction algorithm
followed by the Hungarian algorithm for the given problem. Lastly we illustrated
the importance to account for the channel estimation error assumption instead
of ignoring the error.

6 Conclusion

In this work we focused on downlink cross-tier interference problem in a two-
tier heterogeneous network. In order to control the cross-tier interference while
maximizing the femtocell capacity, we exploit the cognitive capabilities of FBS
to acquire nearby MUE scheduling. Our problem formulation take into account
channel estimation error and we provide full analysis for the distribution of the
HUE SIR and MUE SINR. Both analytical results are verified via simulations.
Based on our analysis we developed a problem reduction method for the given
problem. We also suggested two solutions for the reduced problem based on the
Hungarian and greedy algorithms, respectively, with demonstrated simulation
results.



Downlink Scheduling and Power Allocation 105

References

1. Chandrasekhar, V., Andrews, J., Gatherer, A.: Femtocell networks: a survey. IEEE
Communications Magazine 46(9), 59–67 (2008)

2. Al-Rubaye, S., Al-Dulaimi, A., Cosmas, J.: Cognitive femtocell. IEEE Vehicular
Technology Magazine 6(1), 44–51 (2011)

3. Andrews, J., Claussen, H., Dohler, M., Rangan, S., Reed, M.: Femtocells: Past,
present, and future. IEEE Journal Selected Areas in Communications 30(3),
497–508 (2012)

4. Wang, W., Yu, G., Huang, A.: Cognitive radio enhanced interference coordination
for femtocell networks. IEEE Communications Magazine 51(6), 37–43 (2013)

5. Oh, D., Lee, H., Lee, Y.: Cognitive radio based femtocell resource allocation. In:
International Conference on Information and Communication Technology Conver-
gence (ICTC), pp. 274–279, November 2010

6. Sun, D., Zhu, X., Zeng, Z., Wan, S.: Downlink power control in cognitive femtocell
networks. In: International Conference on Wireless Communications and Signal
Processing (WCSP), pp. 1–5, November 2011

7. Zhang, L., Yang, L., Yang, T.: Cognitive interference management for LTE-A fem-
tocells with distributed carrier selection. In: IEEE 72nd Vehicular Technology Con-
ference Fall (VTC 2010-Fall), pp. 1–5, September 2010

8. Xie, R., Yu, F., Ji, H.: Spectrum sharing and resource allocation for energy-efficient
heterogeneous cognitive radio networks with femtocells. In: IEEE International
Conference on Communications (ICC), pp. 1661–1665, June 2012

9. Lien, S., Lin, Y., Chen, K.: Cognitive and game-theoretical radio resource man-
agement for autonomous femtocells with QoS guarantees. IEEE Transactions on
Wireless communication 10(7), 2196–2206 (2011)

10. Karp, R.M.: Reducibility among combinatorial problems. In: A Symposium on the
Complexity of Computer Computations, pp. 85–103 (1972)

11. Yoo, T., Goldsmith, A.: Capacity and power allocation for fading mimo channels
with channel estimation error. IEEE Transactions on Information Theory 52(5),
2203–2214 (2006)

12. Teh, Y., Newman, D., Welling, M.: A collapsed variational Bayesian inference algo-
rithm for latent Dirichlet allocation. Advances in Neural Information Processing
Systems 19, 1353–1360 (2007)

13. Walck, C.: Handbook on Statistical Distributions for Experimentalists. University
of Stockholm press, Sweden (2000)

14. Kuhn, H.W.: The hungarian method for the assignment problem. Naval Research
Logistics 52(1), 7–21 (2005)

15. Munkres, J.: Algorithms for the assignment and transportation problems. Society
for Industrial and Applied Mathematics 5(1), 32–38 (1957)

16. Tamura, S., Kodera, Y., Taniguchi, S., Yanase, T.: Feasiblity of hungarian algo-
rithm based scheduling. In: IEEE International Conference on Systems Man and
Cybernetics (SMC), pp. 1185–1190, October 2010

17. Bellur, U., Kulkarni, R.: Improved matchmaking algorithm for semantic web ser-
vices based on bipartite graph matching. In: IEEE International Conference on
Web Services, ICWS 2007, pp. 86–93, July 2007



Networking Protocols for CR



Optimization of Collaborative Spectrum Sensing
with Limited Time Resource

Fariba Mohammadyan1(B), Zahra Pourgharehkhan1, Abbas Taherpour1,
and Tamer Khattab2(B)

1 Department of Electrical Engineering, Imam Khomeini International University,
Qazvin, Iran

{f mohammadyan,pourgharehkhan}@edu.ikiu.ac.ir, taherpour@eng.ikiu.ac.ir
2 Electrical Engineering, Qatar University, Doha, Qatar

tkhattab@ieee.org

Abstract. In this paper, Cognitive Radios (CRs) collaborate in spec-
trum sensing to detect random signals corrupted by Gaussian noise. Our
analysis is based on a limited time resource assumption. This implies
that the time resource dedicated for cooperative spectrum sensing pro-
cess is constrained and shared between spectrum sensing time and results
reporting time, which depends on the number of sensing users. We use
common weighted gain combining detector to detect presence or absence
of Primary User (PU). In order to find optimum gains, number of users
and detection threshold, we maximize the achievable throughput with
two approaches so that the predefined constraints on detection and false
alarm probabilities are satisfied to protect the cooperative network per-
formance quality. Analytical results in addition to simulation results
show that the proposed schemes significantly outperform similar tra-
ditional detectors.

1 Introduction

The collaboration or cooperation among multiple Secondary Users (SUs) is one
of the efficient approaches to make a reliable and accurate spectrum sensing in
wireless channels where a single SU’s sensing capability will be limited due to
the deleterious channel effects such as shadowing [1–3]. Although, collaboration
of SUs has a significant impact on decreasing the error probability of identify-
ing the accurate status of the spectrum, it has some challenges: a large delay
occurs for making final decision and CR network may be more affected by exter-
nal attacks [4] and especially, the energy consumed in CR network is increased.
Therefore, the analysis of the energy efficiency of cooperative spectrum sensing
must be investigated before making any conclusions on the actual benefits of
this approach. The energy efficiency of cooperative spectrum sensing has been
investigated in many papers. However, the results available in the literature are
not often directly comparable since the analysis is performed under different
assumptions. Many works have investigated the optimization of the number of
sensing users for several objectives. The problem was firstly formulated by [5],
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 109–122, 2015.
DOI: 10.1007/978-3-319-24540-9 9
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where the number of users is optimized to maximize a target function combin-
ing the detection performance and the usage efficiency of the resources. In [6]
a new energy-efficient CSS scheme is investigated which implies that only a SU
will broadcast its local decision among the whole network and other SUs will
object to the fusion center, or agree with the announced decision. Using the
proposed scheme, the broadcasting SU is selected so that to maximize energy
efficiency. Several robust collaborative spectrum sensing schemes are presented
in [7] wherein a trust value for each secondary user is obtained to reflect its suspi-
cious level and mitigate its harmful effect on cooperative sensing. The motivation
of the paper is to investigate the problem of the cooperative spectrum sensing
considering limitation on time resources to make CR network more practically
efficient. In order to have an efficient spectrum sensing with a controlled time,
we suppose that a synchronous slotted communication protocol with duration T
is employed by PU, in which SUs should perform sensing, result reporting and
transmitting data operations according to PU’s time slot. It is supposed that a
fixed part of total time frame is dedicated for data transmission, while the rest
is divided between local sensing and results reporting. The reporting channel
between SUs and FC is considered Time Division Multiple Access (TDMA). So,
the restriction on time duration of cooperative spectrum sensing causes rela-
tionship between number of SUs and their sample numbers. Unlike to the most
of other works which assume a fixed sensing time and variable data/reporting
times [8], our model does not affect data transmission and thus, makes coop-
eration a less ineffective process. In our approach, it is assumed that Fusion
Center (FC) uses a useful and popular detector known as weighted gain com-
bining (WGC)[9,10]. The WGC has better performance than the other energy
detection-based detectors. In order to find optimum number of SUs, weighting
gains vector and decision threshold, we maximize total achievable throughput
which has an important role in efficiency of data transmission. Unlike to similar
studied works available in literature, we analytically prove that our optimization
problems are convex to make sure that derived optimal solutions are global. In
studied optimization problems, we consider some constraints on number of SUs,
predefined detection and false alarm probabilities to protect network require-
ments. We show that our proposed method outperforms the conventional WGC
detectors in considered problems.

2 Basic Assumptions and System Model

Suppose there are N SUs available which are interested to detect presence or
absence of the PU signal in a special frequency band and each SU receives M
independent samples from the PU signal. A centralized topology is considered
for secondary network in which the distance between users in secondary network
is negligible compared to the distance between PU and SUs. Individual SUs use
energy detector and send their sensing test statistics to FC through a control
channel and in FC, final decision on presence or absence of PU is taken and then
shared between SUs. We consider two basic assumptions for hypothesis testing
problem and frame duration as follows:
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Hypothesis Testing Problem. Regardless of any collaboration among the
SUs, each SU has to decide individually based on its own received samples. In
this case, the spectrum sensing for each SU in a wireless channel at mth time
instant can be modeled as a binary hypothesis testing problem as

yi(m) =

{
vi(m) , H0

hi x(m) + vi(m) , H1

; i = 1, 2, ..., N , (1)

where yi ∈ CM is the complex signal received by ith SU, hi is the channel
gain between the PU and the ith SU which is assumed that changes slowly
such that it can be considered to be constant during each operation period of
interest [8]. Also, we assume that x ∼ CN (0, σ2

xIM ) is the vector of the PU
signal samples, and vi ∼ CN (0, σ2

vIM ) is the vector of additive noise samples
at the ith SU. In order to do more accurate and faster spectrum sensing, the N
SUs collaborate with each other by sharing information between themselves and
after collaboration, the final collaborative decision about the absence or presence
of the PU signal is made by the FC. Thus, for final collaborative decision at FC,
we can write following binary hypothesis testing problem

{
H0 : W < η, PU is absent
H1 : W > η, PU is present.

(2)

where η is the decision threshold and

W =
N∑

i=1

wizi = wT z. (3)

is our total decision statistic at FC, where w = [w1,w2, ...,wN]T is the combin-
ing coefficients vector and the elements of z = [z1, z2, ..., zN ]T are our local test
statistics which are defined as

zi =
M∑

m=1

|yi(m)|2 = ‖yi‖2 (4)

Additionally, we assume that ‖w‖ = 1. In accordance with [8] and [11], since the
local test statistics (zi) are normally distributed, their linear combination would
also be distributed normally. Consequently, for the performance of the proposed
cooperative spectrum detection scheme at the FC, we have

Pfa = P [W > η | H0] = Q(
η − Mσ2

vw
T 1

√
2Mσ4

vwT w
). (5)

where Q(x) = 1√
2π

∫ ∞
x

exp
(
−u2

2

)
du is the tail probability of the standard

normal distribution and 1 is a vector with all elements equal to one. In addition,

Pd = P [W > η | H1] = Q(
η − MwT (σ2

xh + σ2
v1)

√
2Mσ4

vwT Cw
). (6)
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where h = [|h1|2, |h2|2, ..., |hN |2]T and C = diag{[1 + 2γ]} so that γ =
[γ2

1 , γ2
2 , ..., γ2

N ]T and γ2
i � |hi|2σ2

x

σ2
v

is the received Signal-to-Noise Ratio (SNR)
at ith SU.

Frame Duration Structure. The transmission is organized in frames of fixed
time duration. The frame duration T is divided into three sub-frames: i) the
sensing sub-frame of duration Ts, during which local sensing is performed; ii) the
reporting sub-frame of duration Tr, where local results are reported to the FC;
and iii) the data transmission sub-frame of duration Tt, where data transmission
occurs if the channel is identified as free. As a consequence, T = Ts + Tr + Tt.
We assume that Tt is given and fixed, while Ts and Tr are chosen in order to
trade-off sensing and reporting reliability, respectively, such that T is kept fixed.
The frame duration structure has been shown in Figure 1. If tr is the time needed
by each SU to report the sensed result to the FC, then Tr = Ntr. It means that
we have supposed the channel between SUs and the FC to be TDMA. Since Tt

is assumed fixed, sensing duration can be expressed as

Ts = (T − Tt)︸ ︷︷ ︸
fixed

−Tr = Tcte − Ntr (7)

If M = fsTs where fs is sampling frequency, the number of sensing samples is
expressed as a function of the number of SUs as follows

M = fs(Tcte − Ntr) (8)

It can be observed that as N increases, sensing samples decreases.

Fig. 1. The frame duration structure for cooperative spectrum sensing. Increasing the
number of users yields decreasing sensing samples.

3 Optimization of Throughput

In this section, optimization of throughput function will be obtained with two
distinct approaches. At first, we investigate joint optimization problem and then,
we solve the optimization problem through optimizing a measure called modified
deflection coefficient.
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3.1 Joint Optimization

In order to create more chances for the SUs to send their data by higher rate
when the frequency band is idle, the achievable throughput must be increased.
The achievable throughput is defined here as [12]:

R(N,w, η) = π0DtTt(1 − Pfa(N,w, η)) (9)

where π0 and Dt [bit/sec] are respectively the probability of the primary user
being absent in the channel and the transmission rate. In addition, Pfa is the
false alarm probability after replacing M from (8) which is shown as follow

Pfa(N,w, η) = Q(
η − fs(Tcte − Ntr)σ2

vw
T 1

√
2fs(Tcte − Ntr)σ4

vwT w
) (10)

Clearly, the higher throughput is achieved if the false alarm probability is
decreased. On the other hand, more accurate and reliable cooperative spectrum
sensing will be resulted when higher overall detection probability is provided.
Therefore, we should make a compromise between the higher achievable through-
put and more reliable sensing. From all above, the optimization problem can be
defined as

max
w,η,N

: R(N,w, η) (11a)

s.t. : Pfa ≤ β (11b)
Pd ≥ P̄d (11c)
1 ≤ N ≤ Nmax (11d)
‖w‖ = 1 (11e)
w, η > 0 (11f)

where Pd is the detection probability and Nmax = Tcte

tr
− 1 is obtained when we

assum Ts = 0. Additionally, β and P̄d are respectively the predefined constraints
of the false alarm and detection probabilities to protect network performance
quality, which are desired as 0 < β < 1

2 and 1
2 < P̄d < 1. From (8), it is obvious

that the optimization of N is equal to optimization of M . Also, note that when
transmission time Tt is constant, the minimization of the false alarm probability
is equal to maximization of the achievable throughput. Thus, the optimization
problem can be replaced by

min
w,η,M

: Pfa(M,w, η) (12a)

s.t. : Pfa ≤ β (12b)
Pd ≥ P̄d (12c)
trfs ≤ M ≤ fs(Tcte − tr) (12d)
‖w‖ = 1 (12e)
w, η > 0 (12f)
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In order to solve the optimization problem (12), it is easily realized that the
decision threshold should meet (12b) and (12c). Therefore, from (5) and (6) we
have (13). On the other hand, Pfa and Pd are decreasing functions of η and so, to
find the minimum value of false alarm probability, η should be maximized that
causes reduction of Pd. As a consequence, the maximum value of the decision
threshold which can satisfy Pd = P̄d and minimize the objective function of
problem (12) is

Q−1(β)
√

2Mσ4
vwT w + Mσ2

vw
T 1 ≤ η ≤ (13)

Q−1(P̄d)
√

2Mσ4
vwT Cw + MwT (σ2

xh + σ2
v1)

ηopt = Q−1(P̄d)
√

2Mσ4
vwT Cw + MwT (σ2

xh + σ2
v1) (14)

Thus, the optimization problem can be rewritten as

min
w,M

: Q

(
Q−1(P̄d)

√
2Mσ4

vwT Cw + Mσ2
xw

T h
√

2Mσ4
vwT w

)

(15a)

s.t. : Pfa ≤ β (15b)
trfs ≤ M ≤ fs(Tcte − tr) (15c)
‖w‖ = 1 (15d)
w > 0 (15e)

To find the minimum value of objective function, one approach is to use con-
vex optimization methods. Since we encounter with a complicated optimization
problem, an efficient suboptimal method to solve (15) is to minimize the upper
bound of its objective function. Using Rayleigh-Ritz theorem and (15d) and by
noticing the fact that Q−1(P̄d) < 0 (since P̄d > 1

2 ), we have

Q

(
Q−1(P̄d)

√
2Mσ4

vwT Cw + Mσ2
xw

T h
√

2Mσ4
vwT w

)

= Q

(

Q−1(P̄d)

√
wT Cw
wT w

+
Mσ2

xw
T h

√
2Mσ4

vwT w

)

≤ Q

(

Q−1(P̄d)
√

λmaxC +
M ′wT γ√

wT w

)

= Q
(
Q−1(P̄d)

√
λmaxC + M ′wT γ

)
(16)

where M ′ �
√

M
2 and λmaxC denotes maximum eigenvalue of C. Since matrix

C is diagonal, the eigenvalues are simply recognizable on the diagonal of matrix,
and when we assume the SNRs in descending order of their γi so that the 1st

SU in the list has the highest received SNR (γ1 ≥ γ2 ≥ ... ≥ γN ), λmaxC
equals 1 + 2γ1. By minimizing the upper bound of the objective function, a
good approximation to the optimal solution of the original problem is achieved.
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Therefore, (15) can be reformulated into an equivalent form with an objective
function upper bounded by a convex function as

min
w,M ′

: f(M ′,w) = Q
(
Q−1(P̄d)

√
λmaxC + M ′wT γ

)
(17a)

s.t. : Pfa ≤ β (17b)
√

trfs

2
≤ M ′ ≤

√
fs(Tcte − tr)

2
(17c)

‖w‖ = 1 (17d)
w > 0 (17e)

Here, we have an optimization problem with N + 1 variables which is proved to
be convex through following lemma:

Lemma 1. The optimization problem (17) is convex with respect to M ′ and
coefficient vector w if

0 < β ≤ Q

(
1

−Q−1(P̄d)
√

λmaxC +
√

Q−1(P̄d)2λmaxC + 2

)

Proof. See Appendix A.

Moreover, as mentioned before, in the throughput function all the elements are
constant values, except Pfa. Thus, convexity of Pfa(M ′,w), means concavity of
R(M ′,w) and so, the maximum value of throughput can be achieved easily. By
applying the following proposed algorithm, the optimum values of w and Nopt

are achieved. According to (8) and relation between M and M ′, there is

Nopt =
Tcte

tr
− 2M ′2

opt

fstr
(18)

In this algorithm, the variable N is each time selected respectively from 1 to
Nmax, and every time for selected N , we have a vector variable with specified
size, which is found from (17). Then, the objective function f is calculated every
time and the values of N , w correspond to minimum one are interpreted as
optimum values.

3.2 Optimization of Throughput by Maximizing Modified
Deflection Coefficient

Here, we present an approach to solve optimization problem (11) via maximizing
modified deflection coefficient. This measure is used for evaluating detection
performance at the FC. When the test statistic W is normally distributed under
both hypotheses, for a determined probability of false alarm, maximizing d2N (w)
leads to an increment of detection probability. Although the method incurs small
performance degradation, due to its less computational complexity has been
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Algorithm 1. Joint optimization algorithm for problem

1. Set Nmax = Tcte
tr

− 1 and f0(M
′,w) � ∞

2. for N = 1 : Nmax

3. Find MN from (8)

4. Set M ′
N �

√
MN
2

5. Find optimum N-dimensional vector (wopt
N ) by (17)

6. Put M ′
N and wopt

N in fN (M ′,w)
7. if fN (M ′,w) > fN−1(M

′,w) then
8. fopt(M

′,w) = fN−1(M
′,w),

wopt = wopt
N−1, M ′

opt = M ′
N−1

9. Using M ′
opt, obtain Nopt from (18).

10. end if
11. end for

interesting in the literature. This method is completely interpreted in [8] and [11].
By applying this method, we are able to find optimum weight vector value and
replace it in the optimization problem. The modified deflection coefficient is
defined as

d2N (w) =
(E[W |H1] − E[W |H0])

2

V ar[W |H1]
=

fs(T − Ntr)(wT γ)2

2wT Cw
(19)

Hence, we have to maximize d2N (w) while having a constraint on the weight
vector to be on the unit-norm ball. So

max
w

: d2N (w) (20a)

s.t. : ‖ w ‖2= 1 (20b)

We can rewrite equation (19) to obtain

fs(T − Ntr)wT γγT w
2wT Cw

=
fs(T − Ntr)w′T C−T

2 γγT C− 1
2 w′

2w′T w′

≤ fs(T − Ntr)
2

λmax(C− T
2 γγT C− 1

2 ) (21)

where, w′ is defined as w′ = C
1
2 w, and inequality results from Rayleigh-Ritz.

Equality incurs when w′ equals to eigenvector which is corresponded to maxi-
mum eigenvalue. Noting that w is a normalized vector, we can obtain it as

w′
opt = C−T

2 γ → wopt = C−1γ
‖C−1γ‖2

(22)
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Now, we aim to solve problem (11). After we put wopt in objective function,
problem will change into

max
η,N

: R(N, η) (23a)

s.t. : Pfa ≤ β (23b)
Pd ≥ P̄d (23c)
1 ≤ N ≤ Nmax (23d)
η > 0 (23e)

As seen in Section A, we can minimize Pfa instead of maximizing throughput
and so, the problem is equal to

min
η,N

: Q

(
η‖C−1γ‖ − fs(Tcte − Ntr)σ2

v(γTC−T )1
‖C−1γ‖√

2fs(Tcte − Ntr)σ4
v

)

(24a)

s.t. : Pfa ≤ β (24b)
Pd ≥ P̄d (24c)
1 ≤ N ≤ Nmax (24d)
η > 0 (24e)

After rewriting constraint (24b) and (24c), we have (25) and (26).

Q−1(β)
√

2fs(Tcte − Ntr)σ4
v + fs(Tcte − Ntr)σ2

v

γTC−T 1
‖C−1γ‖ ≤ η (25)

and

η ≤ Q−1(P̄d)
√

2fs(Tcte − Ntr)σ4
vγTC−T γ

‖C−1γ‖ +
fs(Tcte − Ntr)γ

TC−T(σ2
xh + σ2

v1)

‖C−1γ‖
(26)

Similar to Section A, the optimum value of η occurs when η equals to its upper
bound. Hence, by putting η in (24), the optimization problem turns into a single
variable problem

min
N

: Q(
Q−1(P̄d)

√
γTC−T γ

‖C−1γ‖ +

√
fs(Tcte − Ntr)γT C−T γ√

2‖C−1γ‖ ) (27a)

s.t. : 1 ≤ N ≤ Nmax (27b)

Lemma 2. The optimization problem (27) is convex in N and so, R(N) is
concave.

To proof the lemma, the second derivative of objective function is here

∂2Pfa

∂N2
=

f2
s t2r(γ

T C−T γ)2(ρ) exp (−ρ2

2 )

8
√

2πfs(Tcte − Ntr)‖C−1γ‖2 ≥ 0 (28)
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where, ρ = Q−1(P̄d)
√

γTC−T γ

‖C−1γ‖ +
√

fs(Tcte−Ntr)γ
TC−T γ√

2‖C−1γ‖

and also, ∂2R(N)
∂N2 = −π0DtTt

∂2Pfa
∂N2 ≤ 0 which proves concavity of R(N).

4 Numerical Results and Discussion

In this section, some simulation results are provided to evaluate the optimization
problems and ensure the accuracy of the calculations. We have assumed that
SNR of jth SU in dB domain equals to γj . The basic parameters which are
determined fixed in simulation results are as :

1. Frequency of sampling in each SU: fs = 10 kHz
2. Time of reporting the results to the FC by each SU: tr = 0.2 ms
3. Time of transmission if frequency is detected as idle: Tt = 3 ms
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Fig. 4. Receiver Operation Characteristic (ROC)

4. Achievable throughput rate: Dt = 2 Mbit/sec
5. Desired false alarm and detection probabilities to protect the QoS: β = 0.1

and P̄d = 0.9
6. The prior probabilities are both assumed: π1 = π0 = 0.5.
7. Finally, it is assumed that spectrum sensing performs in low SNR regime.

Channel gain between PU and SUs is assumed such a slow flat fading channel.
We note that the number of SUs is limited by Nmax = Tcte

tr
− 1, that changes in

different figures by changing the whole frame of time, So the optimum value of N
is also changed. In Figure 2(a), using above algorithm, we depict the probability
of false alarm versus number of SUs for three different cases of σ2

p = σ2
x

σ2
v

�
0.5, 0.6, 0.7 when we have set Tcte = 4 ms. In each curve, the change in the
number of users, causes variation in size of channel gain vector and as a result
the SNR vector (γ) is also changed. So, the SNR of SUs are respectively arranged
in these ranges:(−12.5,−4.5)dB, (−12,−3.5)dB, (−11,−3)dB respectively. Now,
looking at Figure 2(b), we can evaluate achievable throughput in three different
cases where Ts +Tr varies from 4 ms to 6 ms and as a result, the frame duration
changes: T = 7 ms, T = 8 ms, T = 9 ms. Also, it is supposed that σ2

p = 0.8. From
this Figure, we find out that, increasing the value of sensing and reporting time,
leads to higher achievable throughput. In Figure 3, using above algorithm, we
depict the logarithmic cost function of problem (17) versus parameters M ′ and
wT γ for three different cases of σ2

p = 0.6, 0.7, 0.8 when we have set Tcte = 4 ms
and Pd = 0.9. Having these parameters it is obvious that the minimum point is
(3.3, 1.57,−3.5) for σ2

p = 0.8 as an example. We can see that with a bit increase
in the range of SNRs, f(M ′,w) decreases significantly. We have illustrated the
receiver operating characteristics (ROC) scheme of spectrum sensing in different
states in Figure 4(a). It is assumed that σ2

p = 0.3 and T = 9 ms. A comparison
between the optimum state –which uses optimum values for variables N and
w– with two other cases is shown. One of them is obtained by allocating Nopt
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and weight vector with uniform elements such as equal gain combining (EGC)
technique, And the other state is when the value of N is selected randomly
between interval [1, Nmax], but the weight vector with N elements is set to
wopt, which is obtained from analytical results in (22) and simulation both.
As realized from the Figure, the curves which use wopt from simulation and
analysis are almost overlapped. For an example, N = 19 is depicted. What ever
the selected N is adjacent to Nopt, the curve is closer to the optimum one.
With given values for parameters in this Figure, the optimum number of SUs is
achieved Nopt = 7. In Figure 4(b), two distinct ROCs are represented in different
N and w values. Frame duration is considered T = 11 ms and the ranges for Pd

is assumed between [0.6, 1]. By assigning σ2
p = 0.3, 0.4 the SNR vector(γ) is also

changed. In each curve, the change in the number of users, causes variation in
size of channel gain vector and as a result the SNR vector (γ) is also changed. So,
for curves with N = 19 and σ2

p = 0.3, the SNR elements are arranged in interval
[−31.5 dB,−6.5 dB], for N = 19 and σ2

p = 0.4: [−30.5 dB,−5.5 dB], for curves
with Nopt = 10, σ2

p = 0.3: [−13.5 dB,−6.5 dB] and for Nopt = 10, σ2
p = 0.4:

[−12.5 dB,−5.5 dB]. Looking at this Figure, it is obvious that increment of SNR
ratio for all of the SUs leads to an enhancement in ROC as expected.

5 Conclusion

In this paper, we proved that to have an efficient cooperative spectrum sens-
ing with limited time resource, while applying the optimum number and con-
suming lower energy resources, we would have a better performance such as
higher achievable throughput. Moreover, by constraining the whole frame time
of collaborative spectrum sensing, a relationship between number of samples and
number of sensing users was obtained. From that, we could find the optimum
number of samples too. Furthermore, through analytical results and also simula-
tion results, it was shown that the upper bound of false alarm probability (and
then the achievable throughput) is a convex (concave) function of SUs number
and weighting vector with some constraints. So, the proposed scheme which uses
jointly optimized number of SUs and weighting vector, outperforms significantly
other traditional detectors that use one of the optimum values.

Acknowledgments. This publication was made possible by the National Priori-
ties Research Program (NPRP) award NPRP 6-1326-2-532 from the Qatar National
Research Fund (QNRF) (a member of the Qatar Foundation). The statements made
herein are solely the responsibility of the authors.

A Appendix

In order to show that cost function of the optimization problem is convex with
respect to w and M ′, we should prove that its Hessian matrix is positive semi
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definite. From (17), if f(M ′,w) = Q(ξ) where ξ � Q−1(P̄d)
√

λmaxC + M ′wT γ,
we can obtain hessian matrix as (29).

H = ∇2f(M ′,w) =

(
a bT

b D

)

= (29)

1√
2π

(
(wT γ)2ξ exp(−ξ2/2) −γT exp(−ξ2/2)[1 − M ′(wT γ)ξ]

−γ exp(−ξ2/2)[1 − M ′(wT γ)ξ] M ′2ξ exp(−ξ2/2)(γγT )

)

To prove positiveness we have: If a 
 0 =⇒ then, H � 0 ⇔ S = D−ba−1bT � 0.
In other words , since a is positive, the Hessian matrix H is positive semi-
definite if and only if its Schur complement is positive semi-definite. Its Schur
complement is S = Da−bbT

a . Thus, we should have

S =
M ′2γγT ξ exp(−ξ2/2)√

2π
− γγT exp(−ξ2)(M ′ξwT γ − 1)2√

2π(wT γ)2 exp(−ξ2/2)ξ
� 0 (30)

Therefore
(2M ′ξwT γ − 1) exp(−ξ2/2)γγT

√
2π(wT γ)2ξ

� 0 (31)

The matrix γγT has rank 1 and all the eigenvalues are zero except its maxi-
mum eigenvalue which equals γT γ and is positive. So γγT � 0. Thus S � 0
if 2M ′ξwT γ − 1 ≥ 0. In fact, after manipulation the inequality, the condition
Pfa ≤ Q( 1

2M ′wT γ
) should be satisfied. But Θ = Q( 1

2M ′wT γ
) depends on w. So,

we should find a lower bound for Θ to be ensure that Pfa is lower than this term
and condition is satisfied. To this end, we can see the condition above as

2M ′ξwT γ − 1 ≥ 0
2M ′wT γ

(
Q−1(P̄d)

√
λmaxC + M ′wT γ

) ≥ 1 (32)
So,

2Q−1(P̄d)
√

λmaxC(M ′wT γ) + 2(M ′wT γ)2 − 1 ≥ 0 (33)

which is a quadratic function of M ′wT γ. It can be easily shown that for this
quadratic function to be positive, just one of the answers is acceptable. So, we
should have

2M ′wT γ ≥ −Q−1(P̄d)
√

λmaxC +
√

(Q−1(P̄d))2λmaxC + 2 (34)

which is equal to

Q

(
1

2M ′wT γ

)

≥ Q

(
1

−Q−1(P̄d)
√

λmaxC +
√

(Q−1(P̄d))2λmaxC + 2

)

Therefore, for satisfying condition Pfa ≤ Q( 1
2M ′wT γ

) from (35), we obtain the
condition for convexity of cost function of the optimization problem as [13]:

Pfa ≤ Q

(
1

−Q−1(P̄d)
√

λmaxC +
√

Q−1(P̄d)2λmaxC + 2

)

(35)
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Abstract. We consider a cooperative relaying system with two source
terminals, one full duplex relay, and a common destination. Each termi-
nal has a local traffic queue while the relay has two relaying queues to
store the relayed source packets. We assume that the source terminals
transmit packets in orthogonal frequency bands. In contrast to previous
work which assumes a time division multi-access cooperation strategy, we
assume that the source terminals and the relay simultaneously transmit
their packets to the common destination through a multi-access channel
(MAC). A new cooperative MAC scheme for the described network is
proposed. We drive an expression for the stable throughput and char-
acterize the stability region of the network. Moreover, the fundamental
trade-off between the delay and the stable throughput is studied. Numeri-
cal results reveal that the proposed protocol outperforms traditional time
division multi-access strategies.

Keywords: Cooperative relaying · Multi-access channel · Stable
throughput region · Queuing theory · Average delay

1 Introduction

In wireless networks, the transmission of a single node may successfully reach
multiple nodes within its range, which is referred to as the wireless multicast
advantage. As a result, intermediate nodes have the capability to capture the
transmission and contribute to the communication by cooperatively relaying the
data. This contribution enhances the aggregate throughput of the network and
reduces the delay encountered by the packets of different nodes [1], [2]. Cooper-
ative communication in wireless networks has been widely investigated. In [3],
a time division multiple access (TDMA) policy is assumed, where a single relay
cooperatively transmits the packets of the source nodes during idle time slots.

Recently, multi-packet reception (MPR) has received considerable attention
in the literature. A generalized MPR model was first introduced in [4]. The num-
ber of successful transmissions in a time-slot was modelled as a random variable

This paper was made possible by NPRP grant # 4-1119-2-427 from the Qatar
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which is a function of the number of attempted transmissions. Also, multi-access
channel (MAC) systems have been addressed in the literature in different con-
texts, most of which do not deal with cognitive or cooperative systems [5], [6].
Nevertheless, in [7], a MAC network with two primary transmitters and a single
secondary node was considered with a symmetric configuration. The primary
users, simultaneously, access the channel to deliver their packets to a common
destination. The cognitive node transmits during idle time slots. The impact of
the cognitive node with and without relaying capability was studied.

Several metrics have been considered for evaluating the performance of coop-
erative networks and the average packet delay is one of these metrics. In [8], the
delay analysis for a cognitive relaying scenario was presented, using the moment
generation function approach, where a full priority is given to the relaying queue.
However, in [9], the delay analysis for randomized cooperation policy was stud-
ied where the secondary user serves either its own data or the primary packets
with certain service probabilities. This policy enhances the secondary user delay
at the expense of a slight degradation in the primary user delay.

In this paper, we investigate a cooperative scenario with one full duplex
relay and two source terminals. Unlike most of the existing work, e.g., [7], [3], we
assume that the source terminals transmit their packets using two orthogonal
frequency bands. We assume that the receivers have perfect CSI. In contrast with
previous work in [10], a new MAC cooperation scheme is proposed. Under this
scheme, the relay transmits only if the destination can decode the message of the
relay by treating the source terminal message as noise. The relay may exploit one
or both frequency bands for transmission. For comparison purpose, we introduce
a TDMA cooperation scheme where the source terminals and the relay transmit
their packets over disjoint fractions of time. The comparison between the two
schemes shows that the proposed MAC scheme outperforms the conventional
TDMA scheme.

The remainder of the paper is organized as follows. Section 2 introduces the
system model and the proposed cooperative strategies. Section 3 presents the
analysis of the stable throughput region. The average delay characterization is
provided in Section 4. Numerical results are then presented in Section 5, followed
by the conclusion in Section 6.

2 System Model

We assume a network consisting of two source terminals (s1 and s2), one common
relay (r), and one common destination (d), as shown in Fig. 1. The source ter-
minals transmit their signals to the common destination using two orthogonal
frequency bands donated by w1 and w2 for s1 and s2, respectively. All wire-
less links are assumed to be stationary, frequency non-selective, and Rayleigh
block fading. The fading coefficients, hm,n, where m∈{s1, s2, r} and n∈{r, d}, are
assumed to be constant during one slot duration, but change independently from
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Fig. 1. System Model

one time slot to another according to a circularly symmetric complex Gaussian
distribution with zero mean and variance ρ2m,n. All wireless links are corrupted
by additive white Gaussian noise (AWGN) with zero mean and unit variance.

The ith source terminal, where i ∈ {1, 2}, transmits with fixed power Psi .
An outage occurs when the rate R is more than the instantaneous capacity of
the link (m, n). Each link is characterized by the probability

fmn = P{R < log2(1 + Pm|hm,n|2)} = exp
(

− 2R − 1
Pmρ2m,n

)

(1)

which denotes the probability that the link (m, n) is not in outage.
Time is slotted and the transmission of a packet takes exactly one slot dura-

tion. Each source terminal has an infinite queue to store its own incoming pack-
ets. Packet arrivals of both terminals are independent and stationary Bernoulli
processes with means λ1 and λ2 (packets per slot) for s1 and s2, respectively.

The relay has two relaying queues (Qr1 and Qr2) to store the packets of the
source terminals that are not successfully decoded at the destination. Let Qt

l

denote the number of packets in the lth queue at the beginning of time slot t.
The instantaneous evolution of the lth queue length is given by

Qt+1
l = (Qt

l − Y t
l )+ + Xt

l (2)

where l ∈ {s1, s2, r1, r2} and (x)+= max{x, 0}. The binary random variables Y t
l

and Xt
l , denote the departures and arrivals of Ql in time slot t, respectively, and

their values are either 0 or 1.
We assume that the relay is full duplex, i.e., it can transmit and receive at the

same time slot. In wireless networks when a node transmits and receives simulta-
neously on the same frequency, the problem of self-interference arises. Although
there are some techniques that allow the possibility of perfect self-interference
cancellation [11], in practice, there are currently several technological limitations
and challenges that limit the accuracy and the effectiveness of self-interference
cancellation [12]. Therefore, we assume that the relay can transmit and receive,
simultaneously, over two distinct frequency bands. In addition, the relay also
has the capability to receive or transmit packets on the two frequency bands



126 M. Salman et al.

simultaneously. It is worth noting that our network can be applied in the uplink
of a cellular system where the source terminals are mobile nodes, the destination
is a base station and the relay is a fixed node.

2.1 Cooperative MAC Scheme

Each source terminal transmits the packet at the head of its queue on its assigned
frequency band whenever the queue is not empty. If the destination receives the
packet successfully, it sends an acknowledgement message (ACK) which can be
heard by both the terminal and the relay. If the destination does not succeed
in receiving the packet correctly but the relay does, then the relay stores this
packet at the end of its queue and sends an ACK to the source terminal. The
source terminal drops the transmitted packet when it hears an ACK from the
destination or the relay, otherwise, it retransmits the packet in the next time
slot. The feedback messages are assumed to be error-free as short length packets
and low rate codes can be employed in the feedback channel.

We assume that the destination knows the state of the channels from the
sources and the relays, i.e., hm,d, where m ∈ {s1, s2, r}. Note that this assump-
tion is well-justified as the system can dedicate a small portion at the beginning
of each time slot to transmit a short training sequence to the destination to be
used for channel estimation1. We assume that the average channel gain between
the source and the relay is higher than that between the source and the des-
tination. In absence the of the relay, the source terminal wastes power when
it transmits a packet that the destination can not successfully decode. How-
ever, the relay might still be able to decode that packet and this provides a
diversity gain to the source terminals. According to the CSI, the destination
decides the reception/transmission policy of the relay and sends it through a
short error-free message to the relay at the beginning of each time slot2. The
reception/transmission policy is described as follows

– The relay stores the transmitted packet from si, where i ∈ {1, 2}, if the
destination can not decode this packet successfully.

– The relay transmits a packet on wi, when it is not receiving packets on that
band and the destination can decode the packet of the relay by treating si
as noise.

If the relay transmits on both frequency bands simultaneously, a packet from
each of the relaying queues is served. When the relay transmits on only one
frequency band, a packet is served from Qr1 with probability α or from Qr2

with probability 1 − α. We do not assume that the destination controls the
source terminals. We lose the diversity gain provided by the relay if the source
transmits, only, according to the source-destination channel.

1 The nodes re-transmit the training sequence whenever the channel changes.
2 The side communication between the destination node and the relay and the amount

of required training for CSI estimation is outside the scope of this paper.
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Let gsir,d denote the probability that the destination decodes the packet of the
relay by treating si as noise. Therefore,

gsird =P

{
R < log2

(
1+

Pr|hr,d|2
Ps|hsi,d|2+1

)}

= exp
(
− 2R−1

ρ2r,dPr

) ρ2r,dPr

ρ2r,dPr+(2R−1)ρ2si,dPs

(3)

where Pr denotes the power transmitted by the relay per frequency band. Note
that if the source terminal is not transmitting simultaneously with the relay, e.g.,
when the queue of the source is empty, the destination will be able to successfully
decode the transmission of the relay with a higher probability than that in (3). It
is obvious that there is an interaction between the queues of the source terminals
and that of the relay because the probability of successful transmission of the
relay depends on the queue state of the source terminals. Since, the analysis
of the average delay of interacting queues is difficult [13], we resort to the use
of a dominant system where si transmits dummy packet whenever the relay
is transmitting on wi [7]. In other words, s1 transmits a dummy packet if the
relay is transmitting on w1 and Qs1 is empty. Similarly, s2 transmits a dummy
packet if the relay is transmitting on w2 and Qs2 is empty. The dominant system
decouples the interaction between the queues and provides an upper bound on
the the delay of the original system.

It is worth noting from the given description of the proposed policy that the
system at hand is non work-conserving. A system is considered work-conserving
if it is not idle whenever it has packets [14]. This condition is violated when
the relay randomly selects to transmit a packet from a queue which is empty,
while the other queue is non-empty. We resort to a non-conserving policy for its
mathematical tractability.

2.2 Cooperative TDMA Scheme

The main difference between the two schemes is in the way the nodes utilize the
available resources (time and frequency). Here, the cooperation policy depends
on a TDMA frame work where s1 and r1 transmit their packets on w1 only while
s2 and r2 transmit using w2. Each of si and ri transmits in fixed fraction of time
donated by msi and mri for si and ri, respectively, where msi+mri=1. Based
on the cooperation policy described, there is no interaction between the queues
because all nodes transmit over orthogonal resources.

3 Stable Throughput Region

A fundamental performance measure of a communication network is the stability
of its queues. The stability of the overall system requires the stability of each
individual queue. We can apply Loynes’ theorem to check the stability of a queue
[15]. Loynes’ theorem states that if the arrival process and the service process of
a queue are strictly stationary, then the queue is stable if and only if the average
service rate is greater than the average arrival rate of the queue.
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3.1 The Stability Analysis of MAC Scheme

A packet departs Qsi if it is successfully decoded by at least one node, i.e., the
destination or the relay. Thus, the average service rate of Qsi is given by

μi = fsid + (1 − fsid)fsir (4)

Thus, for stability of Qsi , the following condition must be satisfied

λi < fsid + fsir(1 − fsid) (5)

A packet arrives at Qr1 if the following two conditions are met. First, if an
outage occurs in the link between s1 and the destination node while no outage
occurs in the link between s1 and the relay. Second, Qs1 is not empty which has
a probability of λ1/μ1. Thus, the average arrival rate of Qr1 is given by

λr1 = (1 − fs1d)fs1r
λ1

μ1
(6)

A packet departs Qr1 if the relay transmits on both frequency bands, simultane-
ously, which happens with probability p1g

s1
rdg

s2
rd or the relay transmits on a single

frequency which happens with probability p1(gs1sdg
s2
rd+gs1rdg

s2
rd)+p2g

s2
rd+p3g

s1
rd and

Qr1 is selected to transmit a packet which happens with probability α. Thus,
the service rate of Qr1 is given by

μr1 = p1g
s1
rdg

s2
rd+α(p1gs1sdg

s2
rd+p1g

s1
rdg

s2
rd+p2g

s2
rd+p3g

s1
rd) (7)

where p1 = fs1dfs2d, p2 = fs1dfs2d, p3 = fs1dfs2d, and x = 1 − x.
For the stability of Qr1 , the service rate must be higher than the arrival rate,

i.e., λr1 < μr1 , and hence, we have

λ1 <
μr1

(1 − fs1d)fs1r
μ1 (8)

Applying exactly the same analysis for Qr2 , we get

λ2 <
μr2

(1 − fs2d)fs2r
μ2 (9)

where
μr2 = p1g

s1
rdg

s2
rd+α(p1gs1sdg

s2
rd+p1g

s1
rdg

s2
rd + p2g

s2
rd+p3g

s1
rd) (10)

From (5), (8) and (9), it is obvious that to guarantee the stability of the
system the followings must be satisfied

λi < min{μi, μui
} (11)

where μui
=

μri

(1 − fsid)fsir
μi i ∈ {1, 2} (12)

The stable throughput of the system is constrained by the stability of the
queues of the source terminals as long as μi ≤ μui

. The effect of α appears only
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when the value of μui
is less than μi. Let α1 denote the value of α that satisfies

μu1 = μ1

α1 = min
{

1,
(1−fs1d)fs1r−p1g

s1
rdg

s2
rd

p1(gs1rdg
s2
rd+gs1rdg

s2
rd)+p2g

s2
rd+p3g

s1
rd

}

(13)

and α2 denote the value of α that satisfy μu2 = μ2

α2 = max
{

0, 1− (1−fs2d)fs2r−p1g
s1
rdg

s2
rd

p1(gs1rdg
s2
rd+gs1rdg

s2
rd)+p2g

s2
rd+p3g

s1
rd

}

(14)

Therefore the interesting values of α are between α2 and α1 because above α1

or below α2 the stable throughput, λi, is constant and equals to μi.

3.2 The Stability Analysis of TDMA Scheme

We follow the same steps as those in the MAC scheme. A packet departs Qsi in
the assigned time slot if it is successfully decoded by at least one node. Thus,
the average service rate of Qsi is given by

μi = msi(fsid + fsir(1 − fsid)) (15)

For Qsi stability, the following condition must be satisfied

λi < msi(fsid + fsir(1 − fsid)) (16)

A packet arrives at Qri when si transmits on the assigned time slot and an
outage occurs in the direct link from si to the destination node while no outage
occurs in the link between si and the relay, yet, Qsi is not empty. Thus, the
average arrival rate of Qri is given by

λri = msi

(λi

μi
(1 − fsid)fsir

)
(17)

A packet departs Qri if there is no outage in the link between the relay and the
destination. Thus, the average service rate of Qri is given by

μri = mrifrd (18)

For stability of Qri , λri < μri , which yields

λi <
μri

msi(1 − fsid)fsir
μi (19)

From (16) and (19), the system is stable if

λi < min{μi, μui
} (20)

μui
=

μri

msi(1 − fsid)fsir
μi i ∈ {1, 2} (21)
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It is obvious from (19) that the maximum stable throughput depends on msi .
We formulate an optimization problem to calculate the maximum achievable
stable throughput for both source terminals. From (20), λi is a concave function
in the parameter msi as it is the minimum between two affine functions, μi and
μsi [16]. For the ith source terminal, the optimization problem is given by

maximize
msi

min{μi, μui
}

subject to 0 ≤ msi ≤ 1
(22)

The optimal solution of this problem, m∗
si , can be easily calculated because μi is

monotonically increasing in msi , while μui
is monotonically decreasing in msi .

Therefore, m∗
si is obtained at μi = μui

and is given by

m∗
si =

frd
fsir(1 − fsid) + frd

(23)

4 Average Delay Characterization

In this section, we present the delay analysis for both cooperative schemes. Then,
we investigate the fundamental trade-off between the average delay and the
stable throughput for s1 and s2.

4.1 Delay Analysis of MAC Scheme

If a packet is directly delivered to the destination then this packet experiences
a queueing delay at the source only. This event occurs for the ith source with
probability εi = fsid

fsid+fsir−fsidfsir
, which is the the probability that the packet is

successfully decoded by the destination given that it is dropped from Qsi . If the
first successful transmission for this packet is not to the destination, then the
packet experiences two delays; a queuing delay at Qsi in addition to the queuing
delay at Qri . This event occurs with probability 1 − εi. Therefore, the average
delay is given by

Di = Tsi + (1 − εi) Tri (24)

where Tsi and Tri denote the average queueing delays at si and ri, respectively.
Since the arrival rates at Qsi and Qri are given by λi and λri , respectively, then
applying Little’s law yields

Tsi = Ni/λi, Tri = Nri/λri (25)

where Ni and Nri denote the average queue size of Qsi and Qri , respectively.
The dominant system, described before, de-couples the interaction between the
queues. Thus, we can easily calculate Nsi and Nri by observing that Qsi and
Qri are discrete-time M/M/1 queues with Bernoulli arrivals and geometrically
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distributed service rates. Then, by applying the Pollaczek-Khinchine formula
[17], we obtain Ni and Nri as

Ni =
−λ2

i + λi

μi − λi
, Nri =

−λ2
ri + λri

μri − λri

(26)

Substituting (25) and (26) in (24), we can write the average queueing delay for
the ith source terminal as

Di =
1 − λi

μi − λi
+

fsir(1 − fsid)
fsid + fsir − fsidfsir

1 − λri

μri − λri

(27)

4.2 Delay Analysis of TDMA Scheme

Since the source terminals and the relay transmit their packets over orthogonal
resources, there is no interaction between the queues. Using exactly the same
analysis as that used in the MAC scheme, we can write the average queueing
delay for the i-th source terminal as

Di =
1 − λi

μi − λi
+

fsir(1 − fsid)
fsid + fsir − fsidfsir

1 − λri

μri − λri

(28)

where μi=msi(fsid + fsir(1 − fsid)) (29)

λri=msi

(λi

μi
(1 − fsid)fsir

)
(30)

μri=mrifrd, i ∈ {1, 2} (31)

5 Numerical Results

In this section, we investigate the performance of the proposed cooperative
schemes. First, we show the effect of changing the direct link channel gain,
between the sources and the destination, on the stability region. Next, we demon-
strate the effect of varying α on the maximum stable throughput for the MAC
scheme. Furthermore, we characterize the fundamental trade-off between the
average delay and the stable throughput for both source terminals. Finally, we
demonstrate effect of varying α on the delay experienced by the packets of s1
and s2 and validate our results via queue simulation.

In Fig. 2a, we plot the stable throughput region of the studied schemes for
different direct link channel conditions. Hereafter, the system parameters are
chosen as follows: Pr=Psi=6, R=1, ρ2s1,r=0.8, ρ2s2,r=0.86, and we define four
different sets each contains a channel condition for the direct links accord-
ing to the following: S1={ρ2s1,d=0.14, ρ2s2,d=0.1}, S2={ρ2s1,d=0.2, ρ2s2,d=0.16},
S3={ρ2s1,d=0.27, ρ2s2,d=0.2}, and S4={ρ2s1,d=0.32, ρ2s2,d=0.28}. In Fig. 2a, it is
obvious that the MAC scheme provides the worst performance for both termi-
nals for low direct channel gains. The poor direct link causes slow emptying
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(a) Stable throughput region for different
direct link channels

(b) Stable throughput for s1 and s2

Fig. 2. Stable Throughputs

of the source queues and a very few relay transmission opportunities. In this
case, it is more efficient to use the TDMA scheme to achieve higher throughput.
As the direct link channel gain increases, the performance of the MAC scheme
improves and outperforms the TDMA scheme which becomes inefficient due to
the division of the available degrees of freedom.

Next, we show the effect of varying α on the stability of the MAC scheme. We
use S2 for the direct channel condition. In Fig. 2b, we plot the stable throughput
versus α for s1 and s2. Increasing the value of α increases the maximum stable
arrival rate at s1 while decreasing α increases the maximum stable arrival rate
at s2. This result is intuitive, since increasing the value of α gives more chance
for transmitting the packets of s1 at the cooperative queues and this reduces the
amount of cooperation that the s2 experiences from the relay.

Using (13) and (14), we can compute the values of α1 and α2 as α1=0.76,
α2=0.13. It is clear from the figure that the stable throughput for s1, λ1, becomes
constant when the value of α exceed α1 because μu1 becomes greater than μ1

which is constant and does not depend on α and this emphasize the results
obtained in (11) and (13). It is exactly the same for s2 when the system operates
with value of α below α2.

Next, we characterize a fundamental trade-off that arises between the average
delay and the stable throughput for s1 and s2. Given that the system is stable,
the throughput of any node is equal to its packet arrival rate. Thus, increasing
the throughput means injecting more packets into the system which yields a
higher delay. In Fig. 3a, we illustrate the delay throughput trade-off for s2. We
plot the average delay versus the stable throughput for the proposed cooper-
ative schemes. The system parameters are chosen as follows: Pr=Psi=6, R=1,
ρ2s1,r=0.8, ρ2s2,r=0.86, S3, and for a fair comparison we choose λ1=0.6, which
is the maximum stable stable throughput for the TDMA scheme at S3. The
trade-off is obvious where as the throughput increases the delay also increases.



Stability and Delay Analysis for Cooperative Relaying 133

The MAC scheme sustains the stability of the system up to λ2 ≈ 0.65, while in
the TDMA scheme the system is unstable with λ2 ≈ 0.58. These values appear
clearly in Fig. 2a where at λ1=0.6 the maximum stable throughput for s2 in the
MAC scheme is λ2 ≈ 0.65 while in the TDMA scheme is λ2 ≈ 0.58.

(a) Delay-throghput trade-off at s2 (b) Average delay experienced by the pack-
ets of s1

Fig. 3. Average Delay

Finally, we demonstrate effect of varying α on the delay of the packets of s1
in the MAC scheme. In Fig. 3b, it is clear that the results obtained through sim-
ulations are close to the expressions derived in (27). The gap between the upper
bound and the queue simulation emerges due to the dominant system where
the nodes transmit dummy packets which affect the average delay experienced
by the packets. We also introduce a new dominant where the relay transmits
its packet over new frequency bands. This dominant system provides a lower
bound on the delay of the original system and we can calculate the delay for this
dominant system by substituting in (27) by

μr1 = p1frd+α(p2frd+p3frd) (32)
μr2 = p1frd+α(p2frd+p3frd) (33)

Moreover, given λ1 and λ2, it is clear that as α increases D1 decreases and this
matches the result stated in (27).

6 Conclusion

In this paper, we have proposed a novel randomized MAC cooperative policy
where a full duplex relay can efficiently transmit the packets of two source ter-
minals. We have characterized the stable throughput region for the proposed
cooperative scheme in addition to a TDMA scheme. The results indicate that
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the MAC scheme can provide significant gain over the TDMA scheme in the case
of high direct channel gain. Moreover, we have also addressed the throughput
delay trade-off. The results show that the MAC scheme achieves higher stable
throughput than that of the TDMA scheme.
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Abstract. In this paper, we propose and evaluate the performance of
multiuser switched diversity (MUSwiD) cognitive amplify-and-forward
(AF) relay networks with multiple primary receivers using orthogonal
spectrums. Using orthogonal spectrum bands aims to mitigate the inter-
ference between users in wireless networks. The spectrum of primary
receiver whose channel results in the best performance for the secondary
system is shared with secondary users. To reduce the channel estimation
load in the secondary cell, the MUSwiD selection scheme is used to select
among secondary users. In this scheme, the user whose end-to-end (e2e)
signal-to-noise ratio (SNR) satisfies a predetermined switching threshold
is scheduled to receive data from the source instead of the best user. In
the analysis, an upper bound on the e2e SNR of a user is used in deriv-
ing of analytical approximations of the outage probability and average
symbol error probability (ASEP). The performance is also studied at the
high SNR regime where the diversity order and coding gain are derived.
The derived expressions are verified by Monte-Carlo simulations. Results
illustrate that the diversity order of the studied MUSwiD cognitive AF
relaying network is the same as its non-cognitive counterpart. Unlike the
existing papers where the same spectrum band is assumed to be shared
by the primary receivers, our findings demonstrate that increasing the
number of primary receivers in the proposed scenario enhances the sys-
tem performancevia improving the coding gain.

Keywords: Amplify-and-forward · Multiuser cognitive relay network ·
Switching threshold · Orthogonal spectrums

1 Introduction

Cognitive radio is an important tool used to improve the spectrum resource uti-
lization efficiency in wireless networks [1]. Several cognitive radio paradigms have
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been proposed in [2], among which is the underlay scheme. This scheme allows
users in a secondary cell to utilize the frequency bands of users in a primary cell
only if the interference is below a certain threshold. Beside the cognitive radio
networks, a lot of research has been recently done on relay network which is used
to deal with the multipath fading problem in wireless systems [3].

In the area of decode-and-forward (DF) cognitive relay networks (CRNs),
closed-form expressions were derived in [4] for the outage and error probabilities
of DF CRNs considering various relay selection scenarios. The outage and sym-
bol error probabilities of amplify-and-forward (AF) CRNs with opportunistic
and partial-relay selection schemes were evaluated in [5]. In [6], the error rate
performance of an AF CRN was studied using the partial-relay selection scheme.
The outage performance of an AF CRN with multiple primary users was recently
studied in [7]. In addition to deriving the ergodic channel capacity, Bao et al.
evaluated in [8] some lower bounds for the outage and error rate probabilities of
AF CRNs assuming Rayleigh fading channels. Recently, the outage performance
of opportunistic AF and DF CRNs with multiple secondary users and direct link
was studied in [9].

Currently, the performance of CRNs with multiple secondary users is attract-
ing a lot of researchers to work on such important topic. In [10], the secondary
user was selected to achieve the largest secondary rate while satisfying primary
rate target. In [11], the outage performance of AF and DF CRNs was studied
assuming multiple secondary sources, single secondary relay and destination, and
multiple primary receivers. The secondary source which maximizes the SNR at
the destination combiner output considering the presence of the direct link is
selected to send its message.

As can be seen, the only considered scenario in CRNs is the one where the
multiple primary receivers utilize the same spectrum band. Another important
scenario that could be seen in such systems is the one where the primary receivers
use orthogonal spectrums. This situation could be seen in long term evolu-
tion (LTE) networks where the orthogonal frequency division multiple access
(OFDMA) technique is used in the downlink transmission. Another applica-
tion is in IEEE 802.22 wireless regional area networks (WRANs) where the
OFDMA is a candidate access method for these networks. Furthermore, it is
noticed that the mostly used scheduling scheme in multiuser CRNs is the oppor-
tunistic scheduling. A drawback of this scheme is the heavy load of channel
estimations it requires in selecting the best secondary user among the avail-
able users. An efficient candidate which can reduce the channel estimation load
between the secondary relay and users and the system complexity is the mul-
tiuser switched diversity (MUSwiD) selection scheme [12]. In this scheme, each
user triggers a feedback only when its channel quality is greater than a certain
threshold. Therefore, only the users with good channel quality are worth being
considered to be scheduled [13].
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According to authors knowledge, the scenario of cognitive AF relay networks
with multiuser switched diversity selection and multiple primary receivers using
orthogonal spectrums has not been presented yet. The contributions of this paper
are as follows. i) We propose the new scenario of CRNs with multiple primary
receivers using orthogonal spectrum bands. ii) Also, we introduce the MUSwiD
user selection scheme to select among secondary users in the proposed scenario.
iii) We provide a comprehensive analysis for evaluating the performance of the
proposed scenario where some analytical approximations are derived for the out-
age probability and average symbol error probability (ASEP) for the independent
non-identically distributed (i.n.i.d.) generic case of users channels. Furthermore,
we study the behavior at the high SNR regime where the diversity order and
coding gain are derived.

The rest of this paper is organized as follows. Section 2 presents the system
and channel models. The performance evaluation is conducted in Section 3.
Section 4 provides the asymptotic performance analysis. Some simulation and
numerical results are discussed in Section 5. Finally, Section 6 concludes the
paper.

2 System and Channel Models

Consider a dual-hop cognitive AF relay network consisting of one secondary
source S, one AF secondary relay R, K secondary destinations or users Dk

(k = 1, . . . , K), and M primary receivers Pm (m = 1, . . . , M) using orthogo-
nal frequency bands. All nodes are assumed to be equipped with single antenna
and the communication is assumed to operate in a half-duplex mode. Secondary
users need to share the spectrum with the primary receiver whose channel sat-
isfies the interference constraint and results in a best performance for the sec-
ondary system1. The communications take place in two phases. In the first phase,
the secondary source sends its message x to relay under a transmit power con-
straint which guarantees that the interference with the primary receivers does
not exceed a threshold Ip. As a result, the source S must transmit at a power
given by Ps = Ip/min

m
|gs,m|2, m = 1, . . . , M , where gs,m is the channel coeffi-

cient of the S → Pm link. In the second phase, R amplifies the received mes-
sage from S with a variable gain G and forwards the amplified message to K
users. The transmit power at R must also satisfy the interference constraint,
it is defined as PR = Ip/min

m
|gr,m|2, m = 1, . . . , M , where gr,m is the channel

coefficient of the R → Pm link. Hence, the received message at Dk from R is
given by yr,k =

√
PsGhr,khs,rx + Ghr,kns,r + nr,k, where hs,r and hr,k are the

channel coefficients of the S → R and R → Dk links, respectively, ns,r and nr,k

are the additive white Gaussian noise (AWGN) terms at R and Dk, respectively,
with a power of N0. We assume that the channel information of all links can

1 Getting the best behavior of the secondary system in the sense of selecting the
primary receiver which allows the secondary users to transmit at their max. power.
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be perfectly estimated by the secondary users2. Also, it is assumed that the
interference from the primary user is neglected3. As we are using a channel-
state-information (CSI)-assisted AF relaying, the gain G can be expressed as

G2 = 1
/ (

min
m

|gr,m|2
)

[
|hs,r|2(

min
m

|gs,m|2
) + N0

Ip

]

. Thus, the end-to-end (e2e) SNR of

Dk can be written as [8]

γS−R−Dk
=

Ip
N0

|hs,r|2
min
m

|gs,m|2
Ip
N0

|hr,k|2
min
m

|gr,m|2
Ip
N0

|hs,r|2
min
m

|gs,m|2 +
Ip
N0

|hr,k|2
min
m

|gr,m|2 + 1
≤ γup

k = min
(

X/Y
︸ ︷︷ ︸

γ1

, Xk︸︷︷︸
γ2k

)

, (1)

where X = Ip

N0
|hs,r|2, Y = min

m
|gs,m|2, and Xk =

Ip
N0

|hr,k|2
min
m

|gr,m|2 . The MUSwiD user

scheduling is achieved by selecting the user with the e2e SNR γup
k that satisfies a

predetermined switching threshold. In the upcoming analysis, all channel coef-
ficients are assumed to undergo i.n.i.d. Rayleigh fading and hence, the channel
gains |gs,m|2, |hs,r|2, |hr,k|2, and |gr,m|2 follow exponential distribution with mean
powers μs,m, Ωs,r, Ωr,k, and μr,m, respectively.

Referring to Figure 1, the MUSwiD selection scheme works as follows. In
each scheduling period, the relay probes the secondary users in a sequential
way so only a single user has an opportunity to send a feedback at one time.
For each user to decide whether to send a feedback or not, a single feedback
threshold is used for all users. This threshold could be assumed to be constant
or it could be calculated to optimize a certain performance measure4. The order
of the users is set by the relay and sent to all users each scheduling period.
The second or even the kth user will not send any feedback signal to the relay
unless it does not receive a flag from the previous user in the sequence within
a certain time duration5. Suppose the users are arranged in a certain order,
the first user compares its channel quality with the threshold. If it is higher
than the threshold, the first user sends a feedback to the relay and a flag to
other users signaling its presence. Otherwise, the first user keeps silent and the
second (next) user compares its channel quality against the threshold. Again,
if it exceeds the threshold, the second user sends a feedback to the relay and
a flag to other users signaling its presence, otherwise the third user will get a
chance. Once the relay detects a feedback from any user, it immediately selects

2 Secondary users can know the channel information of the primary user by either a
direct reception of pilot signals from a primary user [14].

3 The interference is assumed to be represented by noise as in the case where the
primary transmitters signal is generated by random Gaussian codebooks [15].

4 In this paper, the switching threshold is numerically calculated to optimize the
e2e outage probability. Also, a simple method is mentioned in Section 4 to obtain
approximate but accurate values for the optimum switching threshold.

5 The time duration of the feedback channel is not long and hence, the MUSwiD
scheduling scheme does not cause additional delay to the scheduling process [16].
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Fig. 1. Flowchart of the proposed MUSwiD user scheduling.

that user for the subsequent data reception and the whole user selection process
ends. This process continues till a suitable user is found or all users are examined
and found unacceptable. In this case, the MUSwiD scheme selects the last user
for simplicity. To achieve fairness among users, the feedback sequence can be
changed continuously. The feedback in MUSwiD systems is reduced significantly
into only one feedback channel per resource unit instead of per-user feedback
channels. Also, a user sends feedback only ahead of the resource units that it
will be allocated instead of sending feedback for all resource units. This provides
considerable savings in battery life of mobile terminals.
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3 Performance Analysis

3.1 Outage Probability

The outage probability is defined as the probability that the SNR at the
scheduled user γup goes below a predetermined outage threshold γout, i.e.,
Pout = Pr [γup ≤ γout], where Pr[.] denotes the probability operation.

Lemma 1. L.1 The outage probability for MUSwiD cognitive CSI-assisted AF
relay system with multiple primary receivers using orthogonal spectrums is given
by

Pout �
K−1∑
i=0

⎧⎪⎨
⎪⎩

(1 − exp (−ζtotγT))

ζtot
+

K−1∑
k=0

(−1)
k+1

K−1∑
n0<...<nk

n(.)�=i

k∏
t=0

(
1 + λ2nt

γT

)−1

Δ1
− (1 + λ2iγout

)−1

×

⎡
⎢⎣ (1 − exp (− (λ1γout + ζtot) γT))

λ1γout + ζtot
+

K−1∑
k=0

(−1)
k+1

K−1∑
n0<...<nk

n(.)�=i

k∏
t=0

(1 − exp (−Δ1γT))(
1 + λ2nt

γT

)
Δ1

⎤
⎥⎦
⎫⎪⎬
⎪⎭(πiζtot)

+

K−1∑
l=0

πlζtot

⎛
⎜⎝

K∑
q=0

(−1)q

q!

K∑
m1,...,mq

q∏
z=1

(1 − exp (−Δ1γT))(
1 + λ2mz

γT

)
Δ1

+

K−1∑
w=0

π((l−w))K

⎡
⎢⎣(1 + λ2lγT)

−1

×

⎧⎪⎨
⎪⎩

exp (− (λ1γT + ζtot) γT)

λ1γT + ζtot
+

w−1∑
p=0

(−1)
p+1

w−1∑
v0<...<vp

p∏
g=0

exp (−Δ2γT)

Δ3Δ2

⎫⎪⎬
⎪⎭−

⎧⎪⎨
⎪⎩

exp (− (λ1γout + ζtot) γT)

λ1γout + ζtot

+

w−1∑
p=0

(−1)
p+1

w−1∑
v0<...<vp

p∏
g=0

exp (−Δ4γT)

Δ3Δ4

⎫⎪⎬
⎪⎭
(
1 + λ2lγout

)−1

⎤
⎥⎦
⎞
⎟⎠, (2)

where ζtot =
∑M

m=1 ζs,m, Δ1 = λ1γT + ζtot, Δ2 =
∑p

u=0 λ2((l−w+vu))K
+ λ1γT +

ζtot, Δ3 = 1 + λ2((l−w+vg))K
γT, and Δ4 =

∑p
u=0 λ2((l−w+vu))K

+ λ1γout + ζtot.

Proof. lease see Appendix.

3.2 Average Symbol Error Probability

The ASEP can be expressed in terms of the cumulative distribution function
(CDF) of γup, Fγup(γ) = Pout(γout = γ) as

ASEP � a
√

b

2
√

π

∫ ∞

0

exp (−bγ)√
γ

Fγup(γ)dγ, (3)

where a and b are modulation-specific constants.
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Lemma 2. L.2 The ASEP for MUSwiD cognitive CSI-assisted AF relay system
with multiple primary receivers using orthogonal spectrums is given by

(4)

where Γ (., .) is the incomplete Gamma function defined in [19, Eq.(8.350.2)],
ϑ1 = λ1γT + ζtot and ϑ3 = 2λ1γT + ζtot.

Proof. y replacing γout with γ in (2) and using the partial fraction expan-
sion and the integration in (3) and with the help of [19, Eq.(3.361.2)] and
[19, Eq.(3.383.10)], we get (4).

4 Asymptotic Performance Analysis

To get more insights about the system performance and simplify the results,
we study the behavior at high SNR values where the outage probability can
be expressed as Pout≈ (GcSNR)−Gd , where Gc and Gd denote the coding gain
and diversity order of the system, respectively [17]. In the upcoming analysis,
the S → Pm links, the R → Dk links, and the R → Pm links are assumed to
be identical, that is (ζs,1 = . . . = ζs,M = ζs,p), (λr,1 = . . . = λr,K = λr,d), and
(ζr,1 = . . . = ζr,M = ζr,p), respectively. The conditional CDF of γup is given for
the identical case of users channels as

Fγup (γ|Y ) =

⎧
⎪⎨

⎪⎩

[Fγup(γT|Y )]K−1
Fγup(γ|Y ), γ < γT;

∑K−1
j=0 [Fγup(γ|Y ) − Fγup(γT|Y )]

× [Fγup(γT|Y )]j + [Fγup(γT|Y )]K , γ ≥ γT,

(5)
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where Fγup(γ|Y ) is the CDF of γup
k conditioned on Y = min

m
|gs,m|2,m = 1, . . . , M

and it can be expressed for the case of identical first and second hop channels as

Fγup
k

(γ|Y ) = 1 − exp (−λ1γY )
(1 + λ2γ)

, (6)

where λ1 is as defined in the Appendix and λ2 = 1
/ (∑M

m=1 ζr,mΩr,d
Ip

N0

)
. As

Ip

N0
→ ∞, the CDF in (6) simplifies to Fγup

k
(γ|Y ) ≈ λ1Y γ. Upon substitut-

ing this CDF in (5) and following the same procedure as in the Appendix,
the outage probability at high SNR values can be evaluated with the help of
[19, Eq. (3.351.1)] and [19, Eq.(3.351.2)] and recalling that λ1 = 1

/ (
Ωs,r

Ip

N0

)
as

P∞
out =

{
Ωs,rMζs,p

Γ (2,Mζs,pγT) (γout − γT)
Ip

N0

}−1

. (7)

Upon substituting the asymptotic outage probability in (3) and with the
help of [19, Eq.(3.351.3)] and recalling that λ1 = 1

/ (
Ωs,r

Ip

N0

)
, the ASEP can

be obtained at high SNR values as

ASEP∞ =

⎧
⎨

⎩

(

Ξ

[
Γ

(
3
2

)

b3/2
− Γ

(
1
2

)

b1/2
γT

])−1 Ip

N0

⎫
⎬

⎭

−1

, (8)

where Ξ = a
√

bΓ (2,Mζs,pγT)

2
√

πMζs,pΩs,r
.

A simple but an accurate method to find approximate optimum switching

threshold is by using min
( Ip

N0
Ωs,r

(Mζs,p)−1 ,
Ip
N0

Ωr,d

(Mζr,p)−1

)
.

5 Simulation and Numerical Results

We can see from figure 2 that the asymptotic results perfectly converge to the
analytical results as well as the Monte-Carlo simulations. It is obvious also that
the used bound on the e2e SNR is indeed very tight; especially, at the high
SNR region. Furthermore, we can see from this figure that the MUSwiD selec-
tion scheme has nearly the same performance as the opportunistic scheduling for
very low SNR region; whereas, as we go further in increasing SNR, the oppor-
tunistic scheduling is clearly outperforming the MUSwiD scheme, as expected.
In addition, we can see that for the MUSwiD scheme as K increases, the system
performance becomes more enhanced; especially, at the range of SNR values that
are comparable to the switching threshold γT. More importantly, for K = 2, 3,
and 4, it is obvious that at both low and high SNR values, all curves asymp-
totically converge to the same behavior and no gain is achieved in the system
performance with having more users. This is expected since when γT takes values
much smaller or much larger than the average SNR, the system asymptotically
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Ωr,k = 0.7 for k = 1, . . . , 4.
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μr,m = 0.01 for m = 1, . . . , M , and Ωr,k = 0.9 for k = 1, 2.

converges to the case of two users and hence, having more users will have no effect
on the system performance. Finally, the effectiveness of the MUSwiD scheme is
in the reduction of CSI feedback load it offers compared to the opportunistic
scheduling. In order to achieve this effectiveness with a slight reduction in the
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multiuser diversity gain, γT should be chosen to be close to the average SNR.
Due to their features and performance, MUSwiD systems are actually attractive
options for practical implementation in emerging mobile broadband communi-
cation systems [16].

It is obvious from Figure 3 that as γout increases, worse the achieved per-
formance. Furthermore, it is clear from this figure that the best performance is
achieved with the maximum number of primary users M .

We can see from Figure 4 that increasing K leads to a significant gain in
system performance; especially, in the range of γT values that are comparable
to the average value of γup

k . On the other hand, as γT becomes much smaller
or much larger than the average value of γup

k , the improvement in performance
decreases, as all curves asymptotically converge to the case of two users. This is
due to the fact that, if the average value of γup

k is very small compared to γT, all
users will be unacceptable most of the time. Whereas, if it is very high compared
to γT, all users will be acceptable and one user will be scheduled most of the
time. Thus, having more secondary users in both cases will add no gain to the
system performance.

The average number of channel estimations versus switching threshold γT is
illustrated in Figure 5 for the case of 4 secondary users. The average number of
channel estimations for the MUSwiD selection scheme is provided in [20]. We can
see from this figure that as the channels of all users are required for its operation,
the opportunistic scheduling is always of need for 4 channel estimations. On the
other hand, we can see that the MUSwiD selection scheme needs to estimate
at most 3 channels because when the first 3 users are found unacceptable, the
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ison with the opportunistic scheduling with K = 4 and an average power/user path =
10 dB.

last checked user will be scheduled by the central unit regardless of its quality.
Also, we can notice from this figure that as γT increases, the average number
of channel estimations of users increases since it is more difficult to find a user
with an acceptable quality.

6 Conclusion

The new scenario of MUSwiD cognitive AF relay network with multiple primary
receivers using orthogonal spectrums was proposed in this paper. Analytical and
asymptotic approximations for the outage and average symbol error probabilities
were derived. Results illustrated that the diversity order of the proposed scenario
is the same as its non-cognitive counterpart. Unlike the existing papers where the
same spectrum band is shared by the primary receivers, increasing the number
of primary receivers in the proposed scenario enhances the system behavior.

Appendix
Proof of Lemma 1

Herein, we first apply the conditional statistics on the fading channel from S to
P. The CDF of γup

k conditioned on Y = min
m

|gs,m|2,m = 1, . . . , M can be written
as

Fγup
k

(γ|Y ) = 1 − (1 − Fγ1 (γ|Y ))
(
1 − Fγ2k

(γ|Y )
)

. (9)
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It is easy to see that

Fγ1 (γ|Y ) =1 − exp (−λ1γY ) , (10)

Fγ2k
(γ|Y ) =

∫ ∞

0

F|hr,k|2
(

N0γ

Ip
x

)

fmin
m

|gr,m|2 (x) dx

=1 − (1 + λ2kγ)−1
, (11)

where λ1 = 1
/ (

Ωs,r
Ip

N0

)
, λ2k = 1

/ (∑M
m=1 ζr,mΩr,k

Ip

N0

)
, and the PDF

fmin
m

|gr,m|2 (x) is given by

fmin
m

|gr,m|2(x) =
M∑

m=1

ζr,m exp

(

−
M∑

m=1

ζr,mx

)

, (12)

where ζr,m = 1/μr,m.
Upon substituting (10) and (11) in (9), we get

Fγup
k

(γ|Y ) = 1 − exp (−λ1γY )
(1 + λ2kγ)

. (13)

Upon substituting (13) in the conditional CDF of γup provided by [17], we get

(14)

where K is the number of secondary destinations, γT is a predetermined switch-
ing threshold, πi, i = 0, . . . , K − 1 is the probability that the ith destination or
user is chosen as given by [17], and ((l − w))K denotes l − w modulo K.
With the help of the product identities in [18] and [8], the terms P1, P2, and P3

in (14) can be simplified as follows

P1 = 1 +
K−1∑

k=0

(−1)k+1
K−1∑

n0<...<nk
n(.) �=i

k∏

t=0

exp (−λ1γTY )
(
1 + λ2nt

γT
) , (15)

where
∑K−1

n0<...<nk
n(.) �=i

is a short-hand notation for
∑K−k−1

n0=0
n0 �=i

∑K−k
n1=n0+1

n1 �=i

. . .
∑K−1

nk=nk−1+1
nk �=i

.



An Efficient Switching Threshold-Based Scheduling Protocol 147

P2 =
K∑

q=0

(−1)q

q!

K∑

m1,...,mq

q∏

z=1

exp (−λ1γTY )
(
1 + λ2mz

γT
) , (16)

where
∑K

m1,...,mq
is a short-hand notation for

∑K−k−1
m1=...=mq=1

m1 �=...�=mq

.

P3 = 1 +
w−1∑

p=0

(−1)p+1
w−1∑

v0<...<vp

p∏

g=0

exp (−λ1γTY )
(
1 + λ2((l−w+vg))K

γT

) , (17)

where
∑w−1

v0<...<vp
is a short-hand notation for

∑w−p−1
v0=0

∑w−p
v1=v0+1 . . .

∑w−1
vp=vp−1+1.

Up to now, the outage probability can be expressed as

Pout �
∫ ∞

0

Fγup (γ|Y ) fY (y)dy, (18)

where the PDF fY (y) is given by

fY (y) =
M∑

m=1

ζs,m exp

(

−
M∑

m=1

ζs,my

)

, (19)

where ζs,m = 1/μs,m. Upon substituting (15), (16), and (17) in (14) and using
(18), the outage probability can be evaluated as in (2).
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Abstract. In this paper, we study the performance of multiuser cog-
nitive generalized order user scheduling networks with multiple primary
users and imperfect channel estimation. The utilized generalized order
user selection scheme is efficient in situations where a user other than the
best user is erroneously selected by the scheduling unit for data reception
as in imperfect channel estimation or outdated channel information con-
ditions. In this scheme, the secondary user with the second or even the
N th best signal-to-noise ratio (SNR) is assigned the system resources in a
downlink channel. In our paper, closed-form expressions are derived for
the outage probability, average symbol error probability (ASEP), and
ergodic channel capacity assuming Rayleigh fading channels. Also, to
get more insights about the system performance, the behavior is stud-
ied at the high SNR regime where the diversity order and coding gain
are derived and analyzed. The achieved results are verified by Monte-
Carlo simulations. Main results illustrate that the number of primary
users affects the secondary system performance through affecting only
the coding gain. Also, findings illustrate that a zero diversity gain is
achieved by the system and a noise floor appears in the results when
the secondary user channels are imperfectly estimated. Finally, results
show that the generalized order user scheduling in cognitive networks
has exactly the same diversity order as when implemented in the non-
cognitive counterparts.

Keywords: Multiuser cognitive networks · Generalized order user
scheduling · Imperfect channel estimation · Rayleigh fading

1 Introduction

The multiuser diversity is achieved by taking advantage of the channel fading
variations in wireless networks. More specifically, it was shown that selecting
the user with the best instantaneous channel each transmitting or receiving
time increases the chance of having the communication to occur over a good
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channel. As a way for improving the spectrum utilization efficiency in wireless
networks, the cognitive radio has been proposed in [1]. In such networks, the
secondary or cognitive users can share the spectrum with primary users via
underlay, overlay, or interweave paradigms [2]. The underlay paradigm which is
adopted in this paper allows secondary users to share the spectrum of primary
users if the interference between them is below a certain threshold.

The opportunistic scheduling where the user with the best instantaneous
channel is always selected by the scheduling unit for data communications was
used in [3] to select among secondary users. The multiuser diversity gain and bit
error rate for multiple access, broadcast, and parallel access channels in cognitive
radio networks with opportunistic scheduling were derived in [4]. Recently, Wang
et al. proposed in [5] a limited feedback based underlay spectrum sharing scheme
where the opportunistic scheduling was used to select among secondary users
in a downlink transmission. The opportunistic scheduling was also used in [6]
to select among secondary users in an uplink transmission. Most recently, the
secondary users were allowed to utilize the spectrum of primary users in an
opportunistic way in [7]. The performance of multiuser cognitive radio networks
with opportunistic scheduling and multiple primary receivers was studied in [8].
All the aforementioned papers assumed perfectly estimated channels.

Some scheduling fairness and power control schemes were presented in [9]
for multiuser cognitive networks with opportunistic scheduling among the sec-
ondary users. In [10], Khan et al. derived the exact outage and error rate
probabilities for multiuser cognitive networks with opportunistic scheduling and
Nakagami-m fading channels. In general, two important issues need to be consid-
ered when designing any multiuser network: the sum-rate capacity and fairness
among users. The maximum-rate schedulers such as the generalized order user
scheduling maximizes the sum capacity at the expense of unfairness among users;
whereas, the proportional fair user selection scheme satisfies fairness among users
at the expense of system sum-rate [11]. Therefore, the selection of the scheduling
scheme depends on the system requirements and nature of the system. Although
the proportional fair scheduling could be helpful for users of weak channels, the
loss happens in the throughput when this scheduling scheme is used can be large
in situations where users are scattered across the cell [12].

From our reading to the literature on the area of multiuser cognitive net-
works, we noticed that the most commonly used secondary user selection scheme
in these networks is the opportunistic scheduling. In this scheme, the user with
the best instantaneous channel is selected every time for data transmission or
reception. Also, we noticed that most of the papers on multiuser cognitive net-
works assumed perfectly estimated channels and ignored the effect of imperfect
channel estimation on the system performance. There exists several situations
in wireless networks where the opportunistic scheduling could fail, among which
is the presence of imperfect channel state information where the scheduling unit
could fail in error in selecting the best user among the available users and in
the presence of outdated channel information where the user which was the best
at the selection time instant could not be the best at the transmission time
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instant. An efficient selection scheme which can deal with such situations is the
generalized order user scheduling. In this scheme, the user with the second or
even the N th best channel is selected instead of the best user for transmitting
or receiving data. This scheme was firstly proposed in literature to select among
antennas [13], then, it was presented to select among relays in relay networks [14],
and recently, it was used to select among users in multiuser relay networks [15].
Most of the previous papers consider the opportunistic scheduling and perfectly
estimated channels.

In this paper, we study the performance of multiuser cognitive generalized
order user selection network with multiple primary receivers in the presence
of imperfect channel estimation. In the considered scheme, the secondary user
with the first, the second, or even the N th best signal-to-noise ratio (SNR) is
allowed by the scheduling unit for data reception. Closed-form expressions are
derived for the outage probability, average symbol error probability (ASEP),
and ergodic channel capacity assuming independent non-identically distributed
(i.n.i.d.) generic case of Rayleigh fading channels. Furthermore, the performance
is studied at the high SNR regime where approximate expressions are derived for
the outage probability and ASEP in addition to the derivation of the diversity
order and coding gain of the system. The effect of number of primary users, num-
ber of secondary users, and channel estimation error on the system performance
is illustrated via providing some simulation and numerical examples.

This paper is organized as follows. Section 2 presents the system and channel
models. The exact performance evaluation is conducted in Section 3. Section 4
provides the asymptotic performance analysis. Some simulation and numerical
results are discussed in Section 5. Finally, Section 6 concludes the paper.

2 System and Channel Models

The system under consideration consists of one secondary source S, K sec-
ondary destinations or users Dk (k = 1, . . . , K), and M primary receivers Pm

(m = 1, . . . , M) using the same frequency band. All nodes are assumed to be
equipped with single antenna. The secondary source sends its message x to
K users under a transmit power constraint which guarantees that the inter-
ference with the primary users does not exceed a threshold Ip. To satisfy the
primary interference constraint, the source S must transmit at a power given
by Ps = Ip/max

m
|gs,m|2, m = 1, . . . , M , where gs,m is the channel coefficient of

the S → Pm link. Therefore, the message at the kth destination Dk from the
source S is given by ys,k =

√
Pshs,kx + ns,k, where hs,k is the channel coeffi-

cient of the S → Dk link and ns,k represents the additive white Gaussian noise
(AWGN) term at Dk with a power of N0. We assume that perfect channel infor-
mation including the interference channel is available at the secondary source1.

1 Secondary source can know the channel information of the primary users by either
a direct reception of pilot signals from primary users [16], or by exchange of channel
information between primary and secondary users through a band manager [17].
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Also, we assume that no interference is introduced from the primary user on the
secondary receivers2. All channel coefficients are assumed to be Rayleigh dis-
tributed, so the channel gains |gs,m|2 and |hs,k|2 follow exponential distribution
with mean powers μgs,m and Ωhs,k

, respectively.
The channel coefficient of the S → Dk channel can be written as [19]

hs,k = ĥs,k + ehs,k
, (1)

where ĥs,k is the estimate of the S → Dk link and ehs,k
is the channel estimation

error, which is assumed to be complex Gaussian with zero mean and variance
σ2

ehs,k
= Ωhs,k

−E[|ĥs,k|2], with E[.] denoting the expectation operator. Also, ĥs,k

is complex Gaussian with zero mean and variance Ωĥs,k
= Ωhs,k

+ σ2
ehs,k

. The

above definition also applies to the S → Pm channel, i.e., ĝs,m ∼ CN (0, μĝs,m =
μgs,m + σ2

egs,m

)
.

Upon using the values hs,k = ĥs,k + ehs,k
and gs,m = ĝs,m + egs,m , the signal

at the kth user can be rewritten as

ys,k =

√
Ip

W + σ2
eW

ĥs,kx +

√
Ip

W + σ2
eW

ehs,k
x + ns,k, (2)

where W = max
m

|ĝs,m|2, m = 1, . . . , M and σ2
eW

is the variance of the channel
estimation error associated with the channel estimate max

m
ĝs,m.

From (2), the SNR of the S → Dk link can be easily obtained after simple
manipulations as

γS−Dk
=

γ̄|ĥs,k|2
W + σ2

eW
+ γ̄σ2

ehs,k

= γk, (3)

where γ̄ = Ip/N0. The generalized order user scheduling is performed by choosing
the user which has the N th best SNR γk. The estimation error variance can be
made small by transmitting large number of pilots at medium to high SNRs
[19]3.

3 Exact Performance Analysis

In this section, closed-form expressions are derived for the outage probability,
ASEP, and ergodic channel capacity.

2 This assumption is valid when the primary transmitter is in a location far from the
secondary receiver [18].

3 The variance of the channel estimation error can be also assumed to be inversely
proportional to SNR as 1/SNR.
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3.1 Outage Probability

In this section, we derive the outage probability of the considered system. The
outage probability is defined as the probability that the SNR at the selected
destination γSel goes below a predetermined outage threshold γout, i.e., Pout =
Pr [γSel ≤ γout], where Pr[.] denotes the probability operation.

Theorem 1. The outage probability for multiuser cognitive generalized order
user selection network with multiple primary users and imperfect channel esti-
mation is given by

Pout = Mζs,p

M−1∑

i=1

(
M − 1

i

)

(−1)i

×
K∑

l=1

λs,l

∑

P

[
{

((i + 1)ζs,p)−1−
(
Δ1γout + (i + 1)ζs,p

)−1}
(Δ1)−1 +

K−N∑

j=1

(−1)j

×
∑

s1<...<sj

(Δ2)−1

{

((i + 1)ζs,p)−1 −
(
Δ2γout + (i + 1)ζs,p

)−1
}]

. (4)

Proof. To evaluate the outage probability, the cumulative distribution function
(CDF) of γSel is required to be obtained first. Herein, we first apply the condi-
tional statistics on the fading channel from S to PSel, where PSel is the primary
receiver who has the best channel with S. The CDF of the SNR in (3) conditioned
on W = max

m
|ĝs,m|2, m = 1, . . . , M can be easily obtained as

Fγk
(γ|W ) =1 − exp (−λs,kγW ) , (5)

where λs,k =
(
σ2

eW
+ σ2

ehs,k
γ̄ + 1

)/(
Ωĥs,k

γ̄
)
.

The conditional probability density function (PDF) of the selected secondary
user is given by [20]

fγSel(γ|W ) =
K∑

l=1

fγl
(γ|W )

∑

P

K−N∏

j=1

Fγij
(γ|W )

K−1∏

w=K−N+1

(
1 − Fγiw

(γ|W )
)
, (6)

where
∑

P denotes the summation over all n! permutations (i1, i2, . . . , iK) of
(1, 2, . . . ,K) and N is the order of the selected user. Upon substituting (5) in
(6), and using the binomial rule and applying the identity

K−N∏

j=1

(1 − tj) = 1 +
K−N∑

j=1

(−1)j
∑

s1<...<sj

j∏

n=1

tsn
, (7)

with
∑

s1<...<sj
being a short hand-notation for

∑K−N−j+1
s1=1

∑K−N−j+2

s2=s1+1 · · ·∑K−N
sj=sj−1+1, (6) can be rewritten as
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fγSel(γ|W )

=
K∑

l=1

λs,lW
∑

P

[

exp (−Δ1Wγ) +
K−N∑

j=1

(−1)j
∑

s1<...<sj

exp (−Δ2Wγ)

]

, (8)

where Δ1 =
∑K−1

w=K−N+1 λs,iw and Δ2 = Δ1 +
∑j

n=1 λs,sn
+ λs,l.

Assuming identical S → Pm channels, that is μĝs,1 = . . . = μĝs,M = μĝs,p , the
CDF and PDF of W are respectively given by

FW (w) =
[
F|gs,p|2(w)

]M = [1 − exp (−ζs,pw)]M ,

fW (w) = Mf|gs,p|2(w)
[
F|gs,p|2(w)

]M−1

= Mζs,p

M−1∑

i=0

(
M − 1

i

)

(−1)i exp (−(i + 1)ζs,pw) , (9)

where ζs,p = 1/μĝs,p .
Up to now, the PDF of γSel can be obtained using

∫∞
0

fγSel(γ|W )fW (w)dw
as follows

fγSel(γ) =
M−1∑

i=0

(
M−1

i

)

(−1)−i

K∑

l=1

λs,l

∑

P

[
(
Δ1γ + (i + 1)ζs,p

)−2

+
K−N∑

j=1

(−1)j
∑

s1<...<sj

(
Δ2γ + (i + 1)ζs,p

)−2
]

Mζs,p, (10)

where [21, Eq.(3.381.4)] has been used in getting (10). The outage probability
can be obtained by integrating (10) using

∫ γout

0
fγSel(z)dz as given in (4).

3.2 Average Symbol Error Probability

In this section, we derive the ASEP of the considerd system. The ASEP can be
written in terms of the CDF of γSel, FγSel(γ) = Pout(γout = γ) as

ASEP =
a
√

b

2
√

π

∫ ∞

0

exp (−bγ)√
γ

FγSel(γ)dγ, (11)

where a and b are modulation-specific parameters.
By replacing γout with γ in (4), and with the help of [21, Eq.(3.381.4)] and

[21, Eq. (3.383.10)] and after some simple steps, the ASEP can be obtained as
follows
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ASEP =
M−1∑

i=0

(
M − 1

i

)

(−1)i

×
K∑

l=1

λs,l

∑

P

⎡

⎢
⎣

1
Δ1

⎧
⎪⎨

⎪⎩

((i + 1)ζs,p)−1

b1/2
−

exp
(

b(i+1)ζs,p
Δ1

)
Γ
(
1/2,

b(i+1)ζs,p
Δ1

)

(
Δ1(i + 1)ζs,p

)1/2

⎫
⎪⎬

⎪⎭

+
K−N∑

j=1

(−1)j
∑

s1<...<sj

× 1
Δ2

⎧
⎪⎨

⎪⎩

((i + 1)ζs,p)−1

b1/2
−

exp
(

b(i+1)ζs,p
Δ2

)
Γ
(
1/2,

b(i+1)ζs,p
Δ2

)

(
Δ2(i + 1)ζs,p

)1/2

⎫
⎪⎬

⎪⎭

⎤

⎥
⎦

a
√

b

2
Mζs,p,

(12)

where Γ (., .) is the incomplete Gamma function defined in [21, Eq.(8.350.2)].

3.3 Ergodic Channel Capacity

In this section, we derive the ergodic channel capacity of the considered system.
The channel capacity can be written in terms of the PDF of γSel as

C =
1

ln(2)

∫ ∞

0

ln(1 + γ)fγSel(γ)dγ. (13)

Upon substituting (10) in (13), and with the help of [21, Eq.(4.291.15)], the
ergodic channel capacity can be obtained as

C =
M−1∑

i=0

(
M − 1

i

)

(−1)i
K∑

l=1

λs,l

∑

P

⎡

⎣
ln
(

Δ1
(i+1)ζs,p

)

Δ1(Δ1 − (i + 1)ζs,p)

+
K−N∑

j=1

(−1)j
∑

s1<...<sj

ln
(

Δ2
(i+1)ζs,p

)

Δ2

(
Δ2 − (i + 1)ζs,p

)

⎤

⎦Mζs,p
ln(2)

. (14)

4 Asymptotic Performance Analysis

To get more insights about the system behavior and to simplify the achieved
expressions, we study in this section the performance at the high SNR regime
where simple approximate expressions are derived for the outage probability and
ASEP in addition to the derivation of the diversity order and coding gain of the
system.
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4.1 Outage Probability

The outage probability can be expressed at the high SNR regime as Pout≈
(GcSNR)−Gd , where Gc and Gd denote the coding gain and diversity order of
the system, respectively [22]. Obviously, Gc represents the horizontal shift in
the outage probability performance relative to the benchmark curve (SNR)−Gd

and Gd refers to the increase in the slope of the outage probability versus SNR
curve [22, Ch.14]. The parameters on which the diversity order depends will
affect the slope of the outage probability curves and the parameters on which
the coding gain depends will affect the position of the curves. In the upcom-
ing analysis, the secondary users are assumed to have identical channels, that
is λs,1 = . . . = λs,K = λs,d =

(
σ2

eW
+ σ2

ehs,d
γ̄ + 1

)
/γ̄Ωĥs,d

, and the channels
from the secondary source to primary users are also assumed to be identical
ζs,1 = . . . = ζs,M = ζs,p. The PDF of the selected N th best user is given for
identical users’ channels as

fγSel(γ|W ) ≈
(

K − 1
N − 1

)

Kfγd
(γ|W ) (Fγd

(γ|W ))K−N (1 − Fγd
(γ|W ))N−1

. (15)

As γ̄ → ∞, the CDF in (5) simplifies to Fγd
(γ|W ) ≈ λs,dWγ and accordingly,

the PDF simplifies to fγd
(γ|W ) ≈ λs,dW . Upon substituting the approximated

CDF and PDF in (15) and following the same procedure as in Section 3.1, the
outage probability at high SNR values can be evaluated with the help of [21,
Eq.(3.351.3)] as

P∞
out =K

(
K − 1
N − 1

)

(λs,d)
K−N+1

M

M−1∑

i=0

(
M − 1

i

)

(−1)i

×
N−1∑

k=0

(
N − 1

k

)

(−1)k (λs,d)
k (k + K − N)!

× ((i + 1)ζs,p)−(k+K−N+1)(γout)k+K−N+1. (16)

The result in (16) is still dominant for the first term of the summation k = 0.
With λs,d =

(
σ2

eW
+ σ2

ehs,d
γ̄ + 1

)
/γ̄Ωĥs,d

, we may end up with three main cases.
These cases are determined by the status of the estimation process of primary
and secondary users’ channels:

Case 1: σ2
eW

= σ2
ehs,d

= 0 (perfect channel estimation)
For this case, λs,d simplifies to 1/γ̄Ωĥs,d

and the outage probability can be sim-
plified as

P∞
out =

{(

χ
M−1∑

i=0

(
M − 1

i

)

(−1)i((i + 1)ζs,pΩĥs,d
)−(K−N+1)

× (γout)K−N+1

) −1
(K−N+1)

γ̄

}−K−N+1

, (17)

where χ = K(K − N)!
(
K−1
N−1

)
M .
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Case 2: σ2
ehs,d

�= 0 (imperfect channel estimation of secondary users’ channels)

Here, the numerator of λs,d can be approximated by (σ2
ehs,d

γ̄) and hence, λs,d

simplifies to σ2
ehs,d

/Ωĥs,d
. As a result, the outage probability can be simplified as

P∞
out = χ

M−1∑

i=0

(
M − 1

i

)

(−1)i

( (i + 1)ζs,pΩĥs,d

σ2
ehs,d

γout

)−(K−N+1)

. (18)

Case 3: σ2
eW

= σ2
ehs,d

= 1/SNR = 1/γ̄ (imperfect channel estimation)
For this case, λs,d simplifies to 1/γ̄Ωĥs,d

. As a result, the outage probability can
be simplified as obtained in (17) with the same coding gain and diversity order.

4.2 Average Symbol Error Probability

The asymptotic ASEP for the studied system can be obtained by replacing γout
by γ in (16) and then substituting the result in (11). Upon doing that, and with
the help of [21, Eq.(3.381.4)], we can easily get the following three cases:

Case 1: σ2
eW

= σ2
ehs,d

= 0 (perfect channel estimation)
For this case, the asymptotic ASEP can be obtained as

ASEP∞ =

{(

χ

M−1∑

i=0

(
M − 1

i

)

(−1)i
(
(i + 1)ζs,pΩĥs,d

)−(K−N+1)

Γ (K − N + 3/2)
(b)K−N+3/2

) −1
(K−N+1)

γ̄

}−(K−N+1)

. (19)

Case 2: σ2
ehs,d

�= 0 (imperfect channel estimation of secondary users’ channels)
Here, the asymptotic ASEP can be obtained as

ASEP∞ =χ

M−1∑

i=0

(
M − 1

i

)

(−1)i

( (i + 1)ζs,pΩĥs,d

σ2
ehs,d

)−(K−N+1)
Γ (K − N + 3/2)

(b)K−N+3/2
.

(20)

Case 3: σ2
eW

= σ2
ehs,d

= 1/SNR = 1/γ̄ (imperfect channel estimation)
For this case, the asymptotic ASEP can be obtained to be similar to that found
in (19).

It clear from (17), (19) that the multiuser cognitive generalized order user
selection network with multiple primary users using the same spectrum band
and imperfect channel estimation has a coding gain that is affected by several
parameters such as K, N , Ωĥs,d

, M , ζs,p, and γout; while the diversity order
is constant at K − N + 1. This is valid for the case where the channels are
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perfectly estimated. Also, this applies when the estimation errors are inversely
proportional to SNR as shown in Case 3. On the other hand, when the channels
are imperfectly estimated with constant estimation errors, it is obvious from
(18), (20) that the system has zero diversity order and a coding gain that is
affected by the same previous parameters but now with the effect of the channel
estimation error σ2

ehs,d
.

5 Simulation and Numerical Results

In this section, the achieved expressions are validated by Monte-Carlo simu-
lations and some numerical examples are provided to illustrate the impact of
several parameters on the system performance.

The effect of order of selected user N on the outage performance is illus-
trated in Figure 1. We can see from this figure that the asymptotic and analyt-
ical results perfectly match with Monte-Carlo simulations. Also, we can notice
that as N increases, the diversity order of the system decreases and the system
performance is more degraded. On the other hand, as N decreases, the diversity
order increases and hence, better the achieved performance. These results on
the diversity order of the generalized order selection scheme were achieved also
when this scheme was implemented in non-cognitive systems.

Figure 2 studies the effect of number of primary users M on the system
performance. Clearly, as M increases, worse the achieved performance. This is
expected as having more primary users increases the probability of finding pri-
mary users of stronger channels and hence, having secondary users of smaller
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transmit power which degrades the system performance. As expected, more sec-
ondary users (K = 4) gives better performance compared to the case where
K = 2.

The error probability performance of the studied system is shown in Figure 3
for different numbers of secondary users K. The figure is plotted for two cases:
perfect channel estimation and imperfect channel estimation with constant esti-
mation error variance. Again, it is clear that the asymptotic and analytical
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results perfectly match with Monte-Carlo simulations. Also, we can see from
this figure that for the case of perfect channel estimation (σ2

ehs,p
= σ2

ehs,d
= 0), as

K increases, the diversity order of the system increases and the system perfor-
mance is more enhanced. Also, it is clear that as K decreases, the diversity order
decreases and hence, worse the achieved performance. On the other hand, in the
presence of channel estimation error (σ2

ehs,p
= σ2

ehs,d
= 0.001), zero diversity gain
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is achieved by the system and a noise floor appears in the results due to the
imperfect channel estimation effect on the system behavior. This can be easily
concluded from the asymptotic results where the diversity order of the system
becomes zero when σ2

ehs,d
�= 0. In such case, any further increase in the SNR will

add no enhancement to the system behavior.
Figure 4 studies the effect of number of primary users M on the error rate

performance for the cases of perfect and imperfect channel estimations. Again, as
M increases, worse the coding gain and hence, worse the achieved behavior. Also,
as mentioned regarding Figure 3, it is clear in this figure that with imperfect
channel estimation, the diversity gain of the system reaches zero and a noise
floor appears in the results. This was illustrated in Case 2 of the asymptotic
analysis section. Clearly, the diversity order of the system is not affected by the
parameter M .

The effect of order of selected secondary user on the error probability per-
formance is studied in Figure 5. The figure includes two cases: perfect channel
estimation and imperfect channel estimation with an estimation error variance
that is inversely proportional to SNR. The effect of channel estimation error
on the system performance is obvious in this figure where worse behavior is
achieved compared to the case where the channels are perfectly estimated. More
importantly, for the case of imperfect channel estimation and as the variance of
channel estimation error is assumed to be inversely proportional to SNR, the
system can still achieve full diversity order when N decreases. This is also the
case when the channels are perfectly estimated.

Figure 6 shows the ergodic channel capacity of the system for different values
of σ2

egs,p
, σ2

ehs,d
. Two cases are shown in this figure: imperfect channel estimation
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of the S → P link with perfect channel estimation of the S → D link; and perfect
channel estimation of the S → P link with imperfect channel estimation of the
S → D link. For the first case where σ2

egs,p
is taking different values and σ2

ehs,d
= 0,

the system capacity or performance keeps enhancing as SNR increases. On the
other hand, when σ2

egs,p
= 0 and σ2

ehs,d
is taking different values, a noise floor

appears in all results of this case. The behavior of the system in the two cases
is expected as in the first case, the power of the channel estimation error of the
S → P link σ2

egs,p
is not affecting the SNR as clear from the asymptotic results;

whereas, the power of the channel estimation error of the S → D link σ2
ehs,d

is a
multiplied factor by the SNR in this case.

6 Conclusion

In this paper, we evaluated the performance of multiuser cognitive generalized
order user selection network with multiple primary receivers and imperfect chan-
nel estimation. Closed-form expressions were derived for the outage probabil-
ity, average symbol error probability, and ergodic channel capacity assuming
Rayleigh fading channels. Furthermore, the system performance was evaluated at
the high SNR values. Main results showed that the number of primary receivers
affects the system performance through affecting only the coding gain. Also,
findings illustrated that zero diversity gain is achieved by the system and a noise
floor appears in the results when the channels of secondary users are imper-
fectly estimated. Finally, results showed that the imperfect estimation of pri-
mary receivers’ channels affects the system performance via affecting only the
coding gain.
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Abstract. Software defined radio (SDR) transitions the communication signal 
processing chain from a rigid hardware platform to a user-controlled paradigm, 
allowing unprecedented levels of flexibility in parameter settings. However, 
programming and operating such SDRs have typically required deep knowledge 
of the operating environment and intricate tuning of existing code, which adds 
delay and overhead to the network design. In this work, we describe a bi-
directional transceiver implemented in MATLAB that runs on the USRP plat-
form and allows automated, optimal selection of the parameters of the various 
processing blocks associated with a DBPSK physical layer. Further, we provide 
detailed information on how to create a real-time multi-threaded design wherein 
the same SDR switches between transmitter and receiver functions, using stan-
dard tools like the MATLAB Coder and MEX to speed up the processing steps. 
Our results reveal that link latency and packet reception accuracy are greatly 
improved through our approach, making it a viable first step towards protocol 
design within an easily accessible MATLAB environment. 

Keywords: Software defined radio · DBPSK · MATLAB · MATLAB coder · 
MEX · Reconfigurable computing 

1 Introduction 

Software Defined Radio (SDR) is a means of making radio programmable and multi-
modal. It’s a fundamental building block of dynamic spectrum access, in which the 
radio can sense unused spectrum and dynamically alter its transmission parameters to 
leverage this spectrum [1]. Apart from tunability in frequency, an SDR may also alter 
its transmission power, modulation, specific algorithms for channel estimation and 
packet decoding, among others, to best adapt to the changing environment, thereby 
giving it a “cognitive” ability [6].  

In addition, timing is an important concern that needs to be addressed. To properly 
facilitate communications among nodes, a wireless system must be able to perform 
operations in a specific amount of time, a multiple of some small time unit. For this 
reason, we rely upon a construct that can send and receive a packet in a fixed slot time. 
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1.1 Design Overview 

Our system architecture and operational steps are shown in Fig. 1. In the initialization 
step, the system allows the user to set a set number of parameters for the entire tran-
sceiver chain. We next begin a parameter exploration stage in a simulation-only envi-
ronment. The transmitter and receiver codes are executed with the user-supplied pa-
rameters as constants, and all other possible variations (both in terms of the settings of 
processing blocks as well as entire algorithms themselves) are considered. From this a 
feasible set of parameter options are presented that give 99% accuracy in the packet 
reception rate at the receiver. Note that this is a ‘best case’ scenario, as the actual 
wireless channel will introduce further channel outages. Once the user selects one of 
the possible feasible configurations returned by the search, the code is transferred to 
the actual USRP radios for over-the-air experiments.  

Our approach involves first designing a number of (i) state diagrams to reflect the 
logical and time-dependent operational steps of our system and (ii) block diagrams to 
reflect the sequential order of operations. Furthermore, we structure the MATLAB 
code in a way that enables slot time-synchronized operations. For the eventual im-
plementation, we use MATLAB Coder to generate C code. Finally, we compiled the 
C code into MEX executables that could be called directly from MATLAB on an 
Ubuntu 64-bit platform that serves as the host computer for the USRPs.  

2 Background and Related Work 

2.1 Prior and Existing SDR Programming Tools 

An SDR-based test-bed that implements a full-duplex OFDM physical layer and a 
CSMA link layer along with some strategies for establishing bidirectional communi-
cations is described [5]. It involves MATLAB R2013a, MATLAB Coder on USRP-
N210 and USRP2 hardware. The PHY layer, based on 802.11a, incorporates timing 
recovery, frequency recovery, frequency equalization, and error checking. The CSMA 
link layer involves carrier sensing based on energy detection and stop-and-wait ARQ. 
However, this approach requires additional development efforts for improving speed 
and enabling full-duplex.  

2.2 IEEE 802.11 and 802.11b 

We adopt the IEEE 802.11b physical and medium access control (MAC) layer frame 
structure specifications in our implementation [9], with some modifications. In MAC 
header information, we incorporate the Frame Control, Duration/ID, Address 1 and 2 
(at 16 bits instead of 32), and Sequence Control.  This approach maintains all the 
MAC header information within 64 bits, which for us is one USRP frame. 
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2.3 Differential Binary Phase Shift Keying (DBPSK):  

We use DBPSK as the differential component enables us to recover a binary sequence 
from the phase angles of the received signal at any phase offset, without compensat-
ing for phase. In addition, DBPSK requires only coarse frequency offset compensa-
tion, without any close-loop techniques.  If residual frequency offset is less than 
DBPSK symbol rate, then the bit error rate (BER) approaches theoretical values.   

3 Detailed System Design 

To clearly identify the transmitting and receiving node for a given SDR pair, we use 
the terms designated transmitter (DTx) and designated receiver (DRx). This avoids 
ambiguity in describing a bi-directional communication link, where the transmitter 
must complete its packet transfer and then switch to a receiver role to get the ac-
knowledgement (ACK). Thus, in the subsequent discussion, the DTx transitions be-
tween transmitter and receiver functions alternatively, and vice versa happens for the 
DRx.  

3.1 State Diagrams 

In implementing the CSMA/CA-based protocol at the intersection of the link and 
physical layers, we identify 4 main states (Fig. 2) at the DTx. 

1. Energy Detection State: At START, a new packet arrives, and gets stored in a 
transmit buffer. The DTx begins sensing energy in the channel. The DTx decides 
to move either to a backoff state or to a transmit state depending on whether the 
channel is busy or not. A random amount of time is chosen uniformly from a pro-
gressively increasing time interval. DTx continually senses the channel and only 
when the channel is free, it decrements the backoff time, or freezes it otherwise. 
When the backoff time counts down to zero, the DTx attempts to transmit.  

2. Transmit (Tx) state: In the transmit state, two possibilities exist. The transmission 
is successful (with the reception of an ACK), or transmission is not successful due 
to collision with transmissions (with no reception of ACK).  

3. Receive (Rx) state: As soon as the transmission is completed, the DTx moves to Rx 
state, searching and decoding the PLCP header in the received ACK. The DTx then 
progresses to transmit a new frame and this continues till the last frame is success-
fully transmitted. On the other hand, if no ACK is received, the DTx enters the 
backoff state with an increased backoff time and re-attempts transmission.  

4. End of transmission state: When transmission is successful, the DTx reaches the 
end of transmission (EOT) state. Now, the DTx might remain idle or progress to 
transmit another packet. In the latter case, the DTx re-sets its backoff time and 
moves into the backoff state for that duration. 
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3.2 System Blocks 

Within each of the substates in the state diagrams (Figs. 2 and 3), there are sequential 
operations that need to be performed.  In order to simplify the logic of which opera-
tions must be performed in each state, we define a number of “blocks” to comprise 
the most common operations:  

Table 1. Common Combinations of Operations for a Substate 

RFFE Radio Frequency Front End: Automatic Gain 
Control (AGC), frequency offset estimation 
and compensation, and raised cosine receive 
filter (RCRF) 

PD Preamble Detection: Find SYNC in received 
USRP frames 

DDD Despreading, Demodulation, and Descrambling 
SMSRC Scrambling, Modulation, Spreading, and 

Raised Cosine Transmit Filter (RCTF) 
 
In each substate of DTx state 2 (Tx) and DRx state 2 (Tx ACK), SMSRC is per-

formed prior to each transceiver (send and receive operation).  In DTx substate 3.1 
and DRx substate 1.1, RFFE and PD are performed after each transceive.  In DTx 
substate 3.2 and DRx substates 1.2 to 1.5, RFFE and DDD are performed after each 
transceive.  

4 Algorithms for System Blocks 

4.1 RFFE System Block Algorithms 

The components of this block recover a signal prior to preamble detection. These 
include the automatic gain control (AGC), frequency offset estimation and compensa-
tion, and raised cosine filtering. The ordering of these components is an important 
consideration, and through exhaustive simulations, we found the preceding order to be 
ideal. The AGC algorithm counters attenuation by raising the envelope of the received 
signal to the desired level.  We chose to use a logarithmic loop method, as described 
in equations 1, 2, and 3: [4]  

y(n) = eg(n)x(n) . (1) 

e(n) = ln(A) – ln(z(m)) . (2) 

g(n + 1) = g(n) + K e(n) . (3) 

where x is the input, y is the AGC output, z is the detector output, and K is the AGC 
step size. We use a rectifier detector method, as described in equation 4: [4]  
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z(m) = (1/N) ∑n=mN |y(n)| (4) 

where N is the AGC update rate.  
To accurately estimate the frequency offset between the receiver and the transmit-

ter, we chose to use an FFT-based method that finds the frequency that maximizes the 
FFT of the squared signal:  

foffset = argmaxf ℱ{x2} (5) 

where ℱ denotes the Fast Fourier Transform (FFT).  

 

 

Fig. 4. The Three Stages of Preamble Detection: Coarse, Demodulated & SFD 
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accurately as possible. However, this accuracy involves a tradeoff in the computation-
al time.  

4.3 Parameter Choices 

There are a number of design parameters that must be carefully chosen (see Table 2), 
which are obtained through the initialization step described in section 1.   

Table 2. Parameter Choices 

Param Block Description 
Value/ 
Range 

Fixed/ 
Tunable 

Ri, Rd USRP 
USRP Interpolation / 
Decimation Factor 

500 Fixed 

Lf USRP USRP Frame Length 64 bits Fixed 

Lp Frame 
#Octets per 802.11b 
Frame Payload 

2012 
octets 

Fixed 

K RFFE AGC Step Size 0.1 – 10 Tunable 

N RFFE AGC Update Period 
128 –
1408 

Tunable 

Δf RFFE 
Frequency Resolu-
tion 

1 – 16 
Hz 

Tunable 

4.3.1   Constant Parameters for USRP & 802.11b Frame 
We recognize several parameters as being fixed because they cannot change during 
the course of a transception.  The USRP N210 analog-to-digital converter (ADC) 
operates at a fixed rate of 100 MHz.  The USRP interpolation-decimation rates con-
trol the factor by which we would like to slow down the rate of transmitting and rece-
iveing frames.  For example, setting Ri and Rd to 500 ensures that a sample is 
processed every 500/100x106=5 μs. The USRP frame length should be minimized to 
make quick decisions with a small number of samples or bits. The number of octets 
per 802.11b frame payload should be maximized to decrease the header overhead.  

4.3.2   Tunable Parameters for RFFE Block 
Tunable parameters can be changed during the course of a transception.  One example 
is the AGC step size, given by K in equation (3), which should be set to higher values 
for higher levels of attenuation or set low for lower attenuations.  Another example is 
the AGC update period, which controls how quickly a received signal’s envelope is 
able to converge to the desired level. Finally, the frequency offset estimation compo-
nent’s Frequency Resolution setting is an important design consideration. Since it is 
inversely proportional to the FFT length, a lower frequency resolution gives more 
accurate offset estimates, but also takes longer to compute.  
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4.4 Code Structure 

Any 802.11-style wireless 
perform operations based o
slot-synchronized operation
must be able to wait for a b
ability to perform time-sen
ing.  For this reason, we rel
tion performs two actions: 
fers at fixed time intervals
fined in Section 4.2, we can
gram while loop so that it c
functions to prepare data to
as shown in the following p

while ~endOfTransmi
  if (state==Tx) 
    data2Tx = proce
  end 
  dataRxd = transce
  if (state==Rx) 
    processRxdData
  end 
end 

A slot time is defined as
make a decision.  Our syst
functions we define for pro
frame to transmit must com

5 Experiments 

We use the USRP N210 p
Section 4.2, connect to a PC
[2]. We use the Ubuntu O
queues. This action ensures
work Rx/Tx buffers. We als
give high thread scheduling
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transceiver implementation must have the availability
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ns.  For example, before sending a data frame, a stat

backoff (BO) period.  Interpreted MATLAB alone lacks 
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n calculate the slot time. Then, we can write our main p
calls the transceive function once per loop, running hel
 transmit or process received data based on the active st

program code:  

ission 

essData2Tx(); 

eive(data2Tx); 

(dataRxd); 

s the smallest possible unit of time in which our SDR 
tem sends or receives a data frame every slot time.  T
ocessing the received data frame or preparing a new d

mplete in less than a slot time to ensure timing accuracy. 

platform as it allows us to define the parameters listed
C host using a gigabit Ethernet cable, and to use MATL
OS set with maximum send and receive buffer sizes 
s that there is enough kernel memory set aside for the n
so set the maximum real-time priority for the usrp group

g priority. The overall setup is given in Fig. 5. 
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5.1 Communications System Toolbox USRP Support Package 

We chose to use Communications System Toolbox System objects for the large part 
of our design [4]. The comm.AGC System object provides two Detector methods and 
two Loop methods whose functionality can be contrasted for received signals with 
varying attenuations. In addition, the PSK coarse frequency offset estimator allows us 
to shift between FFT-based options. These System objects facilitate easy generation of 
C code using MATLAB Coder. Here, the comm.SDRuTransmitter System object puts 
a frame on the USRP transmit buffer, and comm.SDRuReceiver gets a frame from the 
USRP receive buffer.  However, this approach has some disadvantages; e.g., the 
frame length must now become fixed. Another issue is that running the step methods 
for these System objects is that they’re single-threaded, whereas the USRP N210 is 
multi-threaded. On a single clock cycle, this allows to get a frame from the receive 
buffer or put a frame on the transmit buffer, but not both. Therefore, attempting to 
write MATLAB code that runs a put and get sequentially will result in an exponen-
tially increasing delay, and eventually result in an overflow of the USRP buffer. To 
avoid this delay, we plan to explore parallelism and make the transceive function 
described in section 4.3 operate in a multi-threaded manner.  We first generate C code 
from the MATLAB function using MATLAB Coder.  

5.2 MATLAB Coder 

MATLAB Coder is used for generating C code. In order to make the MATLAB code 
acceptable for C code generation, a number of actions must be taken beforehand.  All 
variables are given a static size and type (including real or complex) that does not 
change in the course of the program. Since System objects cannot be passed into MEX 
functions, all System objects are declared as persistent variables.  The first call to each 
function, tests whether the persistent variable is empty, and initializes each System 
object if true.  The function code for the transceive, RFFE, DDD, and SMSRC blocks 
are all prepared in this same manner. We then compile the C code for each major 
block into a MATLAB executable (MEX) file, which can be called directly from 
MATLAB.   

6 Results 

The transceive function is at the core of our system design, since its ability to simul-
taneously receive and transmit a USRP frame at a near-constant time interval is key to 
our goal of slot time-synchronized operations. To compare its accuracy, we ran 2,000 
time trials to see how long the transceive function takes from start to finish, and how 
this time difference changes over the course of a longer data bitstream.  The timing 
using a transceive function in interpreted MATLAB and using C code compiled into a 
MEX are compared in Fig. 6. The timing exhibits some deviation: The function in-
itially overshoots the expected time per USRP frame; on every subsequent iteration it 
then undershoots to make up for the time difference. Note that less undershooting is 
needed to compensate for initial overshoots, because the overshoot amounts have 
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Whereas the change to the frequency resolution parameter affects timing directly, 
the AGC parameters control how well a signal can be recovered under various attenu-
ation levels. By performing a parameter sweep with different values for these parame-
ters, we determined that a step size of 1 and an update period of 1408 minimizes 
frame misdetection.  

7 Conclusion 

We conclude that building our design around the concept of slot time-synchronized 
operations results in a system that adheres to our desired frame time and is able to 
reconfigure parameter values as needed. Using MEX is essential for realizing timing 
with little deviation from this frame time.  In addition, using MEX is beneficial for 
improving the speed consistency of our system blocks, most notably RFFE, which can 
vary its frequency resolution parameter.  As part of future work, we will continue 
towards the complete design of the MAC functions as well as implement our tran-
sceiver system design on the Xilinx Zynq-7000 All-Programmable System-on-Chip 
(APSoC).  
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Abstract. Cognitive radio (CR) networks experience fluctuating spec-
trum availability that impacts the end to end bandwidth of a connection.
In this paper, we conduct an extensive simulation study of three differ-
ent window-based TCP flavors- NewReno, Westwood+, and Compound,
each of which has unique methods to determine the available bandwidth
and scale the congestion window appropriately. These protocols also dif-
fer in their respective sensitivities to the metrics of round trip time, loss
rate, residual buffer space, among others. These metrics exhibit diver-
gent behavior in CR networks, as compared to classical wireless net-
works, owing to the frequent channel switching and spectrum sensing
functions, and this influences the choice of the TCP protocol. Our ns-
3 based simulation study reveals which specific rate control mechanism
in these various TCP protocols are best suited for quickly adapting to
varying spectrum and bandwidth conditions, and ensuring the maximum
possible throughput for the connection.

Keywords: TCP evaluation · Dynamic bandwidth · Cognitive radio
network

1 Introduction

Cognitive radio (CR) networks can potentially overcome the limitations of pre-
assigned and static channelization by identifying unused spectrum, possibly in
licensed bands, as well as switch the operation into these channels on a need
basis [1]. While the research community has invested heavily in the design of
the physical and link layers of the protocol stack, there is need for a systematic
study of the end to end operation in the upper layers of the protocol stack,
such as the transport layer. This is especially important as a desirable end-user
experience, reliability of the data delivery between source and destination, and
complete spectrum utilization within the short-time availability of the licensed
spectrum can only be achieved through optimizations at the transport layer.
In this paper, we report results from a methodical simulation study at the trans-
port layer, focusing on three different variants of TCP that are window-based,
i.e., the effective window containing the packets that may be transmitted by
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 176–186, 2015.
DOI: 10.1007/978-3-319-24540-9 14



Investigation of TCP Protocols 177

time 

time 

s1 

s2 

f1 

f1 f2 

Sources Destination 

d1 

d2 

r1 r2 

Fig. 1. End to end connection and varying spectrum in intermediate links

the source at any given time is altered depending upon observed delays, losses,
bandwidth estimation and buffer space availability.

TCP has been extensively studied and analyzed over the past decades. Given
its widespread adoption, identifying which of its specific rate control mechanisms
are best suited in CR networks will yield useful insights in tuning them for these
challenging environments. This is the first step towards determining whether
minor changes to existing protocol flavors are sufficient to adapt TCP, or if
an entirely new class of window-based approaches are needed to achieve satis-
factory operation. We conduct the first comprehensive study of three different
TCP flavors with this aim, focusing on high-bandwidth varying situations. Our
previous works have explored enhancing TCP NewReno by leveraging extensive
cross-layer and intermediate-node information [2] as well as extending equation-
based protocol called TFRC [3]. However, both these approaches have limita-
tions. First, the transport layer is envisaged to operate end to end from a classical
networking viewpoint, and thus, enforcing dependence on the choices made at
the lower layers, or mandating feedback from other intermediate nodes, brings
about a radical change in the commonly accepted end-to-end paradigm, and
results in a loss of generality. Similarly, TFRC is shown to be TCP-friendly in
its classical incarnation, while our proposed triggers for the rate control equa-
tion in the modified TFRC-CR cause it to lose this important characteristic
(though it gives higher network throughput and protection to licensed users).
Thus, TFRC-CR can no longer fairly exist with other TCP flows, which lim-
its deployment opportunities. As a result, in this study, we examine other well
known and unmodified TCP flavors that are compliant with the fairness crite-
rion, as well as the end-to-end paradigm of the transport layer, and we determine
which of these are best suited for CR networks ‘as is’.

The simulation scenario that we will refer to in the subsequent discussion
is shown in Fig. 1. Multiple sources (s1, s2) inject traffic into a chain network
that may have several overlapping intermediate forwarding nodes (r1, r2). The
connections end at respective destinations (d1, d2), which send back the acknowl-
edgements (ACKs). The various links can be susceptible to high priority licensed
user activity. All nodes perform synchronized spectrum sensing, and the licensed
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user coverage range is large enough to impact all the nodes of the chain. Thus,
over time, the nodes at either end of a given link may switch to a different chan-
nel (f1, . . . , fn) if the current channel is rendered unusable, though the particular
choice of the channels for the intermediate nodes is not known to the source.
We assume that these channels vary greatly in terms of their upper and lower
frequency bounds, as well have different amounts of existing traffic within them.

2 Discussion of TCP Protocols Under Study

In this section, we briefly describe the three different TCP protocols that we
investigate in CR scenarios, i.e., (i) TCP NewReno, (ii) TCP Westwood+, and
(iii) TCP Compound, mainly stressing on the features that will be useful for the
dynamic spectrum environments.

2.1 TCP NewReno

This is the classical TCP version, and we use this to benchmark performance
of the other protocols. The congestion window (cwnd) doubles in the slow start
phase, and then increases linearly in the congestion avoidance phase. Timeouts
caused by missing ACKs reduce the cwnd to 1, while triple duplicate ACKs cut
the cwnd to half of its original value at the time of detecting the congestion.
NewReno continuously updates its average round trip time (RTT) by maintain-
ing a moving window over the last few sample RTT values, and thereby adjusts
its estimate smoothly over time. We point the reader to [4] for further discussion
on this protocol.

2.2 TCP Westwood+

Westwood+ deviates from NewReno in the sense that triple duplicate ACKs
don’t force the cwnd to half, but to max( cwnd

2 , EBW ∗RTTmin) that allows the
source to saturate bottleneck link, while draining the bottleneck queue buffer
simultaneously [5]. EBW is the estimated bandwidth and RTTmin is the min-
imum RTT measured. We note that RTTmin refers to the time when there is
no congestion in the network. Thus, the product of bottleneck link bandwidth
and minimum RTT reflects the total capacity of the link. By reducing cwnd to
EBW ∗ RTTmin, packets in the buffer will be drained while the link capacity
is kept full. Two features of this protocol make it attractive for use in DSA
networks: First, for occasional packet losses that are channel-state induced, the
estimated bandwidth would not change much. On the other hand, when spec-
trum changes happen leading to a massive increase or decrease in the available
bandwidth, the EBW will change, which in turn allows for a more accurate
setting for cwnd. Clearly, as the computation of EBW is a critical factor, the
protocol uses information about the amount of data received during a certain
period of time by passing the samples through a low pass filter using the so
called Tustin approximation. This gives the protocol robustness against delayed
ACKs. This feature is especially useful when licensed or priority users (PUs) of
the spectrum cause interruptions in the connection.
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2.3 TCP Compound (CTCP)

This protocol diverges from NewReno in the way the cwnd changes in the con-
gestion avoidance stage [6]. If cwnd ≥ 38, a new parameter called as the delay
window dwnd is added to cwnd, i.e., cwnd = cwnd + dwnd. The dwnd is itself
defined in terms of a variable called as diff . Here, diff is the difference between
estimated current capacity and the theoretical capacity (when there is no con-
gestion). It is computed by estimating all the buffered packets in the network,
similar to a different protocol called TCP Vegas. When the latter is less than
a threshold r, the dwnd increases exponentially to quickly utilize the network
resources. In network with high bandwidth-delay product, this increases the effi-
ciency of bandwidth utilization. When diff is larger than r, it suggests increas-
ing accumulation of packets in the buffer. Hence, the dwnd is decreased linearly
until it reaches zero, and the performance of CTCP is degraded to that of TCP
NewReno. This feature is critical in CR networks, as periodic spectrum sensing
disconnects the connection temporarily, leading to a build up of packets from
the source to the node immediately before the sensing node. Finally, if a packet
loss is detected by triple duplicate ACK, dwnd is set to a value to make sure
the window size is decreased by a factor of (1 − β). Clearly, the performance
of CTCP is closely related with the choice of parameter values. For example, a
balance must be struck to prevent the changes from being too aggressive or too
conservative in dwnd. A set of recommended values of parameters is obtained
in [6] through empirical studies.

3 Network Setup for the Evaluation Study

In this section, we describe the topology and simulation setup for CR network.
All simulations are conducted through a packet level simulation in the open
source ns3 simulator.

– Traffic: We assume a saturated scenario, where senders always have data
to send. We inject new packets in the sending buffer as long as it is not
completely full.

– Topology: We use the network topology as shown in Fig. 1. There are two
senders {s1, s2}, two destinations {d1, d2}, and two intermediate routing
nodes {r1, r2}, which we refer to as ‘routers’ to simplify the discussion. The
link between first and second router is the bottleneck link with longer delay
and lower bandwidth.

– Bandwidth: The bandwidth in the CR network is influenced by two factors:
spectrum sensing and the activity of PUs. The transmission in either case
is paused for a short period of time. Following this pause, the node might
choose a new channel with different bandwidth. This may cause a sudden
transition of the nodes into either a new channel with the same bandwidth
(we call this as the fixed scenario where all channels are similar) or widely
different bandwidth (we call this as the varying scenario where channels can
be of unequal width that we select uniformly from a pre-decided range).
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Note that we assume only the bottleneck router performs spectrum sensing
and switching functions to clearly demonstrate the behavior of the TCP
protocols.

– Spectrum sensing: We assume the bottleneck router senses the spectrum
for 0.1s, in intervals of 5s. During spectrum sensing, the transmission is
temporarily interrupted, and the router cannot receive nor send any packet.
After spectrum sensing, the node might stay on original channel or use a
new channel with different bandwidth, as we have discussed above.

– Influence of PUs: In a CR network, the transmission might be interrupted
by sudden occurrence of the PU. We model the arrival of PUs as a Poisson
process, and hence, the time interval between successive arrivals follows an
Exponential distribution. We vary the mean time to model different extents
of the interference and consequently, the network interruption.

4 Simulation Results and Observations

4.1 Impact of Fixed and Varying Bandwidth

Fixed Bandwidth. In this simulation, we study the performance of TCP in
fixed bandwidth scenarios. We begin by considering a classical wireless net-
work without CR functionality (classical) and plot real-time throughput of
flow 1 (s1, r1, r2, d1) using TCP NewReno in Fig. 2. We see that the interrup-
tion caused due to periodic sensing in the same connection (CR with sensing)
severely reduces the network throughput. The maximum throughput here is
about 1.8Mbps, which is less than half of the minimum throughput classical
case. We see a similar trend in Westwood+ and CTCP. The implication here is
that even if the interruption time is 2% of the transmission time, the frequent
timeout retransmit events continue to cause severe degradation to the perfor-
mance to TCP.

Fig. 3 presents the throughput of three protocols for different values of the
bottleneck channel bandwidth (though all channels have the same bandwidth) .
We notice that the throughput of NewReno does not increase much with higher
bandwidth availability. This is because NewReno’s performance is limited by
the slow rate of increase of the cwnd in the congestion avoidance stage. From
Fig. 4, we see the three traces of cwnd are similar in trend, regardless of different
bottleneck bandwidth selections.

Interestingly, Westwood+ outperforms NewReno and CTCP when band-
width is less than 10Mbps. This is mainly because Westwood+ adjusts its slow
start cwnd according to the product of estimated bandwidth and RTTmin. This
is very effective in a CR network, as the estimated bandwidth is not immedi-
ately impacted by an occasional packet loss, and the cwnd is not directly halved.
Moreover, after a channel switch, especially, if the new channel has lesser band-
width than the previous one, the cwnd of TCP Westwood+ quickly sets itself
to the new bandwidth. Unlike NewReno, it does not have to ramp up back
from cwnd

2 .
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Fig. 2. Real-time throughput of NewReno in cognitive radio network and none-
cognitive radio network
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Fig. 3. Average throughput of NewReno, Westwood+, CTCP in fixed bandwidth
model

We observe that CTCP has comparable throughput with Westwood+ when
the channel bandwidth availability increases to 15Mbps. This is because the
improvement of throughput in CTCP mainly comes from the addition of the
dwnd in congestion avoidance stage. This mechanism is less effective in small
bandwidth connections, as cwnd needs to be greater than the threshold of 38
to trigger inclusion of dwnd. Therefore, when spectrum switching allows the
connection to enter into channels with much higher bandwidth, it is better to
use CTCP as this results in faster rise of the end to end throughput. However,
in low bandwidth conditions, CTCP performs similar to NewReno.
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Fig. 4. Real-time throughput of NewReno for different channel bandwidths
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channels

Varying Bandwidth. In this scenario, we study the ability of TCP proto-
cols to get adapt to different channels that have varying bandwidth. We assume
that after each spectrum sensing stage, the node randomly picks a new chan-
nel. The bandwidth of this new channel is uniformly distributed between three
ranges: [1Mbps,15Mbps], [6Mbps, 10Mbps] and [7Mbps, 9Mbps]. While the aver-
age bandwidth in these three ranges is the same, the wider the range, more is
the diversity within the available bandwidth set.

Figure 5 shows the first flow’s, i.e., (s1, r1, r2,D1), average throughput using
the three TCP protocols in a multichannel environment where channels are
picked from different varying ranges of bandwidth. We observe that the perfor-
mance of three protocols is surprisingly stable. The throughput does not change
much even if the available bandwidth fluctuates drastically. However, this sta-
bility is a direct outcome of their low efficiency in utilizing bandwidth in a CR
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Fig. 6. Comparison of real-time throughput of Westwood+ and its optimal share (opti-
mal share is Total Bandwidth/2)

network. It can be intuitively seen in Fig. 6 for the best performing protocol
(Westwood+).

Note that the recovery of cwnd after a timeout event in Westwood+ is very
fast (i.e., much faster than NewReno and Compound). However there still exists
an upper limit on the throughput that Westwood+ can achieve. This large gap
between the optimal throughput and actual throughput shows that there is a
large proportion of bandwidth wasted. This implies that for a CR network, the
bottleneck in the performance may lie not in the bandwidth being unavailable
for the connection in the chosen channel, but in the less-than-optimal rate of
increase of cwnd in the period between two transmission interruption events.

4.2 Spectrum Sensing Pattern

In this simulation, we investigate the impact of different spectrum sensing dura-
tions. The transmission (On) period time are set as 5s, 10s, 15s and spectrum
sensing time (Off) durations are 0.05s, 0.1s, 0.2s and 0.4s. We perform an exhaus-
tive set of simulation trials matching for every pair of On and Off time instances
drawn from the above set.

Figure 7 shows the performance of each protocol with different Off time
and fixed On time. Intuitively, increasing the sensing time will prolong the dis-
connection period of connection, and thus, we expect that the throughput will
dramatically fall. However from Fig. 7, we see that this is not always the case.
While the throughput drops sharply as sensing time increases from 0.05s to 0.1s,
this trend is reversed when sensing time increases from 0.1s to 0.4s. To under-
stand this phenomenon, we trace the behavior of cwnd in Westwood+, as shown
in Fig. 8.

We find that transmission is not affected by the disconnection in the network
when sensing time is small, say around 0.05s. As a result, there is no duplicate
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ACKs or timeout event caused by packet loss during 45s to 60s in the simulation
time. In other words, the interruption of the transmission at the affected link is
completed hidden from the source node. Here, the bottleneck router alternatively
inserts several packets from sender 1 and sender 2 into its own sending buffer
queue. So correspondingly the senders will experience alternate bursty incoming
ACKs and then this phase is followed by a phase of no ACKs. When there is
no ACK coming in, the sender does not send any packet. When the periodic
spectrum sensing coincides within the ‘no ACK’ periods, the sender remains
oblivious to the reason why the ACKs are sparse.
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When the sensing time crosses a certain threshold, say 0.1s, then timeouts
happen after the spectrum sensing. In this situation, the throughput depends
upon how fast cwnd can recover from the impact of timeout. Next, we study the
performance of protocols with different On time between two spectrum sensing
events. We see that there is a jump in the throughput for all three protocols
when the On time increases from 5s to 10s. However, the throughput does not
change to a similar extent when On time increases from 10s to 15s. We analyze
the reason of this behavior in the next scenario.

4.3 Influence of PU

Here, we simulate the influence of random interference of the PU on the perfor-
mance of TCP. After the PU appears, the affected router must do a spectrum
switch. For simplicity, we assume that the time required to do this is fixed (0.1s).
Also, to demonstrate the results with clarity, we use the fixed bandwidth model.
At a high level, the influence of the PU is similar to that of spectrum sensing:
the only difference is that the On time between two transmission interruptions
is now an exponential random variable rather than a fixed constant.
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Fig. 9. Average throughput of NewReno, Westwood+, CTCP for various λ

Fig. 9 shows average throughput of flow 1. Overall, all three TCP protocols
benefit from larger mean inter-arrival time λ. In addition, here we observe the
similar phenomenon as in experiment B. That is for NewReno and Westwood,
there is a sharp increase in throughput when the λ increase from 5s to 15s.
However the throughput does not change much when λ increases from 15s to
20s. Note that for TCP Compound, the throughput has a stable increase with
larger values of λ.

The increase of throughput between 5s to 15s correlates with fewer timeout
events as these are PU-free durations. However for NewReno and Westwood+,
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as long as the transmission time is long enough for them to get out of slow start
stage, further increase in throughput is throttled by the slow rate of change of
cwnd (i.e., linear change) in the congestion avoidance stage. On the other hand,
CTCP can benefit more from the longer uninterrupted transmission durations
as it’s cwnd grows faster in the congestion avoidance stage than NewReno and
Westwood.

5 Discussion and Conclusion

While Westwood+ gives quick recovery of the cwnd after a timeout, its spectrum
utilization is severely impacted by the slow increase of the cwnd in the congestion
avoidance stage. In contrast, CTCP can utilize bandwidth better through the
additive effect of the variable dwnd in the congestion avoidance stage. Also if
the cwnd is not high enough, which may occur in low bandwidth channels or
high PU activity channels, CTCP will degrade to NewReno, as it cannot reach
the threshold to activate the addition of dwnd.

From the simulation study, we identify two ways to boost the performance of
TCP protocol in a CR network. The first is to increase cwnd aggressively during
the limited continuous transmission time. For example, combining the behavior
of Westwood+ to set the slow start threshold, and then switching over to CTCP’s
fast window size increase during congestion avoidance stage could enhance the
utilization. A different approach is to completely hide the CR-related activity
inside the connection from the source node without allowing any intermediate
node feedback. We shall pursue both these directions as part of our future work.
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Abstract. The performance of large-scale cognitive radio (CR) net-
works with secondary users self-sustained by opportunistically harvest-
ing radio-frequency (RF) energy from nearby primary transmissions is
investigated. Using an advanced RF energy harvester, a secondary user
is assumed to be able to collect ambient primary RF energy as long as it
lies inside the harvesting zone of an active primary transmitter (PT). A
variable power (VP) transmission mode is proposed, and a simple energy-
based opportunistic spectrum access (OSA) strategy is considered, under
which a secondary transmitter (ST) is allowed to transmit if its harvested
energy is larger than a predefined transmission threshold and it is out-
side the guard zones of all active PTs. The transmission probability of
the STs is derived. The coverage probabilities and the throughputs of
the primary and the secondary networks, respectively, are characterized.
The throughput can be increased by as much as 29%. Simulation results
are provided to validate our analysis.

Keywords: Cognitive radio · Energy-based opportunistic spectrum
access · Energy harvesting · Stochastic geometry · Transmit threshold

1 Introduction

Radio frequency (RF) energy harvesting holds promise for generating a small
amount of electrical power to drive the circuits in wireless devices. Communi-
cation devices often have omni-directional antennas that propagate RF energy
in all directions, and some of this power can be harvested to augment/replenish
battery power in networks constituted of low-power devices such as wireless sen-
sors [1].

Stochastic geometry theory [2] has been widely applied in the study of large-
scale cognitive radio (CR) networks with energy harvesting. In [3], Dhillon et al.
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developed a tractable model for K-tier heterogeneous cellular networks, where
each base station is powered solely by a self-contained energy harvesting module.
In [4], equipped with an advanced RF energy harvester, a secondary transmitter
(ST) is assumed to be able to collect ambient RF energy from its nearest active
primary transmitter (PT). However, it is assumed that the batteries of STs
must be fully charged before their transmission, i.e., all the STs transmit with
the same power, which theoretically limits the network capacity and in practise
would result in a low level of convenience.

In general, since the energy arrivals are random and the energy storage capac-
ities are finite, variable power (VP) transmission mode is more realistic. In
this paper, we investigate the performance of a large-scale CR network with
secondary users self-sustained by opportunistically harvesting RF energy from
the primary transmissions. An energy-based OSA strategy is considered, under
which STs use VP for transmission. Time is assumed to be slotted. In each time
slot, a ST is considered to collect ambient primary RF energy if it lies inside
the harvesting zone of an active PT, or start to transmit if its harvested energy
is larger than a predefined transmission threshold and it is outside the guard
zones of all active PTs, or be idle otherwise. By applying tools from stochas-
tic geometry, the transmission probability of the STs is derived. Based on the
results, we then characterize the coverage probabilities and throughputs of the
primary and the secondary networks, respectively. Note that compared with [4],
our proposed energy-based OSA protocol does not require the candidate STs to
be fully charged before their transmissions, i.e., STs use VP for transmission,
which considerably improves the reliability and stability of the CR network.

The remainder of this paper is organized as follows. The system model and
performance metrics are introduced in Section 2. Section 3 investigates the trans-
mit opportunity for the STs. The coverage performance of the primary and the
secondary networks are studied in Section 4. Section 5 analyzes the primary and
the secondary network throughputs, respectively. Simulation results are pre-
sented in Section 6. Finally, we conclude the paper in Section 7.

2 System Model

2.1 Network Model

We consider a large-scale CR network which consists of two mobile ad hoc net-
works, i.e., the primary network and the secondary network, on R

2. The locations
of the PTs and STs are assumed to follow two independent homogeneous Poisson
point processes (HPPPs) with density μ′

p and μs, respectively, where we assume
μ′

p � μs. For each PT, its associated primary receiver (PR) is located at a dis-
tance of dp away in a random direction. Similarly, for each ST, its associated
secondary receiver (SR) is located at a distance of ds away in a random direction.
We further assume that PTs use the same power Pp for data transmissions and
STs use VP for data transmissions. The maximum transmit power of STs is Ps,
which occurs when the batteries of STs are fully charged. In addition, Pp � Ps.
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Time is partitioned into slots with unit duration. In each time slot, the PTs
employ an Aloha type of medium access control (MAC) protocol and make inde-
pendent decisions to access the spectrum with probability pp. Then, according
to the coloring theorem [2], the locations of the active PTs follow a HPPP with
density μp = ppμ

′
p [5]. We further denote Φp = {X} and Φs = {Y } as the

point processes formed by the active PTs and STs, respectively, where X and Y
denotes the coordinates of the PTs and STs, respectively.

Each PT is assumed to be associated with a guard zone to protect its intended
receiver from STs’ interference, and at the same time delivers RF energy to STs
located in its harvesting zone. For the secondary network, a VP transmission
mode is proposed and an energy-based OSA strategy is considered, under which
a ST is allowed to transmit if its harvested energy is larger than a predefined
transmission threshold, which is given by βPs, and it is outside the guard zones
of all active PTs, where β, 0 < β ≤ 1, is the transmission threshold coefficient.
Note that the special case with β = 1 was considered in [4]. For simplicity, we
refer to “active PTs” as PTs in the sequel.

The propagation channel is modeled as the combination of small-scale
Rayleigh fading and large-scale path-loss given by g(r) = hr−α, where h denotes
the exponentially distributed power coefficient with unit mean, r denotes the
propagation distance, and α > 2 is the path-loss exponent.

2.2 Energy Harvesting Model

The RF harvester in the ST is equipped with a power conversion circuit, which
can transform the received electromagnetic wave from the PTs into direct-
current (DC) power; as such the secondary network can utilize the harvested
energy from RF signals to augment/replenish their power sources. The input
power needs to be larger than a predesigned threshold, which is given by Ppr

−α
h ,

for the circuit to harvest RF energy efficiently. rh is defined as the radius of a
disk which is called the harvesting zone and is centered at each PT, that is to
say, a ST could harvest RF energy from its nearest PT provided it is inside the
harvesting zone. Otherwise, the power received by a ST outside any harvesting
zone is too small to activate the energy harvesting circuit, and thus is assumed
negligible. We denote the probability that ST lies in a harvesting zone as ph.
Similar as in [4], we assume that the harvesting zones of different PTs do not
overlap at most time. Thus we have

ph = 1 − e−πr2
hμp . (1)

Let η (0 < η < 1) denote the harvesting efficiency, the distance between a ST
and its nearest PT be given by D and D ≤ rh. Then, the average energy har-
vested by a ST in one slot can be obtained as ηPpD

−α. Note that the harvested
power has been averaged over the channel short-term fading within a slot.
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2.3 ST Transmit Model

The STs access the spectrum of the primary network and cause interference to
PRs. To protect the primary transmissions, the STs are prevented from trans-
mitting when they lie in any of the guard zones, modeled as disks with a fixed
radius rg (rg � rh) centered at each PT. With the energy-based OSA strategy,
the STs using the VP transmission mode are allowed to transmit under the fol-
lowing condition. The STs should be located outside any of the guard zones (the
probability is denoted as pg) and the power of STs should be larger than the
transmission threshold βPs (the probability is pc). When the battery is charged
larger than the transmission threshold and if it is outside all the guard zones,
the ST will transmit all the stored energy in the next slot. Note that in our
model the battery power level of every active ST is in the range [βPs, Ps], which
is different from the model in [4]. Moreover, the point processes formed by the
PTs change independently over different slots. Therefore, the events that a ST
has been charged to the transmission threshold in one slot, and that it is outside
all the guard zones in the next slot are independent. Accordingly, the transmit
probability of the STs denoted by pt is obtained by

pt = pcpg. (2)

The calculation of pc will be discussed in Section 3, and pg can be given
similarly to ph, as

pg = e−πr2
gμp . (3)

2.4 Performance Metric

In addition to transmission probability, two more performance metrics are stud-
ied in this paper, coverage probability and network throughput, which are spec-
ified as follows.

Coverage Probability. The coverage probability means the transmission non-
outage probability, which is defined as the probability that a PR/SR decodes
the received data packets successfully from its corresponding PT/ST. Specif-
ically, given the signal-to-interference ratio (SIR), and a corresponding SIR
target, denoted by θ, the coverage probability in the network is defined as
τ = Pr {SIR ≥ θ}.

Network Throughput. The throughput of the primary network or the sec-
ondary network is the maximum rate the system can achieve with successful
primary/secondary transmissions. Assume that the active PTs/STs follow a
HPPP with average density μ. Consequently, the network throughput is given
by C = μτ log(1 + θ).

3 Transmission Probability in Secondary Network

From (2), it can be observed that pt depends on pc and pg. In this section, we
first derive pc, and then we characterize the transmission probability of STs.
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The minimum power harvested by a ST in one slot is ηPpr
−α
h , which occurs

when the ST is at the edge of a harvesting zone. Therefore, the battery of
an energy-harvesting ST can be charged to the transmission threshold within
one slot time if 0 < βPs ≤ ηPpr

−α
h , thus this case is referred to as single-

slot charging. Similarly, if ηPpr
−α
h < βPs ≤ 2ηPpr

−α
h , a ST needs at most two

slots of harvesting to reach the transmission threshold, which is called double-
slot charging. In either case, the battery power level can be exactly modeled
by a finite-state Markov chain (MC), and the transmission probability pt can
be obtained accordingly. Otherwise, if βPs > 2ηPpr

−α
h , a ST needs at most N

(N > 2) slots of harvesting to reach the transmission threshold, i.e., multi-slot
charging. In this case, we can only obtain upper and lower bounds on pt by using
MC theory. However, since small value of Ps is of our interest, we will analyze
the transmission probability in two different conditions as follows.

3.1 Single-Slot Charging

If 0 < βPs ≤ ηPpr
−α
h , i.e., 0 < β ≤ ηPpr−α

h

Ps
, the battery is charged to the trans-

mission threshold within one slot. Thus the power level can be characterized as
two states {0, 1}, which are mapped to the power level 0 and the range [βPs, Ps],
respectively. Accordingly, the state transition probability matrix denoted as P1

is obtained as

P1 =
[
1 − ph ph

pg 1 − pg

]

. (4)

Therefore, we have the following proposition.

Proposition 1. If 0 < β ≤ ηPpr−α
h

Ps
, the transmission probability of a typical ST

is obtained as
pt = pcpg =

ph

ph + pg
pg. (5)

Proof. The probability pc can be obtained by solving π1 = π1P1, where π1 is
the steady-state probability vector given by π1 =

[
π0
1, π1

1

]
. In this case, pc = π1

1 .
This completes the proof of Proposition 1.

From (5), it is observed that the transmit probability of a ST has no dependence
on β. This is because once a ST lies in the harvesting zone, it is guaranteed to
be charged to the threshold within one slot as the proposed condition 0 < βPs ≤
ηPpr

−α
h .

3.2 Double-Slot Charging

If ηPpr
−α
h < βPs ≤ 2ηPpr

−α
h , i.e., 1

Ps
ηPpr

−α
h < β ≤ 2

Ps
ηPpr

−α
h , the battery of

the ST needs at most two slots to reach the transmission threshold. We divide
the harvesting zone into two parts as shown in Fig. 1, where Tp denotes a typical
PT, a disk centered at Tp with radius h1 denotes H1, and an annulus centered
at Tp with radii 0 < h1 < rh denotes H2, and h1 and rh are the inner and outer
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diameter of the annulus, respectively. We can derive h1 as h1 =
(

βPs

ηPp

)− 1
α

. We
consider Ts as a typical ST, and the average energy harvested by the Ts from Tp

in one slot is ηPpD
−α. If Ts is located inside the region H1, it will be charge to

the range [βPs, Ps], else if Ts is located in the region H2, the power harvested is
in the range

[
1
2βPs, βPs

)
.

Let us consider a three state MC with state space {0, 1, 2}, since ηPpr
−α
h ≥

1
2βPs. In this case, the battery power level can be 0, in the range

[
1
2βPs, βPs

)
,

or in the range [βPs, Ps], which are mapped to the states 0, 1, and 2, respec-
tively. From Fig. 1, the state transition probability matrix denoted by P2 can
be obtained as

P2 =

⎡

⎣
1 − ph ph − p1 p1

0 1 − ph ph

pg 0 1 − pg

⎤

⎦ . (6)

Similarly to (1), the probability of p1 = Pr{Ts ∈ H1} is obtained as p1 =
1 − e−πh2

1μp . Based on the above analysis, we have the following proposition.

Proposition 2. If 1
Ps

ηPpr
−α
h < β ≤ 2

Ps
ηPpr

−α
h , the transmission probability of

a typical ST is obtained as

pt = pcpg =
ph

ph + pg

(
2ph−p1

ph

)pg. (7)

Proof. The result in (7) can be obtained similarly as Proposition 1, i.e., by
solving π2 = π2P2, where π2 is the steady-state probability vector given by
π2 =

[
π0
2, π1

2, π2
2

]
, and we obtain pc = π2

2 . This completes the proof of Propo-
sition 2.

Fig. 1. The partitioned harvesting zone of double-slot charging.

Note that from (7), we can easily obtain that pt is a decreasing function of
β. An intuitive explanation of the above observation is that, if β grows, the time
required for battery charging will get longer, thus leading to a lower pt.
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4 Coverage Probability

In this section, the coverage probabilities of the primary network and the sec-
ondary network are investigated. Note that due to the energy-based OSA, the
point process developed by active STs does not follow a HPPP, and is difficult
to characterize accurately. To simplify our analysis, following the assumptions in
[5], we assume that the point process of active STs follows a HPPP, which will
be verified by our simulation results. Let Φa denote the point process of active
STs, Ip and Is denote the aggregate interference at the origin from all PTs and
active STs, respectively, which are modeled by shot-noise processes [6], given by

Ip =
∑

X∈Φp

hXPp|X|−α, (8)

Is =
∑

Y ∈Φa

hY P s|Y |−α, (9)

where |X|, |Y | denote the distances from node X,Y to the origin, respectively,
and {hX} and {hY } are independent and identically distributed (i.i.d.) exponen-
tial random variables with unit mean. P s denotes the average power of all the
transmitting STs. Since the transmit power of the active STs are kept in a range
[βPs, Ps], we have βPs < P s < Ps. Intuitively, P s is increasing with β. Similar
to [4], we make the following approximations on the conditional distribution of
the active STs, which will be verified by simulations in Section 6.

Assumption 1. The point process formed by the active STs Φa follows a HPPP
with density ptμs.

4.1 Primary Network

To analyze the coverage probability of the primary network, we concentrate on a
typical PR at the origin denoted by Rp with its intended PT denoted as Tp at a
distance of dp away. By using Slivnyak’s theorem [7], in this case, the locations of
the rest of the active PRs and PTs are both HPPPs with density μp. Therefore,
the coverage probability of the primary network τp is given by

τp = Pr {SIRp ≥ θp} = Pr
{

hpPpd
−α
p

Ip + Is
≥ θp

}

, (10)

where hp is the channel power between Rp and its intended Tp. Then we have
the following theorem.

Theorem 1. Under Assumption 1, the average coverage probability of the pri-
mary network τp is given by

τp = exp

(

−
(

θ
2
α
p d2pϕ

(

ptμs

(
P s

Pp

) 2
α

+ μp

)))

, (11)

where ϕ = πΓ
(
1 + 2

α

)
Γ

(
1 − 2

α

)
, and α > 2 with Γ (x) =

∫ ∞
0

tx−1e−tdt indicat-
ing the Gamma function.
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Proof. The proof is omitted due to the space limitation. Please refer to [4].

Corollary 1. Under Assumption 1 and the analysis above. the coverage proba-
bility of the primary network is upper-bounded and lower-bounded, respectively,
by,

τp < exp

(

−
(

θ
2
α
p d2pϕ

(

ptμs

(
βPs

Pp

) 2
α

+ μp

)))

, (12)

τp > exp

(

−
(

θ
2
α
p d2pϕ

(

ptμs

(
Ps

Pp

) 2
α

+ μp

)))

. (13)

Proof. From (11), it can be observed that τp is a function of pt and P s. An
intuitive explanation of the above observation is that βPs < P s < Ps. However,
from Section 3, pt is a constant for a given transmission threshold βPs. Thus we
can obtain (12) and (13) by substituting βPs < P s < Ps into (11).

4.2 Secondary Network

Under Assumption 1, to analyze the coverage probability of the secondary net-
work, we concentrate on a typical SR at the origin denoted by Rs with its
intended ST denoted as Ts at a distance of ds away. By using Slivnyak’s theo-
rem, in this case, the locations of the rest of the active SRs and STs both follow
HPPPs with density ptμs.

Since the STs cannot transmit if they are inside any guard zone of the PTs,
to approximate τs, we consider the coverage probability conditioned on Ts being
outside all the guard zones which means that there is no PT inside the disk
centered at Ts with radius rg, denoted as Grg

Ts
. Let the condition discussed above

be denoted by ζ = {Φp∩Grg

Ts
= ∅}. Then the coverage probability of the secondary

network is given by

τs = Pr
{

hsPTs
d−α

s

Ip + Is
≥ θs |ζ

}

, (14)

where hs is the channel power between Rs and its intended Ts, PTs
is the

transmit power of the intended Ts, and βPs ≤ PTs
≤ Ps. The active STs

follow a HPPP with density ptμs which means that none of the active STs
are inside a guard zone, that is, Pr {ζ} = 1. Moreover, under the assumption
Pp � Ps, it is a reasonable assumption that the interference from every PT
inside Grg

Ts
will cause an outage to the typical Rs at the origin. Thus, we have

Pr
{

hs ≥ θsdα
s

PTs
(Ip + Is)

∣
∣ζ̄

}
≈ 0. Then we have the following theorem.

Theorem 2. Under Assumption 1, the average coverage probability of the sec-
ondary network τs is obtained as

τs = exp

(

−
(

ptμs + μp

(
P s

Pp

)− 2
α

)

θ
2
α
s d2sϕ

)

. (15)
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Proof. The proof is omitted due to the space limitation.

Corollary 2. Under Assumption 1 and the analysis above. The coverage proba-
bility of the secondary network is upper-bounded and lower-bounded, respectively,
by,

τs < exp

(

−
(

ptμs + μp

(
Ps

Pp

)− 2
α

)

θ
2
α
s d2sϕ

)

, (16)

τs > exp

(

−
(

ptμs + μp

(
βPs

Pp

)− 2
α

)

θ
2
α
s d2sϕ

)

. (17)

Proof. This can be proved by applying a similar approach as used for the proof
of Corollary 1.

5 Network Throughput

5.1 Primary Network

We characterize the throughput of the primary network as Cp =
μpτp log (1 + θp). Note that the primary network throughput Cp mainly reflects
the coverage probability τp. With (12) and (13), the throughput of the primary
network is upper-bounded and lower-bounded, respectively, by,

Cp < μp log (1 + θp) × exp

(

−
(

θ
2
α
p d2pϕ

(

ptμs

(
βPs

Pp

) 2
α

+ μp

)))

, (18)

Cp > μp log (1 + θp) × exp

(

−
(

θ
2
α
p d2pϕ

(

ptμs

(
Ps

Pp

) 2
α

+ μp

)))

. (19)

5.2 Secondary Network

We characterize the throughput of the secondary network as Cs =
μsptτs log (1 + θs). The throughput of the secondary network Cs is a function of
both pt and τs. However, from Section 3, pt is a constant for a given transmis-
sion threshold βPs. Therefore, Cs is only dependent on τs. From (16) and (17),
the throughput of the secondary network is upper-bounded and lower-bounded,
respectively, by

Cs < μs log (1 + θs) pt × exp

(

−
(

ptμs + μp

(
Ps

Pp

)− 2
α

)

θ
2
α
s d2sϕ

)

, (20)

Cs > μs log (1 + θs) pt × exp

(

−
(

ptμs + μp

(
βPs

Pp

)− 2
α

)

θ
2
α
s d2sϕ

)

. (21)
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Remark 1: The maximum throughput of the secondary network is obtained with
the transmission threshold coefficient β∗ = 1

Ps
ηPpr

−α
h , which will be verified by

simulation in Section 6 by Fig. 3(b). Note that β∗ = 1
Ps

ηPpr
−α
h can be write as

β∗Ps = ηPpr
−α
h , where β∗Ps is exactly the transmission threshold. As mentioned

in Section 3, the minimum power harvested by a ST in one slot is ηPpr
−α
h , which

means that, the secondary network throughputs are maximized over the energy-
based OSA strategy if each candidate ST’s harvested energy within one slot is
larger than the transmission threshold.

6 Numerical Result

In this section, based on our theoretical analysis, we provide some numerical
results and give some interpretations. Unless otherwise specified, we set the
harvesting efficiency as η = 0.1 and the path-loss exponent as α = 4.

Fig. 2(a) and Fig. 2(b) show the ST transmission probability pt versus the
ST transmission threshold coefficient β and the ST maximum transmit power
Ps, respectively. From Fig. 2(a), it is observed that pt is consistent with our
analysis in Section 3. Furthermore, both Fig. 2(a) and Fig. 2(b) show that the
transmit probability with 0 < β < 1 outperforms the transmit probability with
β = 1, which means that the performance of the energy-based OSA strategy
outperforms that of the scheme in [4], since β = 1 means that the batteries of
STs are fully charged.
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Fig. 2. (a) The ST transmission probability pt versus the ST transmission threshold
coefficient β; (b) The ST transmission probability pt versus the ST maximum trans-
mission power Ps.

In Fig. 3(a), we compare the analytical and simulated results on the coverage
probability using the energy-based OSA scheme. We have following observations.
First, the simulation results fall between the upper bounds and the lower bounds
as expected, thus Assumption 1 is validated. Second, the coverage probability of
the primary network τp is insensitive to β, this can be explained from (10), since
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Fig. 3. (a) The network coverage probability versus the ST transmission thresh-
old coefficient β; (b) The network throughput versus the ST transmission threshold
coefficient β.

larger β increases the interference level from active STs (resulting in smaller
τp) but at the same time reduces the ST transmission probability pt and thus
resulting in larger τp. Third, the coverage probability of the secondary network
τs grows slightly with β, which can be explained theoretically from our result
in (15), the numerator and the aggregate interference Is in the denominator are
both increasing with β, but the increment of Is is negligible compared to Ip

according to the condition Ps � Pp and thus can be ignored. That is to say,
compared with the scheme in [4], the coverage probabilities using energy-based
OSA strategy are not changed significantly.

In Fig. 3(b), we compare the analytical and simulated results for the network
throughput under the energy-based OSA scheme. Several observations follow.
First, it is also observed that the simulated throughputs fall between the upper
bounds and the lower bounds as expected. Second, the throughput of the primary
network Cp is insensitive to β. This is because Cp mainly depends on τp and
we have mentioned that τp is insensitive to β. Third, we show the maximum
throughput of the secondary network is obtained with the transmission threshold
coefficient β∗ = 1

Ps
ηPpr

−α
h . This can be explained as follows. On one hand, if

0 < β ≤ β∗, it can be observed that the transmit probability pt is a constant,
thus Cs depends only on τs. From the analysis above, τs grows slightly with β,
therefore, Cs is increasing with β slightly. On the other hand, if β > β∗, Cs is
dependent on both pt and τs. However, pt affects Cs more significantly than τs,
and pt is decreasing with β, which indicates that Cs is decreasing with β. Fourth,
the network throughput with 0 < β < 1 outperforms the throughput with β = 1,
as much as 29% at β∗ = 1

Ps
ηPpr

−α
h , which confirms that the performance of the

energy-based OSA strategy outperforms that of the scheme in [4].

7 Conclusion

In this paper, we proposed a VP transmission mode and an energy-based OSA
strategy for opportunistic energy harvesting in CR networks. Using tools from
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stochastic geometry, the transmission probability of the STs considering the
influence of both the guard zones and harvesting zones was derived. Moreover, we
investigated the coverage probabilities and network throughputs of the primary
and the secondary networks, respectively. Theoretical analysis and simulation
results show that, compared with previous work, the transmission probability
and the throughput of the secondary network with the energy-based OSA strat-
egy are both significantly improved. The throughput is increased by as much as
29%. It is hoped that the results in this paper could provide new insights to the
optimal design of other wireless powered communication networks.
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Abstract. Spectrum sensing is a key technique for providing an oppor-
tunistic spectrum band in cognitive radio networks. The opportunistic
spectrum is determined by the channel state. Mobility makes the problem
of the traditional sensing mechanism more severe than in static scenarios.
In this paper the channel transition monitoring based spectrum sensing
mechanism is proposed. The proposed scheme not only reduces the influ-
ence of mobility on the current sensing mechanism, but also ensures relia-
bility of the sensing and improves the spectrum efficiency. Our simulation
results show that the proposed mechanism outperforms the traditional
mechanism. Our method supplements the traditional sensing mechanism
and enhances the efficiency of cognitive radio networks.

Keywords: Channel transition monitoring · Spectrum sensing · Mobile
cognitive radio · Opportunistic spectrum

1 Introduction

Cognitive radio (CR) is one of the most promising ways to solve the spectrum
scarcity problem; it opportunistically accesses a temporarily available licensed
spectrum band [1–3]. Some research measurements for wireless radio spectrum
show that the spectrum band is idle in range of 15% to 85% in both the time and
spatial domain. For CR networks, the idle spectrum is called the opportunistic
spectrum [4,5]. Spectrum sensing is a critical technology for finding the idle
spectrum [6]. The task of the sensing mechanism is to sense the current spectrum
and allocate the idle spectrum to the appropriate users. Additionally, it aims to
reduce the overhead and interference to primary user (PU) as much as possible.

Currently, most of researches on traditional sensing mechanism focuses
on periodic sensing mechanism, and some focuses on proactive sensing mech-
anism [7]. Research on periodic sensing employs the adaptive period to improve
the spectrum efficiency [8]. This can reduce the sensing time according to the
channel environment and greatly improve the throughput. However, the intrinsic
problems–such as high overhead, wasting of the spectrum, and interference to
the PU–still exist. Additionally, the above research has an implied condition that
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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the CR user is always inside the primary protected region (PPR). This assump-
tion is reasonable in large-scale coverage, such as digital television (DTV) base
station, the coverage of which is about 50-60km [9]. The CR user’s coverage is
smaller than the PU’s, and the sensing is always reliable. However, in small-scale-
coverage PUs, such as wireless microphones (MWs), LTE networks and other
networks, the sensing reliability of CR users is not always high because the users
may leave the PPR. In these networks, user mobility has a significant effect on
the spectrum sensing. The sensing capacity can be increased significantly in the
presence of PU mobility [10]. The sensing accuracy exhibits threshold behavior
that is a function of the sensing time when the users are mobile [11]. The sen-
sor mobility information is exploited in the process of sensor localization with
two range measurement models, namely, the time-of-arrival (TOA) model and
the received signal strength (RSS) model [12]. A cognitive MAC protocol with
mobility support (CM-MAC) is proposed in [13], addressing the decentralized
control and local observation for spectrum management, where the CR mobile
nodes move into the primary exclusive region. The study does not consider the
impact of the mobility on the spectrum sensing mechanism.

In fact, mobility further increases the uncertainty of the spatial location. It
makes the intrinsic problems of periodic sensing more serious. In mobile CR
networks, in order to guarantee sensing accuracy, the periodic sensing should be
more frequent than in static scenarios. Even though periodic sensing provides
sensing reliability, it requires a short period to ensure that interference is mini-
mized. The short sensing period increases the overhead and reduces the spectrum
efficiency. Different opportunistic spectrums need different sensing techniques;
especially in the spatial opportunistic spectrum, time sensing is not necessary.

We attempt to find a sensing mechanism that maximizes the opportunistic
spectrum and reduces interference to the PU.

2 System Model and Problem Statement

In order to demonstrate the specific scenario, we provide a simple system model.
Regardless of PU or CR user, the opportunistic spectrum is greatly affected by
the user’s mobility.

2.1 System Model

The CR network consists of PU and one or several CR users, as shown in Fig.1.
t1 and t2 denote different times. The PPR is covered by R. In static scenario,
for example, at time t2, the CR user is always in the PPR. In mobile scenario,
CR user is inside or outside the PPR. During the sensing operation, the distance
between the PU and CR user changes over time, such as from the time t1 to
time t2. If the CR user is inside the PPR, the distance is less than R. The
opportunistic spectrum is the time opportunistic spectrum. If and only if the PUs
is inactive, the CR user can occupy the spectrum band. Otherwise, the distance is
larger than R, the opportunistic spectrum is the spatial opportunistic spectrum.
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Fig. 1. The mobility system model of PU

Regardless of the PU’s state, the CR user can always occupy the spectrum
band. Therefore, at time t1, the CR user accesses the spectrum directly without
sensing. At time t2, since the PU may be active or inactive, the CR user must
sense.

The system model is very simple. But it can be extended to a complex system
that is composed of multiple CR users and multiple PUs.

2.2 Problem Statement

In mobile scenario, as shown in the above system model, the intrinsic problems of
the current sensing mechanism becomes more severe. Furthermore, the sensing
reliability is very difficult to be achieved.

Firstly, owing the mobility, the channel is time-varying. In order to achieve
accurate sensing, the sensing operation must be more frequent than in static
scenarios. Consequently, the overhead is greater than in static scenarios. The
wasting of the spectrum band and the interference to the PU are still present.

Secondly, the mobility makes the user change its location. When the user
steps out of the PPR, it still senses the spectrum with traditional sensing method,
which gives an incorrect result. If an individual user with an incorrect sensing
result cooperates with other users, the cooperative performance is degraded.

Thirdly, the sensing technique is extended to be suitable for the spatial oppor-
tunistic spectrum. Most algorithms for spatial sensing depend on the localization
and tracking of mobile users. The algorithms are very complex. Additionally,
they add the complexity to the sensing .

The channel state is the most influential factor. As long as the channel state
is determined, the user can easily access to it. In this paper, we investigate a
new sensing mechanism.

3 Channel Transition Monitoring Based Spectrum
Sensing

The objectives of spectrum sensing are to maximize the opportunistic spectrum,
minimize the interference to the PU and reduce the overhead. The types of
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the opportunistic spectrum are different, which depends on the channel state.
Taking this into consideration, we proposed the channel transition monitoring
based spectrum sensing mechanism.

3.1 Channel Transition Monitoring

A mobility-unware scheme is required in sensing the spectrum in the mobile
environment. If we consider the PU signal state, the channel state changes only
at the transition between the PU states: ON and OFF. We assumed that the
CR user and PU do not transmit simultaneously and the CR user can identify
its own signal.

Fig. 2. The channel transition monitoring unit and its processing sequence

The channel transition monitoring should not affect the spectrum band. The
monitoring unit is an internal processor in the receiver. The monitoring process-
ing is parallel with the receiving processing and adopts the differential process-
ing to differentiate the current channel state from the previous one, as shown in
Fig.2. If the the monitoring result |Dr| does not equal one, which means that the
channel state has not changed, the CR users continue waiting or transmitting.
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If the result |Dr| equals one, which means that the channel state has changed,
the CR user stops the current operation immediately and begins sensing to fur-
ther determine the channel state. If the two results–i.e., the monitoring result Dr

and the sensing result Ds–indicate that the channel state has changed, the next
operation of the CR user is different from the previous operation. If the results
indicate the different channel states, the CR user continues sensing until the two
results indicate the channel state are the same. This also prevents sharp change
in the channel from being affected by sudden change of background noise.

The received signal of the monitoring unit is r(n) as follows:

r(n) = ηhpsp(n) + (1 − η)hsss(n) + n(n) (1)

where η ∈ {0, 1} denotes the absence or presence of the signal. hp represents the
channel coefficient between the PU and the CR user. sp is the primary signal.
hs is the channel coefficient between the two CR users. ss denotes the CR user’s
signal.

The received signal is r(n−1). At the monitoring unit, the differential result
Dr(n) is as follows:

Dr(n) = r(n) − r(n − 1)

= ηhpsn + (1 − η)hsss(n) − η
′
hpsn−1 − (1 − η

′
)hsss + n

′ (2)

where n
′
denotes the differential noise. Given s(n) = s(n − 1), if the channel

coefficient is constant, the above equation becomes:

Dr = hpsp(η − η
′
) + hsss(η

′ − η) + n
′

(3)

hsss is known since ss is given. Therefore, the above equation becomes:

Dr = Sp · | �r | + n
′

(4)

where Sp = hpsp and �r = η − η
′
. When �r = 0, the channel state does not

change. When | �r | = 1, the channel state has changed. �r = 1 represents
the arrival of the PU’s signal at the present time or the CR user steps into the
PPR. The channel state changes from IDLE to BUSY. �r = −1 represents the
departure of the PU’s signal at the present time or the CR user steps out of the
PPR. The channel state changes from BUSY to IDLE.

An appropriate threshold is selected to decide two states. When | �r | = 1,
|Dr| = 1. The monitoring unit makes the CR user stop the current operation and
immediately trigger the sensing process. With the CR sensing result, the next
operation can be determined. When �r = 0, |Dr| = 0. No channel transition is
occurring. The CR user continues the previous operation.

3.2 Spectrum Sensing Based on Channel Transition Monitoring

The result of the channel transition monitoring presents only at the transition of
the channel. If and only if the result equals to 1, the sensing process is triggered
to further determine the channel state, as shown in Fig.3 (b).
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Fig. 3. The two sensing schemes: (a) the periodic sensing (b) the channel transition
monitoring based sensing mechanism

Case 1: The uncooperative CR users
In the networks, the uncooperative user performs the channel transition moni-
toring when the PU’s signal is received. The result Dr = 0 indicates that the
channel state does not change. The CR user continues the previous operation:
waiting or transmitting. In this process, the CR user’s operation is not inter-
rupted. The result |Dr| = 1 indicates that the channel state changes from IDLE
to BUSY or vice versa. The initial result should be further verified by the sens-
ing. Once the sensing operation is triggered, the CR user immediately stops the
current operation. After the sensing result is determined, the CR user begins the
next operation. The channel transition monitoring is only an internal operation
that does not influence the spectrum band.

Case 2: The cooperative CR users
In current CR networks, multiple users cooperate with one another to overcome
multiple pathes fading, shadowing fading, and receiver uncertainty. The channel
transition monitoring based cooperative spectrum sensing adopts the proactive
approach with ”sound signal” in broadcasting way [7]. If the monitoring result
shows that a channel transition has occurred, the CR user that monitors the
spectrum sends the sound signal in broadcasting way to other users and requests
them to perform the sensing. When the other users receive the sound signal, they
immediately stop their current operation. Then they begin to sense the spectrum
and send the local sensing result to the requesting user. The monitoring user
combines the local sensing results and provides the global spectrum sensing
result. When the monitoring result and the sensing result indicate same channel
state, the CR user starts the next operation. If the current user does not need the
spectrum, the spectrum information is stored in the spectrum database. Other
users that need the spectrum query the database and access it.

It is pointed out that the user of the sensing schemes can be extended from
the time opportunistic spectrum to the spatial opportunistic spectrum, or other
potential opportunistic spectrum. The sensing schemes must provide reliable and
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efficient spectrum sensing. In the channel transition monitoring based spectrum
sensing scheme, the sensing operation only occurs at the channel state transition.
At other time, the CR users need to access the channel by searching the spectrum
database. The approach does not waste the spectrum except the spectrum for
sensing at the channel transition. The overhead, the wasting of the spectrum
and interference are greatly reduced. The interference to PUs is related to the
processing delay of the monitoring unit. When the channel is not in transition,
the users that access the spectrum do not need to sense the spectrum. In order
to obtain the potential spectrum, they only query the spectrum database. The
delay involved in accessing the channel decreases.

It must be emphasized that the proposed scheme supplements the traditional
spectrum sensing and improves the sensing performance. The only cost is the
internal processor that monitors the channel transition.

4 Performance Analysis

Our channel transition monitoring based spectrum sensing mechanism provides
the sensing operation at the end of the channel transition. The presence of a
channel transition depends on the two factors. One is whether the PU changes
its state. The other is whether the CR user leaves the PPR or vice versa. If the
former leads to a channel transition, the detection performance is only related to
the PU’s OFF state. However, the latter will lead to a change in the opportunistic
spectrum types.

4.1 Mobility-Enabled Sensing Capacity

In mobile scenarios, the CR user may be inside the PPR or outside the PPR.
The mobility-aware detection capacity is as follows [10]:

Cmob = ζρW [(1 − P (I) + PoffP (I))] (5)

where ζ, ρ, W and Poff represent the sensing efficiency, the spectral efficiency
of the band, the bandwidth and the OFF state probability of the PU, respec-
tively. From equation (5), P (I) is the probability of that the CR user is inside
the PPR. When P (I) = 1, the CR users are always inside the PPR. Therefore
Cmob = Cstatis. The probability of the PU’s OFF state affects the capacity.
The time sensing is adequate because there is only the time opportunistic spec-
trum. If P (I) < 1, the CR user locates inside or outside the PPR. Therefore,
Cmob > Cstatis. Both time sensing and spatial sensing are needed. In mobile sce-
narios, the value of capacity improvement is mainly from the value of the spatial
opportunistic spectrum. The faster the users move in the certain coverage of the
PPR, the shorter the sojourn time is. The smaller the probability within the
PPR is, the larger the spatial opportunistic spectrum is. The detection capacity
further improves.
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4.2 Comparison Between the Two Scheme

Mobility results in the CR user being located in different positions. This leads
to P (I) and 1 − P (I). If P (I) = 1, the CR user is inside the PPR, and sensing
reliability is provided. In general, the number of the PU’s presence and departure
are fewer than that of the sensing. From PU’s arrival to PU’s departure, the CR
user has no opportunity to access the spectrum. However, from PU’s departure
to PU’s arrival, the CR user can access the spectrum. In the periodic sensing, as
shown in Fig.3(a), the CR transmission is frequently interrupted. Tint and Tw

are inevitably greater than zeros. This leads to overhead, wasting of the spec-
trum and interference to the PUs. Whatever methods are adopted , the intrinsic
problems can not be avoided. The proposed scheme, as shown in Fig.3(b), shows
that the sensing operates only at the end of channel transition. It reduces the
wasted spectrum band Tw, the interfering band Tint, and the number of the
sensing. In a short, the proposed sensing scheme greatly decreases the sensing
overhead.

If P (I) < 1, sometimes the CR user is outside the PPR. The users can access
the spectrum band directly without sensing. The channel state is unchanging
regardless of the PU’s state. If the CR user is located inside the PPR, the user
need to sense. The sensing result depends on the channel states: BUSY or IDLE.
A channel state transition is caused by the arrival or departure of the PU’s signal.
The transition can also occur when the CR user’s location changes from inside
to outside the PPR or vice versa. Therefore, the channel transition monitoring
based spectrum sensing is suitable for the time spectrum sensing as well as the
spatial spectrum sensing. It not only greatly reduces sensing overhead but also
utilizes the spectrum as much as possible.

5 Numerical Result

In this paper, we mainly consider the mobile CR networks, which have time and
spatial opportunistic spectrums at different times. Simulation sets are based on
the probabilities P (Q), Poff , and different sizes of R etc..

The proposed scheme is based on the channel state transition, and the number
of the PU’s arrival or departure is an important factor. Fig.4 shows the impact
of the number of the PU’s arrival N1 in two schemes on the throughput. The
number of the PU’s departure is N2 = N1−1. If the probability of the PU’s OFF
state is fixed, the throughput of the proposed scheme decreases as the number of
the PU’s departure/arrival increase; while the throughput of the periodic sensing
is not greatly affected by the channel state transition. When the number of the
departure/arrival are greater than a specific number, for example, N = 7, with
Poff = 0.5, the throughput of the periodic sensing is greater than that of the pro-
posed scheme. Because of the number of the PU’s departure/arrival increasing,
the interference increases. For the proposed scheme, if the number of the PU’s
departure/arrival increases, the time used to sense the spectrum increases, and
the throughput decreases. However, the PU’s state transition interval is longer
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Fig. 5. The throughput relative to the sensing period

than the periodic sensing interval. In general, the throughput of the proposed
scheme outperforms that of the periodic scheme.

Fig.5 shows the relationship between the throughput of the CR and the
sensing period when P (Q) = 0.5. The active probabilities of PUs are varied.
The number of the PUs arrival and departure are N1 = N2 = 2. The proposed
scheme is robust in relation to the sensing period. It is dependent only on the
state-changing number of the PUs. Therefore, if the number of PU arrival or
departure is fixed, the throughput is determined only except influence of sensing
time Ts. The periodic sensing mechanism adopts periodic sensing regardless of
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the PU’s state. Throughput is not only affected by the periodic sensing time, but
also related to the idle state of the channel. If the idle channel is fixed, a shorter
sensing period leads to a lower throughput, greater wasting of the spectrum, and
more interference. The shorter the sensing period is, the higher the overhead is.
In a short, periodic sensing is seriously constrained by its intrinsic problems.
The proposed scheme is constrained only by the channel transition state. The
performance of the proposed scheme is better than that of the periodic sensing.

Fig.6 shows how the throughput is related to the detection probability. The
throughput increases as the spatial opportunistic spectrum increases, i.e. P (Q)
increases. The throughput decreases with increasing of detection probability.
If the CR users moves from the region outside to the region inside the PPR,
the detection probability gradually increases, so the throughput decreases. The
three lines indicate the throughput for different P (Q). Pd ranges from 0 to 1,
which means that the PU is gradually changing from the inactive state to the
active state or from outside to inside the PPR. The opportunistic spectrum
changes from the spatial domain to the time domain. For each sensing mech-
anism, the higher the idle spectrum probability, the higher is the throughput.
For the specific probability of the idle spectrum, the throughput of the proposed
sensing mechanism is higher than that of the periodic sensing mechanism. The
far left points of the lines indicate the throughput at Poff = 1, when the maxi-
mum opportunistic spectrum exists. The improvement of the proposed scheme’s
throughput is greater than that of the periodic sensing from Pd = 1 to Pd = 0.
Regardless of the behaviors of the users and the sensing techniques, the proposed
scheme outperforms the periodic sensing.

Fig.7 shows how the throughput increases as the velocity of the users
increases. The root cause is that mobility makes the user location changeable.
The spatial opportunistic spectrum without sensing has greatly improved the
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throughput. The velocity affects the time inside or outside the PPR regardless
of the mobility models. If R is fixed, the sojourn time decreases, and the time
of outside the PPR increases as the velocity of the users increases. The more
spatial opportunistic spectrum is obtained. For the same velocity with chang-
ing of R, the probability of being inside the PPR increases as R increases. The
larger the coverage R is, the longer the sojourn time is, the shorter the time of
outside the PPR is. The smaller spatial opportunistic spectrum is. Therefore,
in small-scale-coverage PUs, such as MWs, the spatial opportunistic spectrum
should be considered. In a short, in complex networks, the different opportunis-
tic spectrums are the potential spectrums to enhance the throughput of CR
networks.

In summary, in the proposed sensing mechanism, because the internal mon-
itoring unit of the channel transition is used, the throughput is significantly
improved and the interference to the PU is reduced. The wasting of the spec-
trum is shorter than that of the periodic mechanism. Therefore, the proposed
scheme outperforms the traditional sensing mechanism.

6 Conclusion

In this paper, we proposed a spectrum sensing mechanism based on channel
transition monitoring to improve the reliability of the sensing and the utiliza-
tion efficiency of the opportunistic spectrum. Owing to user mobility, the users
location varies over time. This leads to unreliability of the sensing. The proposed
sensing mechanism based on channel transition monitoring not only reduces the
influence of the intrinsic problems of the periodic sensing, but also overcomes
the unreliability of the sensing. More importantly, it improves the utilization
efficiency of the spectrum. The proposed sensing mechanism is suitable for both
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static and mobile scenarios. The method supplements the traditional sensing
mechanism.
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Abstract. We consider the problem of power minimization in Cognitive
Radio Sensor Networks (CRSN). The aim of this paper is twofold:
First, we study the problem of packets retention in a queue with the
aim of minimizing transmission power in delay-tolerant applications.
The problem is classified as an optimal stopping problem. The optimal
stopping rule has been derived as well. Optimal number of released
packets is determined in each round through an Integer Linear
Programming (ILP) optimization problem. This transmission paradigm
is tested via simulations in an interference-free environment leading to
a significant reduction in transmission power (at least 55%). Second,
we address the problem of applying the scheme of packets retention
through the Optimal Stopping Policy (OSP) to underlay CRSN where
strict interference threshold does exist. Also, this problem is subjected
to a delay constraint. Optimal number of released packets at this case is
determined through another knapsack optimization problem that takes
interference to Primary User (PU) into account. Extensive simulations
that encompass dropped packet rate, Average Power per Transmitted
Packet (APTP) and average consequent delay have been proposed.
Simulations proved that our scheme outperforms traditional transmission
method as far as dropped packet rate and APTP are substantially
concerned, where end to end delay could be tolerated.

Keywords: Cognitive radio · Sensor network · Optimal stopping rule

1 Introduction

Due to the wide proliferation of mobile communication, there is an inevitable
rapid growth in mobile traffic leading to the problem of spectrum scarcity.
However, many spectrum studies showed that huge part of the spectrum is
underutilized. This, consequently, led to the concept of Cognitive Radio (CR)
[1] which received a great attention to alleviate the spectrum scarcity problem.
It enables unlicensed users to communicate over the licensed bands assigned
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 211–222, 2015.
DOI: 10.1007/978-3-319-24540-9 17
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for the licensed users through one of two modes. First: Spectrum Sharing
(SS), or underlay, where CR Secondary Users (SU) can operate on same bands
licensed for PU provided that sufficient interference thresholds to PU are strictly
maintained. Second: Opportunistic Spectrum Access (OSA), or overlay, where
SU can dynamically exploit spectrum holes when PU are inactive [2]. Wireless
Sensor Networks (WSN) have gained a great attention as a research area [3]. Due
to the hardness of rechargeability of these networks, they have limited energy
budget and hence a limited lifetime. Therefore, a considerable amount of research
work has been exerted to mitigate the problem of energy limitation in WSN.
Accordingly, energy minimization and lifetime maximization of WSN have been
investigated in many research papers [4–7]. CRSN is a research trend that enables
WSN to work in cognitive way. The essence of CRSN, its basic design principles,
different architectures, applications, advantages and shortcomings have been well
introduced in [8].

In this paper, we are concerned about energy minimization through
formulation of an optimal stopping problem and finding out its stopping rule.
Optimal stopping is concerned with the problem of taking a specific action at
specific time based on sequentially observed previous states so as for maximizing
the payoff, or minimizing the cost, or both. With the optimal stopping problem,
there always exists an optimal stopping rule, where the decision is taken
based on it. This type of problems usually arises in areas of statistics, where
the action is taken with the aim of testing an hypothesis or estimating a
parameter. Considering seminal and recent work, optimal stopping theory has
been applied to opportunistic scheduling [9] and spectrum sensing [10],[11],
but not to power minimization; which is the problem we will consider in this
context. In[9], the authors studied optimal transmission scheduling policies in
cognitive radio networks. They proposed a cooperative scheme that improves
the primary network performance and allows secondary nodes to access the
licensed spectrum in order to cooperate. In [10], the authors studied joint
channel sensing and probing scheme and they proved that this scheme can
achieve significant throughput gains over the conventional mechanism that uses
sensing alone. However, in [11], authors studied the problem of optimizing the
channel sensing parameters in the presence of sensing errors. They proposed
suboptimal solutions that significantly reduce the complexity and maintain a
near-optimal throughput. In this paper we apply the optimal stopping policy to
the problem of power minimization in underlay cognitive radio sensor networks
under interference and delay constraints.

The rest of this paper is organized as follows. Power minimization through
packets retention via the optimal stopping approach is studied in Sect. 2, where
the problem is formulated and the stopping policy is derived as well. In Sect. 3,
the power minimization problem derived in Sect. 2 is extended to CRSN where
interference threshold to PU does exist. Evaluating our performance is conducted
through a simulation study which proves that our scheme through packets
retention via OSP performs better than traditional transmission method as far as
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APTP and successful packet reception are concerned. Finally, Sect. 4 concludes
the paper.

2 Power Optimization Through Optimal Stopping Policy

2.1 Problem Formulation and Stopping Rule Derivation

In this paper, we focus on the problem of minimizing transmission power of
nodes of any network through packet retention in a queue. Each node observes
its power status round by round. Based on the observation sequence, it decides
whether it sends its packet(s) instantaneously or further keeps it/them in the
queue. To minimize the transmission power, each node makes the decision based
on the result of comparing the instantaneous cost and the expected cost of
future observations. The instantaneous cost is represented by the instantaneous
power consumed if the packet is transmitted instantly. It depends directly on the
instantaneous channel quality at this round for the observed nodes. On the other
hand, the expected cost of future observations is the expected power the node
will consume if it keeps the packet for more rounds taking into consideration
how many packets are already existing in the queue. Consequently, this issue
can be formulated as a sequential decision problem and can be investigated by
applying the optimal stopping theory.

We are following the communication model presented in [4], the total power
consumption consists of two components: power consumption of the amplifiers
PPA which depends on transmission power Pt with the relation

PPA = (1 + α)Pt. (1)

where α =
ξ

η
− 1 with η the drain efficiency of the power amplifier and ξ the

peak-to-average power ratio(PAR), which depends on the modulation scheme
and the associated constellation size. Transmission power Pt is given by the
link-budget relationship, when the channel experiences a square-law path loss

Pt = Eb × Rb(4πd)2

GtGrλ2
MlNf . (2)

where Eb is the required energy per bit for a given BER requirement, Rb is the bit
rate of the RF system, d is the transmission distance. Gt and Gr are the antenna
gain of the transmitter and the receiver respectively, λ is the carrier wavelength,
Ml is the link margin compensating the hardware process variations and other
additive background noise or interference, Nf is the receiver noise figure defined

as Nf =
Nr

N0
with N0 the single-sided thermal noise power spectral density

(PSD) at room temperature and Nr is the PSD of the total effective noise at the
receiver input.
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The other term in the total power consumption is the circuit power Pc.
Finally, this gives the total energy consumption per bit as

Ebt =
PPA + Pc

Rb
. (3)

The instantaneous required BER per-packet, assuming BPSK modulation
scheme is used, is also given by

Pb = Q(
√

2γb) = e−γb = e
−

Eb|H|2
N0 (4)

where |H|2 is the instantaneous squared magnitude of the channel. Substituting
from (4) into (2), and rearranging, we get the transmission power per node as
follows

Pt = −ln(2Pb) × N0

|H|2 × Rb(4πd)2

GtGrλ2
MlNf (5)

Hence, and without loss of generality, we will consider only transmission
power in our analysis as circuit power is, more or less, a constant that depends
on the circuitry.

From now on, Q is defined as the queue size (Maximum number of packets
could be kept) for each node in the network, and k is defined as the number
of packets in the queue at round i. We intend to solve the stopping problem
discussed above to minimize the cost represented by power by deriving an
optimal rule that decides when to stop waiting for next rounds and transmit
the packet(s) in the current round. Denote by Xi

(k) the minimum cost the node
can achieve at round i when k packets are in the queue.

Xi
(k) = min{P k

ti , E{min(P k+1
ti+1

, P k+2
ti+2

, ....., PQ
ti+Q−k

)}} (6)

where P k
ti represents the instantaneous cost in round i (after the ith

observation) when k packets are already existing in the queue. Also,
E{min(P k+1

ti+1
, P k+2

ti+2
, ....., PQ

ti+Q−k
)} represents the expected cost resulted by

proceeding to keep the packet for next rounds till the queue is full. Inside the
expectation operator, the minimum power scenario for keeping packets has to be
chosen. To calculate E{min(P k+1

ti+1
, P k+2

ti+2
, ....., PQ

ti+Q−k
)}, we make the following

mathematical analysis:

E{min(P k+1
ti+1

, P k+2
ti+2

, ....., PQ
ti+Q−k

)} = E{ 1

max(
1

P k+1
ti+1

,
1

P k+2
ti+2

, .....,
1

PQ
ti+Q−k

)
} (7)

Furthermore, since the function inside the expectation operator of (7) is

a convex one (f(x) =
1
x

is a convex function) [12], Jensen’s inequality can be
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applied:

E{ 1

max(
1

P k+1
ti+1

,
1

P k+2
ti+2

, .....,
1

PQ
ti+Q−k

)
} ≥ 1

E{max(
1

P k+1
ti+1

,
1

P k+2
ti+2

, .....,
1

PQ
ti+Q−k

)}
(8)

We will consider the lower bound of (8). Consequently, the aim now is to get

E{max(
1

P k+1
ti+1

,
1

P k+2
ti+2

, .....,
1

PQ
ti+Q−k

)}. For simplicity, denote it by V k
i .

According to (5), and extending for k to-be-transmitted packets,

P k
ti =

C × k

|Hi|2
, where C is a constant equals to −ln(2Pb) × N0 × Rb(4πd)2

GtGrλ2
MlNf .

Similarly, P k+1
ti+1

=
C × (k + 1)

|Hi+1|2
, and so on for all i and any k. Then,

V k
i =E{max(

1
P k+1

ti+1

, .....,
1

PQ
ti+Q−k

)}=
1
C

×E{max(
|Hi+1|2
k + 1

, .....,
|Hi+Q−k|2

Q
)}

(9)

Since all transmission channels |Hi|2, for all i, are assumed to be Rayleih-fading
channels, any |H|2 is exponentially distributed. Rewritting (9):

V k
i = E{max(

1
P k+1

ti+1

, .....,
1

PQ
ti+Q−k

)} =
1
C

× E{max(Xk+1
i+1 , .....,XQ

i+Q−k)} (10)

Where X’s are set of exponentially random variables. Let FX(x) be the
Cumulative Density Function (CDF) of the variables Xk

i .

FX(x) = 1 − e−λx (11)

Let Fq(vk
i ) be the Cumulative Density Function (CDF) of V k

i . For Independent
and Identically Distributed (iid) X’s, Fq(vk

i ) is simply given by:

Fq(vk
i ) = P [(xk+1

i+1 < v) ∩ (xk+2
i+2 < v)..... ∩ (xQ

i+Q−k < v)] =
Q∏

n=k(i)+1

(1 − e−λnx)

(12)
Where λn = n × λ with λ the rate of the exponential distribution (assumed to
be 1) and k(i) is number of packets kept in the queue at round i.

Then,

V k
i =

∞∫

0

[1 −
Q∏

n=k(i)+1

(1 − e−λnx)]dx =
Q + 1 − k(i)

Q + 1
(13)

Going backward from equations (8) to (6) with the known value of V k
i , (6)

can be rewritten as

Xi
(k) = min{P k

ti ,
1
C

× Q + 1 − k(i)
Q + 1

} (14)
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Clearly from (14), the optimal stopping rule results in a threshold-comparison
problem that compares the instantaneous transmission power with the minimum
expected transmission power if the packet is kept in the queue. Also, it is clear
that the stopping rule takes into consideration how many packets are already
existing in the queue, denoted by k, besides the packet that has to be transmitted
at this round. For instance, Table 1 shows the values of the thresholds for queue
sizes of 3.

Table 1. THRESHOLDS FOR Q=3

Q=3 k(i) = 0 k(i) = 1 k(i) = 2 k(i) = 3

Threshold × C
4
4

= 1
4
3

= 1.33
4
2

= 2
4
1

= 4

Accordingly, for a queue of size Q, thresholds according to kept packets k =

1, 2, ..., Q are given by
1
C

× {Q + 1
Q + 1

,
Q + 1

Q
,
Q + 1
Q − 1

,
Q + 1
Q − 2

,
Q + 1
Q − 3

, ....., Q + 1}

2.2 Queue Releasing

In this subsection we intend to optimize the releasing paradigm of the queue.
That is, how many packets should be released in any round so as to minimize
transmission power. If the number of packets already existing in the queue is
k and one packet comes at this round, the node has the option of releasing all
of the k + 1 packets, or releasing k packets and keeping one, or releasing k − 1
packets and keeping two, and so on till reaching the scenario of releasing no
packets and keeping all of the k + 1 packets. Hence the available scenarios for
transmission at round i can be mathematically written as follows:

(k + 1) × Pti

k × Pti + E{min(Pti,1 , Pti,2 , ....., Pti,Q)}
(k − 1) × Pti + E{min(Pti,2 , Pti,3 , ....., Pti,Q)}
.....
.....
0 × Pti + E{Pti,Q}
Where the second portion in any term of the above represents the expected

transmission power if the packet(s) is/are kept till the queue is full. Actually, the
second portion can be easily obtained from second portion of (14) for any value
of Q and k(i). Accordingly, we formulate an ILP optimization problem to choose
the minimum transmission power scenario of all scenarios discussed above.

Minimize
x

k+1∑

j=0

xj [(k + 1 − j)Pti + E{min(Pti,j , Pti,j+1 , ....., Pti,Q)}]

subject to
k+1∑

j=0

xj = 1,

xj = {0, 1}, for all j.
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Where x represents on-off states that enables only one scenario from the available
ones. ILP is NP-complete problem. Hence, there is no known polynomial
algorithm which can solve the problem optimally. Optimal solution is still eluding
researchers and a huge research effort has been exerted to find optimal solution
for such problems either by heuristic algorithms [13,14] or by relaxation of the
last constraint (xj = {0, 1}, for allj) [15]. We will follow [15], where the authors
proposed a Linear Programming with Sequential Fixing (LPSF) algorithm that
relaxes the last constraint. In this case, the formulation becomes a Linear
Programming (LP) problem that is solvable in polynomial time. The algorithm
is as follows:

i) Relaxing xj = {0, 1}, for allj to take any continuous value between 0 and
1, and the problem is solved as a LP one. The solution to this LP problem is an
upper bound on the optimal solution to our problem.

ii) Among all xj , for allj, the largest one is picked up and denoted, for ease
of identification, by xk. xk is set to 1. As a result, all xh for h �= k is set to 0.

iii) A feasibility check is conducted on the resulting LP problem. An empty
feasible region means that the first fixing in this iteration isn’t correct. So, xk is
reset to 0 in a new LP and other xh for h �= k become variables again.

iv) At this point, either LP problem constructed with xk = 1 or with xk = 0
has a feasible solution.

v) A new iteration starts following the same process above. The process
is repeated until all xj are set to either 0 or 1. We evaluate the performance
of our proposed optimal stopping scheme for power minimization by conducting
extensive simulation study. Simulations are conducted for a network of 100 nodes,
and averaged over 100000 times. We assume channels are constant for one packet
transmission. We assume Channel State Information (CSI) of all channels and
distances from any node to the destination Base Station (BS) are well known
at the BS where the decision is taken. We consider network parameters given in
Table 2, in accordance with [4].

Table 2. SIMULATION PARAMETERS

Parameter Value
GtGr 10 dB

η 0.35
fc 15 MHz
pb 10−3

Ml 10 dB
Nf 10 dB

Fig. 1 shows the amount of saved power through the policy of packet
retention. The amount of saving starts with 55% for Q = 1 and increases
monotonically for larger queue sizes. It is clear that power profile is constant for
traditional transmission method (No queue), however through packet retention
scheme power decreases as queue size increases. That’s because as queue size
increases, there are more chances for the nodes to keep the packets in the queue
expecting better channel conditions in next rounds.
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Fig. 1. Power Saving through OSP.

3 Applying OSP to CRSN Under Interference and Delay
Constraints

3.1 Problem Formulation and Simulations

In the previous section, we discussed the problem of power minimization in any
network through OSP in an interference-free environment. However, inducing the
work of OSP to CRSN will have some effects considering transmission power and
dropped packets rate. We assume underlay CRSN where SU are transmitting on
the same bands licensed for PU as long as strict interference thresholds are well
maintained. We formulate a knapsack optimization that chooses the minimum
transmission power scenario for the CRSN and takes interference induced to PU
into account.Asmentioned earlier, we are dealingwith delay-tolerant applications;
though, we added to this formulation a delay constraint to show its effect. Denoting
Dk

m as the delay which packet m undergoes when k packets are in the queue. Dk
m is

updated within each round i based on how many rounds packet m has been kept in
the queue till releasing. We assume for simplicity one SU interferes with one PU.
The interfering channel from the SU to the PU is denoted by hk

i (The interfering
channel at round i when k packet are already in the queue), and it is assumed
to be Rayleih-fading channel as well as the transmission channel H mentioned
previously. The new problem is formulated as follows:

Minimize
x

k+1∑

j=0

xj [(k + 1 − j)Pti + E{min(Pti,j , Pti,j+1 , ....., Pti,Q)}]

subject to
k+1∑

j=0

xj(k + 1 − j)Pti × |hk
i |2< I

Dk
m ≤ Dmax, for each round i,

k+1∑

j=0

xj = 1,

xj = {0, 1}, for all j.
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Where I is a strict interference threshold that must not be exceeded by the
SU transmission, and Dmax is the maximum delay that could be tolerated for
each packet m. This problem is a knapsack optimization problem. Knapsack
problem is a decision problem that is well known in combinatorial optimization.
The knapsack problem is known, as ILP, to be NP-complete. We will use the
same algorithm discussed in Sect 2 to solve it. We measure the performance of
our scheme in terms of dropped packet rate and power saving. For convenience, a
packet is considered dropped if its resulted interference exceeds the interference
threshold I. Fig. 2 shows dropped packet rate percentage in case of traditional
transmission method as well as transmission through OSP versus various
interference threshold. We chose, without loss of generality, Q = 8. It is obvious
that there is a significant decrease in the dropped packet rate through using OSP
than using traditional method. In traditional transmission method, a packet is
considered dropped if the resulted interference form its transmission exceeds the
interference threshold instantaneously. However through the OSP, it can be kept
in the queue expecting better interfering-channel conditions.
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Fig. 2. Dropped Packet Rate in Traditional Transmission Method versus transmission
through OSP with Q=8.

There is also an interesting point considering the comparison between
traditional transmission method and transmission through OSP. In traditional
transmission method, there are more dropped packets, and hence less power
is consumed. However, in transmission through OSP, there are less dropped
packets and more consumed power. To discriminate one scheme from the other,
we consider the term Average Power per Transmitted Packet (APTP) which
is defined as average consumed power divided by successfully received packets.
APTP is the factor that makes one scheme outperforms the other. As shown
in Fig. 3, in both transmission schemes, APTP increases as I increases because
less packets are dropped and more power is consumed. However, transmission
through OSP outperforms traditional method as it has less consumed power for
any I. Traditional transmission method isn’t affected by the queue size (Constant
curves for the same Q). On the other hand, as Q increases, APTP decreases in
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transmission through OSP. Improvement in APTP swings from 4% (small Q size
(Q=1)) to 23% (large Q size (Q=10)). Improvement for other queue sizes are
in-between.
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Fig. 3. APTP through traditional transmission method and OSP versus Queue Size
and Interference Threshold.

3.2 Effect of Queue Size and Maximum Permissible Delay

As mentioned earlier, our transmission scheme is suitable for delay-tolerant
applications such as mine reconnaissance, undersea explorations, environmental
monitoring, and ocean sampling. In such applications power saving is an
important issue as well as successful packet reception, and end to end delay
isn’t much important and could be afforded [16]. But, for convenience, we study
the effect of both Q and Dmax simultaneously on the consequent average delay.
Fig. 4 shows average consequent delay per packet resulting from transmission
through OSP when either one of the parameters Q or Dmax is fixed, while the
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Fig. 4. Effect of Queue Size and Maximum Permissible Delay Parameters on Average
Consequent Delay.
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other is changing. It is clear that the average consequent delay is dominated by
the fixed parameter of both. For instance, in Fig. 4.a, as Q increases, average
consequent delay increases till Q = 5 which is the value of Dmax, and then
it starts to saturate. The same occurs in Fig. 4.b with fixing Q, and changing
Dmax. This phenomenon happens due to assuming, in our model, that packets
are released according to their arrival in a First In First Out (FIFO) fashion.
Hence, the smaller parameter dominates the effect on average consequent delay.
Consequently, it is better to choose Q = Dmax to avoid the dominance of one
parameter over the other on the average consequent delay.

4 Conclusion

We studied the power minimization problem through OSP fro delay-tolerant
applications. Applying optimal stopping theory to packet retention and deriving
the optimal stopping rule was the core of the work. We deduced that this
transmission scheme outperforms traditional transmission method as far as
power minimization is concerned. Also, it was shown that the improvement
is overly significant; it reaches 55% for small queue sizes and increases
monotonically as queue size increases.

We also extended the work of packet retention through OSP to CRSN
where interference threshold to PU must not be exceeded by SU transmissions.
Moreover, we studied the effect of queue size as well as the maximum permissible
delay for a packet on the average consequent delay. Simulations were conducted
in terms of dropped packet rate, APTP, and consequent delay.
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Abstract. The classical energy detection (CED) system is a well-known
technique for spectrum sensing in cognitive radio. Generalized p-norm
detector for spectrum sensing in additive white Gaussian noise (AWGN)
has been shown to provide improved performance over CED under cer-
tain conditions. Further, improved algorithm exists which works better
than the classical energy detection algorithm. The present paper takes
into account the combined benefit of the p-norm energy detector and the
improved algorithm for spectrum sensing for individual cognitive user in
a cooperative spectrum sensing system to achieve a significant perfor-
mance gain in both AWGN and generalized κ-μ fading channels over the
cooperative/ non-cooperative CED scheme.

Keywords: p-norm energy detector · Energy detection · Cooperative
spectrum sensing · Cognitive radio · κ-μ fading channel

1 Introduction

Cognitive radio (CR) is considered as a promising solution to the radio spectrum
under-utilization. Spectrum sensing is the key technology that enables the sec-
ondary users (SUs) to access the licensed frequency bands without affecting the
quality-of-service (QoS) of the primary users (PUs). Various spectrum sensing
techniques have been suggested [1,2], which include Energy detector, Matched
filtering, Cyclostationary detection etc. Among all these techniques, the classical
energy detector (CED) is the most popular because of its low implementation
cost and less complexity. However, the performance of the energy detector is
limited by high susceptibility of the detection threshold to noise uncertainty
and interference level. An improved energy detector (IED) has been proposed
[3], which outperforms the CED in AWGN channel with almost same algorith-
mic complexity without the need for a-priori information about the PU’s signal
format.

Another interesting improvement strategy for energy detection based on
p-norm detector was first proposed by Chen [4], in which the classical energy
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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detector was modified by replacing the squaring operation of the signal ampli-
tude by arbitrary positive power p. The optimal p value depends on system
parameter settings viz. the probability of false alarm, the average signal-to noise
ratio, and the sample size in order to achieve a higher probability of detection.
The application of p-norm detector for spectrum sensing in fading channel and
diversity reception has been well investigated recently [5]. The performance of
p-norm detector for cooperative spectrum sensing has been carried out in [6],
where an optimized value of p and sensing threshold of each CR is obtained by
minimizing the total probability of error.

In the present work, we endeavor to evaluate the maximum achievable per-
formance gain in a cooperative sensing system where each individual secondary
user utilizes the combined benefit of both the optimized p-norm detector and the
IED algorithm for spectrum sensing in generalized κ-μ fading channel. It is diffi-
cult to obtain analytically the optimized p-value for a given target performance
criterion and therefore a numerical evaluation is adopted.

The organization of the paper is as follows: Section 2 provides the mathemat-
ical details of the classical energy detector, improved energy detector, p-norm
energy detector and the improved p-norm energy detector with the derivation of
the performance parameters. The performance of the improved p-norm detector
in a generalized κ-μ fading channel is presented in section 3. Section 4 deals with
the mathematical details of the cooperative spectrum sensing. Section 5 provides
the detailed theoretical results of the improved p-norm energy detector as well
as the practical design guidelines. Finally the conclusion is drawn in section 6.

2 Spectrum Sensing

The spectrum sensing may be modeled as a binary hypothesis testing problem
as:

H0 : y[n] = w[n]
H1 : y[n] = h[n].s[n] + w[n]

(1)

where y[n] is the signal sample detected by the secondary user, s[n] is the signal
transmitted by the PU, h[n] represents the channel fading coefficient, and w[n]
is a zero-mean additive white Gaussian noise (AWGN) with variance σ2

w.
The hypotheses H0 and H1 correspond to the binary space, representing

the absence and the presence of the PU respectively. In order to analyze the
performance of the sensing scheme, the probability of false alarm, Pfa, and the
probability of detection, Pd need to be evaluated. The parameters are defined as
follows:

Pfa = P (H1|H0)
Pd = P (H1|H1)

(2)

where P (·|·) denotes the conditional probability. The expression for these prob-
abilities are obtained in the next section.
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2.1 Classical Energy Detector (CED)

In CED, if the received signal energy during a sensing event exceeds the prede-
termined threshold, the channel is considered as busy (H1 is true), otherwise,
the channel is idle (H0 is true). The decision variable Ti(yi) at the ith sensing
event can be represented as:

Ti(yi) =
1
N

N∑

n=1

∣
∣
∣
∣
yi(n)
σw

∣
∣
∣
∣

2

(3)

where N is the number of samples per sensing event, yi(n) is the nth received
faded sample at the ith sensing event and σw is the standard deviation of the
additive white Gaussian noise. The decision rule can be adopted as:

H0 : Ti(yi) < λ

H1 : Ti(yi) ≥ λ
(4)

where λ is the decision threshold. For the number of samples N � 1, the decision
variable can be well approximated as a Gaussian distribution [3], i.e.,

Ti(yi) =

{
N (

1, 2
N

)
: H0

N (
(1 + γ), 2

N (1 + γ)2
)

: H1

(5)

where γ = σ2
s

σ2
w

is the signal-to-noise ratio (SNR) of the received signal, σ2
s being

the signal power. For the AWGN channel, PCED
fa and PCED

d can be expressed
as [3]:

PCED
fa = Q

(
λ − 1
√

2/N

)

(6)

PCED
d = Q

(
λ − (1 + γ)

√
(2/N)(1 + γ)2

)

(7)

where, Q(x) =
∫ ∞

x
e−t2dt represents the Gaussian tail probability. From (6), the

expression for λ directly follows:

λ =
√

2/NQ−1
(
PCED

fa

)
+ 1 (8)

2.2 Improved Energy Detector (IED)

The improved energy detector (IED), proposed in [3], is a modified version of
CED, that provides better detection results without much additional complexity.
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In IED, the decision for the presence of the primary user is done based on the
average of last L test statistics T avg

i at the ith interval, which is defined as:

T avg
i (Ti) =

1
L

L∑

l=1

Ti−L+l(yi−L+l) (9)

Out of these last L sensing events, M ∈ [0, L] is the total number of events in
which the primary signal was actually present. In IED algorithm, two additional
checks are imposed to improve the detection probability as well as the probability
of false alarm.

If Ti(yi) < λ, the first additional check for T avg
i (Ti) > λ would improve the

detection probability and the second additional check for Ti−1(yi−1) > λ would
prevent the consequential false alarm degradation. Since T avg

i (Ti) is the average
of independent and identically distributed Gaussian random variables, it is also
normally distributed as:

T avg
i (Ti) ∼ N (μavg, σ

2
avg) (10)

where, μavg and σ2
avg are obtained as [3]:

μavg =
M

L
(1 + γ) +

L − M

L

σ2
avg =

M

L2

(
2
N

(1 + γ)2
)

+
L − M

L2

(
2
N

) (11)

Based on the above assumption, the probability of false alarm, P IED
fa and

the probability of detection, P IED
d can easily be derived as:

P IED
fa = PCED

fa + PCED
fa (1 − PCED

fa )Q
(

λIED − μavg

σavg

)

P IED
d = PCED

d + PCED
d (1 − PCED

d )Q
(

λIED − μavg

σavg

) (12)

where λIED is the detection threshold in case of IED algorithm, that depends
on the probability of false alarm, M , L and γ.

2.3 p-norm Energy Detector

The decision variable for the p-norm detector, T p
i (yi) is obtained by modifying

(3) as:

T p
i (yi) =

1
N

N∑

n=1

∣
∣
∣
∣
yi(n)
σw

∣
∣
∣
∣

p

(13)

It may be noted that p = 2 in (13) leads to the CED case. The decision statistics
may again be well approximated by Gaussian distribution for N � 1 as follows:
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T p
i (yi) =

{
N (

μ0,p, σ
2
0,p

)
: H0

N (
μ1,p, σ

2
1,p

)
: H1

(14)

where μ0,p and μ1,p are the means and σ2
0,p and σ2

1,p are the variances of the deci-
sion variable under the hypotheses H0 and H1 respectively. The above parame-
ters are defined as follows [4]:

μ0,p =
2p/2

√
π

Γ

(
p + 1

2

)

(15)

μ1,p =
2p/2

√
π

Γ

(
p + 1

2

)(√
1 + γ

)p

(16)

σ2
0,p =

2pΓ
(
2p+1

2

)

N
√

π
− 2p

Nπ

{

Γ

(
p + 1

2

)}2

(17)

σ2
1,p =

[
2pΓ

(
2p+1

2

)

N
√

π
− 2p

Nπ

{

Γ

(
p + 1

2

)}2
]

(1 + γ)p (18)

The probability of false alarm, P p
fa and the probability of detection, P p

d can
be calculated as:

P p
fa = Q

(
λp − μ0,p

σ0,p

)

P p
d = Q

(
λp − μ1,p

σ1,p

) (19)

where λp is the detection threshold in case of p-norm detector that depends on
the probability of false alarm, μ0,p and σ0,p.

2.4 Improved p-norm Energy Detector

By replacing the squaring operation of the signal amplitude in IED by an arbi-
trary positive power p, T avg

i (T p
i ) may be well approximated by Gaussian distri-

bution as:
T avg

i (T p
i ) = N (

μavg,p, σ
2
avg,p

)
(20)

where μavg,p and σ2
avg,p being the mean and the variance of the decision variable

T avg
i (T p

i ) defined as follows [3]:

μavg,p =
M

L
μ1,p +

L − M

L
μ0,p

σ2
avg,p =

M

L2
σ2
1,p +

L − M

L2
σ2
0,p

(21)
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Modifying (12) to the present case, one obtains the probability of false alarm,
P IED,p

fa and the probability of detection, P IED,p
d in the following form:

P IED,p
fa = P p

fa + P p
fa

(
1 − P p

fa

)
Q

(
λIED,p − μavg,p

σavg,p

)

P IED,p
d = P p

d + P p
d (1 − P p

d ) Q

(
λIED,p − μavg,p

σavg,p

) (22)

where λIED,p is the detection threshold for improved p-norm energy detector,
which depends on the probability of false alarm

3 Spectrum Sensing over Generalized κ-μ Fading
Channel

In case of fading channels, where the channel coefficient h[n] varies, the prob-
ability of detection P IED,p

d in (22) gives a conditional probability for a given
instantaneous signal-to-noise ratio, γ. To find the detection probability, this
conditional probability should be averaged over the probability density function
(pdf) of SNR i.e., f(γ) [7]:

P IED,p
df

=
∫ ∞

0

P IED,p
d (γ)f(γ)dγ (23)

Here, P IED,p
df

represents the detection probability over the fading channel using
the improved p-norm energy detection scheme. The integral in (23) is com-
puted using MATLAB. In the following, the κ-μ generalized fading model [8], is
described for computational purpose while evaluating (23).

For the κ-μ fading channel, the pdf of SNR is given as [8]:

fκ−μ(γ) =
μ(1 + κ)

µ+1
2

κ
µ−1
2 exp[κμ]

√
γγ̄

(
γ

γ̄

)µ
2

×

exp
[

−μ(1 + κ)
γ

γ̄

]

Iμ−1

[

2μ

√
κ(1 + κ)

γ

γ̄

]

(24)

where, Iv(.) is the modified Bessel function of the first kind of order v. In this
distribution, κ(> 0) represents the ratio between the total power in the dominant
component and the total power in the scatter waves; μ(> 0) is related to the
multipath clustering and γ is the average SNR. Table 1 provides the values of
κ and μ, for which the κ-μ distribution converges to some well-known wireless
channel distributions.

In Table 1, m is the Nakagami shape parameter and K is the Rician-K
parameter.
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Table 1. Values of κ and μ for different known distributions

Type of distribution κ μ

Nakagami-m → 0 m

Rayleigh → 0 1

Rician K 1

One sided Gaussian → 0 0.5

4 Cooperative Spectrum Sensing

In cooperative spectrum sensing there are multiple secondary users (SU), each
SU sends its autonomous decision to a fusion center (FC) and the final decision
about the presence of primary user (PU) is done at FC. In this work we have
assumed that all the SUs behave identically (regarding SNR and threshold).
Furthermore, we focus on the use of hard-decision based fusion rules e.g. OR,
MAJORITY, and AND rules in the analysis. Since the binary decisions (H0 or
H1) of all SUs are independent, the probability of detection in a cooperative
scenario can be represented by [1]:

P coop
d =

U∑

j=n

(
U

j

)
(
P x

d,i

)j (
1 − P x

d,i

)U−j (25)

where P x
d,i is the probability of detection for ith individual node and U is the

total number of SUs. In case of AWGN channel, P x
d,i = P IED,p

d,i and for fading
channel P x

d,i = P IED,p
df ,i . Considering the optimal fusion rule i.e., OR [1], the

probability of detection in a co-operative scenario can be evaluated by putting
n = 1. The expression for P IED

d under OR fusion rule, therefore follows in a
straightforward manner as:

P x
d,i,OR = 1 − (

1 − P x
d,i

)U (26)

The performance results of both, conventional and co-operative spectrum
sensing in AWGN and fading channels are presented in the following section.

5 Results and Discussion

In this section, the results for the combined benefit of the improved algorithm as
well as the p-norm detector are highlighted for cooperative spectrum sensing in
κ-μ fading channel. For a given target false alarm probability, the threshold, λ is
chosen for individual sensor node and for a given SNR, γ the optimal value of p
is determined which yields the highest value of the probability of detection. The
hard decision from the individual sensor node is sent to the FC, which combines
the individual decisions using the OR rule.



232 M. Jain et al.

To provide practical design guidelines for a spectrum sensing system with
improved p-norm energy detector, Fig. 1 provides the surface plots for the prob-
ability of detection with the variation of p and the probability of false alarm for
AWGN and κ-μ fading channel scenarios respectively for cooperative spectrum
sensing, each for N = 100 and γ = - 5 dB. It is quite evident that p has a
definitive role in order to achieve a higher detection probability in both AWGN
and fading channel.
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Fig. 1. Surface plot for the probability of detection as a function of p and probability
of false alarm for IED over AWGN and κ-μ (κ → 0, μ = 1) fading for cooperative
spectrum sensing with N = 100, γ = -5 dB, U = 4.

In Fig. 2, a comparison of the receiver operating characteristics (ROCs) for
CED and improved p-norm algorithm i.e., IED with optimal p value has been
depicted for cooperative as well as non-cooperative spectrum sensing in the κ-μ
channel (κ → 0, μ = 1). The optimal p-value is determined from the surface
plot in Fig. 1, such that for a given Pfa,target and γ, the probability of detection
becomes maximum. It is clearly evident that the IED with optimal p, outper-
forms the CED, in fading scenarios for both cooperative and non-cooperative
spectrum sensing. As the probability of false alarm increases, the difference in
the performance gain of IED with optimal p decreases for cooperative spectrum
sensing, but the algorithm still retains its superiority in performance over CED.

In Fig. 3, the variation of the probability of detection against SNR at a fixed
target false alarm probability of 10−3 has been shown for cooperative scenario
as well as single user case. The optimal value of p has been determined in the
same manner as in Fig. 2.
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Fig. 2. ROCs for classical and improved p-norm energy detector over AWGN and κ-μ
(κ → 0, μ = 1) fading channels in single user and cooperative scenarios with N = 100
, γ = -5 dB and U = 4.
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Fig. 3. Probability of detection as a variation of SNR for improved p-norm energy
detector over κ-μ (κ → 0, μ = 1) fading in single user and cooperative scenario with
N = 100, Pfa,target = 10−3 and U = 4.

6 Conclusion

We have analyzed the sensing performance of an improved energy detector with
the optimal p-norm value in a generalized κ-μ fading channel for cooperative
spectrum sensing. The performance gain depends upon the various system design
parameters e.g., SNR, the probability of false alarm and the number of samples
per sensing event N . The IED algorithm outperforms CED in both AWGN
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and fading channels. With p-norm detector, an optimal p value (�= 2) exists,
that maximizes the detection probability over a significant range of SNRs with
lower values of probability of false alarm. The study reveals that the combined
benefit of both IED and p-norm detector results in significant performance gain
in κ-μ fading channels for cooperative spectrum sensing.
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Abstract. In this paper we propose and investigate a novel technique
to enhance the performance of parametric classifiers for cognitive radio
spectrum sensing application under slowly fading Rayleigh channel con-
ditions. While trained conventional parametric classifiers such as the one
based on K-means are capable of generating excellent decision boundary
for data classification, their performance could degrade severely when
deployed under time varying channel conditions due to mobility of sec-
ondary users in the presence of scatterers. To address this problem we
consider the use of Kalman filter based channel estimation technique for
tracking the temporally correlated slow fading channel and aiding the
classifiers to update the decision boundary in real time. The performance
of the enhanced classifiers is quantified in terms of average probabilities
of detection and false alarm. Under this operating condition and with
the use of a few collaborating secondary devices, the proposed scheme
is found to exhibit significant performance improvement with minimal
cooperation overhead.

Keywords: Cognitive radio · spectrum sensing · Kalman filter ·
machine learning · fading channels

1 Introduction

Cognitive radio (CR) is an enabling technology for dynamic spectrum access
that will form an integral part of future wireless devices [1]. A core require-
ment for the successful implementation of CR system is spectrum sensing.
It enables CR devices to detect the presence or absence of primary user’s (PU)
signal in the licensed frequency bands so that secondary users (unlicensed users)
can opportunistically utilize these frequency bands in a manner that no disrup-
tive interference is caused to the PU’s transmissions [1], [2]. Over the last one
decade, several techniques have been proposed for performing spectrum sensing
in CR systems, the most widely used of which are the energy detection, matched
filtering and cyclostationary detector schemes [3].

In the energy detection method, during sensing interval the secondary user
(SU) computes the accumulated energy of the signal received at its terminal
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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within the band of interest and compares the result to the measurement obtained
for the ambient noise. Although the technique has great potential for ubiquitous
applications due to its relative simplicity and capability for blind signal detec-
tion, its performance often degrade when there is uncertainty about the actual
ambient noise power [2], [3]. Matched filtering technique is implemented by cor-
relating the received signal and known PU signal and the outcome is used as
a basis for deciding whether the PU signal is present or not [4]. The scheme
is capable of yielding excellent detection performance when the waveform of
the PU signal is known apriori and there is perfect knowledge of the PU-SU
channel. Evidently, this technique can not be successfully used in an alien radio
frequency environment where a priori knowledge of the PU signal is lacking.
Another constraint on the use of the method is that the PU and SU must be
perfectly synchronized during sensing time which would be difficult to achieve
especially when the signal-to-noise ratio (SNR) of the PU-SU channel is low.
Cyclostationary detectors are built to take advantage of known, unique features
that are usually present in transmitted PU signals (e.g. cyclic prefix, spreading
codes, modulated carriers, etc.) which are repetitive in nature by using them
as signatures for detecting the PU signal’s presence or absence. Although the
technique offers robust performance in the presence of noise uncertainty and low
SNR, its use is limited to applications where the signal characteristics of the
PU is known apriori which makes it impractical for use in scenarios involving
frequency re-use. It also requires long sensing time and is characterized by high
computational complexity [2].

In fairly recent times, machine learning (ML) techniques have gained atten-
tion for solving the spectrum sensing problem and the performance evaluation
of this approach is found to be better than most of the traditional sensing
methods. For example in [5], semi-supervised parametric classifiers based on the
K-means clustering and expectation-maximization (EM) algorithms are pro-
posed. The supervised support vector machine (SVM) binary classifier and K-
nearest neighbour (kNN) techniques are also proposed in [4] and [5] while the
unsupervised variational Bayesian (VB) learning based method is presented in
[6]. The general idea behind all these ML schemes is to train the SUs by using
features that are derived from the traffic pattern in the licensed band of interest
so that if the SUs are operated in an environment similar to the one captured by
the training features, the SUs can use the knowledge of the traffic pattern that
has been acquired to distinguish between when the channel is being occupied by
the PU and otherwise [7]. It should be noted, however, that in practical scenarios
for the deployment of CRs, the SU or PU may be physically mobile and as such
the channel conditions characterizing the training and operating environments
may differ, thereby the CR might fail to reliably and efficiently detect the true
status of the PU’s activities under monitoring.

To the best of our knowledge, the deployment of parametric classifiers by
mobile SUs for spectrum sensing purpose under time varying channel conditions
has not been considered in the literature. In this paper, we investigate the per-
formance of SUs that depend on these classifiers for spectrum sensing under
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flat fading channels and propose a novel Kalman filter channel estimation based
technique for enhancing their performance under these practical operating con-
ditions.

The rest of the paper is as organized as follows. The problem statement is pre-
sented in section 2. In section 3, we describe the system model, assumptions and
proposed algorithms. The simulation results obtained are discussed in section 4
followed by conclusion in section 5.

2 Problem Statement

A spectrum sensing network consisting of a fixed PU transmitter (PU-TX), a
collaborating sensor node (CSN) co-locating with the PU, N PU receivers (PU-
RX), a secondary base station (SBS) which plays the role of a data clustering
center as well as the SUs’ coordinator and M SUs as illustrated in Fig. 1 is con-
sidered. It is assumed that the PU’s activity is such that it switches alternately
between active and inactive states allowing the SUs to be able to opportunis-
tically use its dedicated frequency band and operate within the PU’s coverage
area. During the training phase, all SUs sense the energy of the PU-SU channel
at their respective locations during both states and report it to the SBS where
clustering is performed and appropriate decision boundary is generated. It is
assumed that the training data from individual SU is independent but identi-
cally distributed.

Let us suppose that based on the decision boundary that is generated from
the training data, the PU has been declared to be inactive while all the SUs
are stationary. Consider also that SU-c3 that is initially at point ‘A’ is using the
PU’s band while having to transit to point ‘B’ as shown. We assume that the
channel condition characterizing the SU’s trajectory is flat fading (e.g. traveling
through a heavily built-up urban environment). This description equally applies
where multiple mobile SUs share the PU’s band and are able to cooperate. Since
the training process of a learning technique normally takes a long time, under
this scenario it is impractical for the mobile SU(s) to undergo re-training while
in motion owing to the dynamic nature of the channel gain and if sensing infor-
mation is exchanged among SUs, it could be received incorrectly due to the
channel fading and noise resulting in performance loss [8],[9]. In addition, signif-
icant amount of energy and other resources are required to communicate sensing
results periodically to other users and in a bid to conserve resources, SUs may
prefer not to share their results [10]. To be able to detect the status of the PU
activities correctly and efficiently, the onus is therefore on the individual mobile
SU as it travels to cater to making well informed decision by dynamically adjust-
ing its decision boundary at the SBS in a manner that the changes in channel
conditions are taken into consideration, doing so with minimal cooperation over-
head.

To address this challenge, in this paper we propose a framework whereby each
SU incorporates a channel tracking sub-system that is based on the Kalman fil-
tering algorithm which enables the SU to obtain an online, unbiased estimate
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of the true channel gain as it travels. The estimated channel gain can then be
used to generate energy features for updating its decision boundary in real time.
To investigate the capability of the proposed scheme, without loss of generality,
we adopt the energy vectors based K-means clustering platform earlier proposed
in [5] due to its simplicity.

PU-TX
SBS

PU-RX4

PU-RX3

PU-RX1

PU-RXN

SU-c3

SU-c3

SU-c1

SU-cM

PU-RX2        B

A SU-c2

                               
                               SECONDARY 

                          NETWORK

                  
                      PRIMARY

                    NETWORK

CSN

PU-RX5

Fig. 1. A spectrum sensing system of a primary user and mobile secondary users net-
works.

3 System Model, Assumptions and Algorithms

Consider that the PU transmitter is located at a coordinate xpu as shown in
Fig. 1 and the mobile SU of interest SU-c3, is located initially at xm

su. During the
training period, all SUs carry out sensing of the PU’s channel at their respec-
tive locations and collectively report the estimated energy to the SBS where
K-means clustering is performed and the cluster centroids are computed. The
jointly reported sensing data can be used to obtain a high-dimensional decision
plane at the SBS and can enable immobile SUs to be able to take advantage
of space diversity and contain hidden node problem. Prior to SU-c3 being in
motion, let φ(xm

su, n) represent the channel gain between the PU-TX and SU-c3
at a time instant n. Given that the PU signals are statistically independent,
an estimate of the discrete-time signal received at the SU-c3 terminal can be
written as

xm(n) =
{

s(n)φ(xm
su, n) + ηm(n), H1 : PU present

ηm(n), H0 : PU absent
(1)

where the channel coefficient φ(xm
su, n) is assumed to be zero-mean, unit-variance

complex Gaussian random variable whose magnitude squared is the power atten-
uation P att

xpu→xm
su

, between PU-TX and SU-c3 which can be described by

P att
xpu→xm

su
= |φ(xm

su, n)|2
= Lp(‖xpu − xm

su‖2) · δxpu→xm
su

· γxpu→xm
su

, (2)
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where ‖ · ‖2 implies Euclidean norm, Lp(ρ) = ρ−d is the path loss component
over distance ρ, d is the path loss exponent, δxpu→xm

su
is the shadow fading

component and γxpu→xm
su

represents the small scale fading factors. The remaining
parameters in (1) are s(n) which is the instantaneous PU signal assumed to be
circularly symmetric complex Gaussian with mean zero and variance E|s(n)|2 =
σ2

s and ηm(n), which is assumed to be an independent and identically distributed
complex zero-mean Gaussian noise with variance E|ηm(n)|2 = σ2

η. Throughout
this consideration, the shadow fading effect is assumed to be quasi-static and the
channel gain, φ(xm

su, n) is assumed to be time-invariant while SU-c3 is stationary
at point ‘A’ during training and becomes a fading process as it transits from point
‘A’ at coordinate xm

su to point ‘B’ at coordinate xj
su. We further assume that in

order to reduce cooperation overhead, although the traveling SU is to be aided
by the SBS and other collaborating device within the network, it is primarily
responsible for the continuous monitoring of the PU’s activities while using the
PU’s band and would vacate the band immediately when the PU becomes active.

3.1 Energy Vectors Realization for Secondary Users Training

During the training interval, given that the PU operates at a carrier frequency
fc and bandwidth ω, if the transmitted PU signal is sampled at the rate of fs

by each SU, the energy samples sent to the SBS for training purpose can be
estimated as [11]

ψi =
1
N s

Ns∑

n=1

|xm(n)|2 (3)

where n = 1, 2, ..., Ns and Ns = τfs is the number of samples of the received
PU signal used for computing the training energy sample at the SU while τ
is the duration of sensing time for each energy sample realization. When the
PU is idle, the probability density function (PDF) of ψi follows Chi-square
distribution with 2Ns degrees of freedom and when Ns is large enough (say,
Ns � 250) [12], this PDF can be approximated as Gaussian through the cen-
tral limit theorem with mean, μ0 = σ2

η and variance, σ2
0 = 1

Ns
[E|η(n)|4 − σ4

η].
However, for an additive white Gaussian noise, E|η(n)|4 = 2σ4

n so that we have
σ2
0 = 1

Ns
σ4

η. Similarly, when the PU is active, the distribution of ψi can be
approximated as Gaussian with mean, μ1 = |φ(xm

su, n)|2σ2
s + σ2

η and variance,
σ2
1 = 1

Ns
[|φ(xm

su, n)|4E|s(n)|4 + E|η(n)|4 − (|φ(xm
su, n)|2σ2

s − σ2
η)2].

Let Ψ = {ψ1, ..., ψL} be the set of training energy vectors obtained at the
SBS during the training period where ψl ∈ Rq, and q is the dimension of each
training energy vector which corresponds to the number of collaborating SUs
and antenna per SU. If Ψ ∈ {H0,H1} is fed into the parametric classifier, the
output of the classifier is the cluster centroids (means) that can be used to gen-
erate the decision boundary which optimally separates the two clusters, H0, H1.
This decision boundary can then be used for the classification of new data points
when the classifier is deployed in an environment similar to where it has been
trained given any desired false alarm probability. A simple K-means clustering
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algorithm for computing the cluster centroids at the SBS is shown in Algorithm
1. However, in the realistic deployment scenario under consideration involving a
mobile SU which travels through a fading channel environment where frequent
re-training is impractical, relying on the hitherto, optimal decision threshold
obtained at the initial point of training would result in detection error. There-
fore, in order to achieve high probability of detection and low false alarm, the
cluster centroids computed at the SBS have to be continuously updated and the
decision boundary adjusted correspondingly.

Algorithm 1. K-means Clustering Algorithm for
CR Spectrum Sensing
1. ∀ m = 1, ...,M , initialize cluster centroids

C1, ..., CK , ∀ k = 1, ...,K given Ψ, K.
2. do repeat
3. for k ← 1 to K
4. do Dk ← { }
5. for l ← 1 to L
6. do i ← argmini‖Ci − ψl‖2
7. Dk ← Dk ∪ {ψl}
8. do Ck ← |Dk|−1

∑
ψl∈Dk

ψl,∀ k

9. until convergence
10. CH0 ← min{|C1|, ..., |CK |}

3.2 Tracking Decision Boundary Using Kalman Filter Based
Channel Estimation

In order to be able to track the changes in the cluster centroids under slow fading
channel condition due to the mobility of the SU, we introduce the Kalman fil-
tering technique to enable the mobile SU to obtain an online, unbiased estimate
of the temporally correlated fading channel gain. Since the PU is assumed to be
alternating between the active and inactive states, a collaborating sensor node
(CSN) that is co-locating with the PU is activated during the SU’s travel period.
The sensor node’s duty is to broadcast a signal known to the SUs (e.g. pilot sig-
nal) periodically during the PU’s idle interval for the benefit of the mobile SUs
to enable centroid update and avoid causing harmful interference to the PU’s
service. The role of the CSN in the proximity of the PU is similar to that of
the helper node used for authenticating the PU’s signal in [13] and the rationale
behind incorporating a sensor node co-locating with the PU is to ensure that the
channel between the PU and the mobile SU is captured by the CSN-to-mobile
SU channel. It should be noted that our model is equally applicable in the case
where there are multiple and/or mobile PUs and can accommodate any other
collaborating sensor node selection method. The mobile SU on the other hand
makes a prediction of the dynamic channel gain based on its speed of travel and
combines this prediction with the noisy observation from the collaborating node



Kalman Filter Enhanced Parametric Classifiers 241

via the Kalman filtering algorithm to obtain an unbiased estimate of the true
channel gain.

Let the discrete-time observation at the mobile SU terminal due to the trans-
mitted signal by the CSN be described by

z(t) = s(t)φ(t) + �(t) (4)

where s(t) is a known pilot signal, �(t) is a zero mean complex additive white
Gaussian noise at the receiver with variance, σ2

� and φ(t) is a zero mean circularly
complex Gaussian channel gain with variance σ2

φ, t is the symbol time index. If we
let Ts be the symbol period of the pilot signal, the normalized Doppler frequency
of the fading channel is fdTs where fd is the maximum Doppler frequency in
Hertz defined by fd = v

λ , v is the speed of the mobile and λ is the wavelength
of the received signal. The magnitude of the instantaneous channel gain, |φ| is a
random variable whose PDF is described by

pφ(φ) =
2φ

ν
exp(

−φ2

ν
), φ ≥ 0 (5)

where φ is the fading amplitude and ν = φ2 is its mean square value. Further-
more, the phase of φ(t) is assumed to be uniformly distributed between 0 and 2π.
It should be noted, though, that by virtue of the location of CSN in the network,
it is assumed that φ(t) also captures the channel gain between the PU-TX and
SU-c3 during every observation interval. For the flat fading Rayleigh channel,
the following Jake’s Doppler spectrum is often assumed

Sφ(f) =

{
1

πfd

√
1−(f/fd)2

, |f | ≤ fd

0, |f | > fd

(6)

where f is the frequency shift relative to the carrier frequency. The correspond-
ing autocorrelation coefficient of the observation signal, z(t) under this channel
condition is given by [14]

Rφ(ε) = E[φ(κ) · φ∗(κ − ε)]

= σ2
φJ0(2πfdε) (7)

for lag ε where J0(·) is the zeroth order Bessel function of the first kind. It should be
noted that in the actual deployment for cognitive radio, the idle time of the PU is
long enough so that it is possible to periodically obtain the noisy observation (mea-
surement) of the channel gain, z(t) during the PU’s idle time [15]. The mobile SU
can apply the Kalman filter algorithm described in section 3.3 to obtain an unbi-
ased estimate φ̃ of the true fading channel gain φ which can then be used to update
the cluster centroids at the SBS and also for tracking the temporally dynamic opti-
mal decision boundary. Since our target is to use the Kalman filtering to realize the
best estimate φ̃ of φ, a prediction of the dynamic evolution of the channel gain is
required in addition to the noisy observation z(t). For simplicity, we propose to
use a first order autoregressive model (AR − 1) which has been shown to be suffi-
cient to capture most of the channel tap dynamics in Kalman filter based channel
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tracking related problems [14]. It should be noted too that the AR − 1 model is
widely acceptable as an approximation to the Rayleigh fading channel with Jake’s
Doppler spectrum [16], [17]. The AR − 1 model for approximating the magnitude
of time varying complex channel gain can be expressed as

φAR−1
t = α · φAR−1

t−1 + ζ(t) (8)

where t is the symbol index, 0 < α < 1 and ζ(t) is complex additive white
Gaussian noise with variance σ2

ζ = (1 − α2)σ2
φ. When α = 1, the AR − 1 model

for the dynamic evolution of φ in (8) becomes a random walk model [14]. One
way of obtaining the coefficient of the AR − 1 model, α expressed as

α =
RAR−1

φ [1]

RAR−1
φ [0]

(9)

is by using correlation matching criterion whereby the autocorrelation function
of the temporally correlated fading channel is matched with the autocorrelation
function of the approximating AR model for lags 0 and 1 such that RAR−1

φ [0] =
Rφ[0] and RAR−1

φ [1] = Rφ[1]. However, if the evolution of the dynamic channel
gain is modeled by a higher order AR process, the required coefficients can be
obtained by solving the Yule-Walker set of equations [17].

Remarks: The optimal estimate of the channel gain that is obtained via
the Kalman filter is sufficient to enable the mobile SU avoid frequent and total
dependence on the CSN or other SUs for information regarding the status of
PU-TX and the associated overhead.

3.3 Kalman Filtering Channel Estimation Process

At this point having obtained α, we combine the observation equation (4) and
state evolution equation (8) to form a Kalman filter set of equations as [18]

φ̂t|t−1 = αφ̂t−1|t−1 (10)

Mt|t−1 = α2Mt−1|t−1 + σ2
ζ (11)

Kt =
Mt|t−1

Mt|t−1 + σ2
�

(12)

φ̂t|t = φ̂t|t−1 + Kt(z(t) − αφ̂t|t−1) (13)

Mt|t = (1 − Kt)Mt|t−1 (14)

where Kt is the Kalman gain , Mt|t is the variance of the prediction error and
φ̂t|t is the desired optimal estimate of φt. It is pertinent to mention here that
in the rare event that the PU is active for an unexpectedly prolonged period of
time so that it becomes impossible to obtain an observation, the situation can
be treated as missing observation. Suppose this occurs at a time t, the Kalman
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filtering prediction step described by (10) and (11) remains the same while the
correction step in (13) and (14) will become

φ̂t|t = φ̂t|t−1 (15)

Mt|t = Mt|t−1 (16)

and if the period of missing observation is extremely prolonged, the significance
on the detection of PU status is that the mobile SU loses its ability to track the
fading channel for that period so that the only effect taken into consideration
is the path loss. Consequently, it could be seen that even under this situation
the proposed scheme does not perform worse than the alternative where the
channel tracking is not considered (path loss only model). A simple algorithm
for implementing the proposed enhanced classifier is presented in Algorithm 2.

Algorithm 2. Kalman Filter Enhanced Parametric
Classifier based Spectrum Sensing Algorithm
1. Generate cluster centroids, Ck ∀ k = 1, ...,K at the

SBS using Algorithm 1.
2. Initialize parameters α, Mt−1|t−1 and σ2

ζ at the SUs.
3. if SU begins motion, t ← 1
4. repeat
5. SU obtains z(t) in (4) during PU’s idle interval and

computes φ̂t|t and Mt|t using (10) - (14).
6. Compute new energy samples at SU using φ̂t|t in

step 5 and update cluster centroids at the SBS.
7. Use updated centroids from step 6 to decide the PU

status, H0 or H1.
8. t ← t + 1
9. until SU ends motion
10. end if

4 Simulation Results and Discussion

For simulation purpose, the average power of the fading process is normalized to
unity and the mobile SU under consideration (SU-c3) is assumed to be equipped
with an omnidirectional antenna while traveling at a constant velocity of 6
km/hr. We considered a single PU which operates alternately in the active and
inactive modes, so that the number of clusters, K is 2. The symbol frequency of
the PU is 10 ksymbol/s transmitted at the central carrier frequency of 1.8 GHz.
As the SU travels, to model the effects of the scatterers, we assume that a total
of 128 equal strength rays at uniformly distributed angles of arrival impinge on
the receiving antenna, so we have a normalized Doppler frequency of 1e-3. Dur-
ing training the path loss exponent, d is assumed equals to 3 while the shadow
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Fig. 2. Time varying channel gain (CG) tracked at [a] SNR = 5 dB and [b] SNR =
20 dB.
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Fig. 3. Mean square error performance of the AR-1 based Kalman filter at normalized
Doppler frequency = 1e-3, tracking duration, Ts = 100, 500 and 1000 symbols.

fading component δxpu→xm
su

and the small scale fading factor, γxpu→xm
su

are both
assumed equal to 1, the PU signal is BPSK and transmit power is 1 Watt. The
training energy samples at the SUs are computed using Ns = 1000. When SU
is in motion, the waveform of the temporally correlated Rayleigh fading process
to be tracked is generated using the modified Jake’s model described in [19].
To test the enhanced classifier, we assume the mobile SU-c3’s trajectory is at
an approximately constant average distance to PU-TX throughout the duration
of travel and energy samples for updating the centroids are computed using
Ns = 1000.
In Fig. 2, we show the ability of the Kalman filter in tracking the true channel

gain when the pilot signals are received from the CSN at SNR of 5 dB and 20
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Fig. 4. Average probabilities of detection and false alarm vs SNR, tracking SNR = 5
dB, number of samples, Ns = 1000 and 2000, tracking duration = 1000 symbols.

−10 −5 0 5 10 15 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

PU operating SNR (dB)

A
ve

ra
ge

 p
ro

ba
bi

lit
ie

s 
of

 d
et

ec
tio

n 
an

d 
fa

ls
e 

al
ar

m

 

 

Pd, perfect CG knowledge
Pfa, perfect CG knowledge
Pd, Kalman filter tracked CG
Pfa, Kalman filter tracked CG
Pd, path loss only
Pfa, path loss only

Fig. 5. Average probabilities of detection and false alarm vs SNR, tracking SNR = 5
dB, number of samples, Ns = 2000, tracking duration = 1000 symbols.

dB respectively over an observation window of 1000 symbol duration. It could
be seen that as the pilot’s SNR is increased, the performance of the tracker also
improves. The mean square error performance of the AR-1 based Kalman filter
is shown in Fig. 3 at normalized Doppler frequency of 1e-3 where at the same
SNR the tracking error reduces for different duration of tracked pilot symbols
(tracking duration). This shows that the longer the tracking duration the bet-
ter the overall performance of the tracker. It is also seen that the average error
reduces from 5e-2 to 16e-5 with increase in tracking SNR from 0 dB to 40 dB
when the tracking duration, Ts = 1000. The effect of the number of PU’s signal
samples, Ns used for computing the energy features for training, tracking and
testing on the average probabilities of detection (PdAv) and false alarm (PfaAv)
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is shown in Fig. 4. Here, a considerable improvement in PdAv is observed as Ns

is increased from 1000 to 2000.
In Fig. 5, we show the performance of the enhanced classifier in terms of PdAv

and PfaAv and compared this with the path loss only model. Here, the pilot
symbols from the CSN are assumed to be received at the SNR of 5 dB each time
the decision boundary is updated. When the PU’s signal is received at SNR of
20 dB, it could be seen that the enhanced classifier attains PdAv of unity at zero
PfaAv while at PU’s operating SNR of 0 dB, PdAv of about 0.91 is achieved
at PfaAv equals 0.07 in spite of the degradation in sensing path. This is in con-
trast to what obtains from the path loss only model where at the SNR of 20
dB, PdAv is only about 0.83 at a non-zero PfaAv. In summary, a performance
improvement of about 20 percent is observable in the enhanced scheme with only
very slight increase in overall system’s complexity.

5 Conclusion

In this paper, we investigated the use of parametric classifiers in cognitive radio
network for spectrum sensing purpose under slowly varying flat fading conditions
involving mobile secondary users and proposed a novel Kalman filter based chan-
nel estimation technique to enhance their performance. Simulation results show
that by utilizing few collaborating secondary devices, the average correct detec-
tion probability of about 90% can be achieved at 0 dB given 2000 samples of
the PU signal, while keeping the average false alarm probability below 10%.
In the future, we intend to extend this work to the detection of spatial spectrum
hole while considering other realistic cognitive radio deployment scenarios.
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Abstract. We present a novel Goodness-of-Fit Test driven by differen-
tial entropy for spectrum sensing in cognitive radios. When the noise-
only observations are Gaussian, it exploits the fact that the differential
entropy of the Gaussian attains its maximum. We obtain in closed form
the distribution of the test statistic under the null hypothesis and the
detection threshold that satisfies a constraint on the probability of false-
alarm using the Neyman-Pearson approach. Later, we discuss the use
of this technique to the case of the noise process modeled as a mix-
ture Gaussians. Through Monte Carlo simulations, we demonstrate that
our detection strategy outperforms the existing technique in the litera-
ture which employs an order statistics based detector for a large class
of practically relevant fading channel models and primary signal models,
especially in the low Signal-to-Noise Ratio regime.

Keywords: Spectrum sensing · Goodness-of-fit · Differential entropy ·
MaxEnt principle · non-Gaussian noise

1 Introduction

Goodness-of-Fit Tests (GoFT) for Spectrum Sensing (SS) has received consider-
able attention in the recent past [1–4]. This approach may be gainfully employed
in Cognitive Radio (CR) when the knowledge of the primary signal and the fad-
ing models is meagre. In its general form, the GoFT for SS compares a decision
statistic to a threshold and rejects the null-hypothesis when the statistic exceeds
the threshold. The detection threshold is chosen satisfying a constraint on the
probability of false-alarm.

The authors in [1] present a GoFT based on the Anderson-Darling statistic
(which we term here as the Anderson-Darling statistic based Detector (ADD)).
This is shown to outperform the well-known radiometer or Energy Detector (ED)
under low SNR regime with Rayleigh fading and constant primary signal. Later,
it is shown that a combination of the Student’s-t Test and the ADD, called the
Blind Detector (BD) [2] is robust to noise variance uncertainty. The major dis-
advantages of these works are as follows:
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1. The underlying Anderson-Darling statistic is known to perform well only
against another Gaussian with a shift in mean.

2. ADD does not perform well in many other relevant SS contexts, as for exam-
ple, when the primary signal follows other signal models [5];

3. ADD is useful only where the observations under H0 are i.i.d. and
4. ADD is effective only with small number of observations.

Thus the utility of ADD and BD in SS is diminished.
In [3], the authors propose an Order Statistic based Detector (OSD) and

show that it improves upon ADD under conditions discussed in the foregoing.
Here, the performance of OSD detector is studied only for a constant primary
model. Further, the threshold is set empirically. A Higher-Order statistics based
Detector (HOD) proposed in [6] is shown to provide good performance under
low SNR. Recently, a zero-crossings based GoFT in [4] demonstrates its robust-
ness to uncertainties of the noise model and the parameters; its computational
complexity equals that of the GoFT based on ED.

In this work, we propose a novel GoFT based estimate of the differential
entropy in the received observations. We bring out the many advantages of this
technique such as relative ease in computing the detection threshold, relaxation
of the restriction of a constant primary signal and enhanced performance relative
to OSD in several practically relevant scenarios. Additionally, the performance
of the detector is studied for a bimodal, two parameter and mixed Gaussian
noise model, one of practical relevance. In fact, this model is used, inter alia, to
model a combination of Gaussian and Middleton’s class A noise components [4]
and co-channel interference (CCI) [7]. Further, a closed-form expression for the
near-optimal detection threshold is derived.

The system model is described in § 2. The differential entropy estimate based
detection is introduced and analyzed in § 3. In particular, the cases where (i) the
noise process is purely Gaussian and (ii) follows a bimodal Gaussian are studied
in § 3.1 and § 3.2 respectively. Simulation results are presented and discussed in
§ 4. Concluding remarks comprise § 5.

2 System Model

Consider a Cognitive Radio (CR) node collecting M observations from a primary
transmitter operating in a particular frequency band. Based thereon, it decides
whether the spectrum is occupied or vacant. The GoFT based SS problem is
essentially a detection problem which rejects the hypothesis

Yi ∼ fN, i ∈ M � {1, · · · ,M},

with the probability of false-alarm given by

pf � P{reject H0|H0} ≤ αf ,

where αf ∈ (0, 1) is a fixed constant. In general, the noise distribution fN

in the SS setup can be modeled by various distributions [4]. In this paper,
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we consider the following noise models. First, for the sake of simplicity and to
study the baseline, we choose fN ∼ N (0, σ2

n), where N (μ, σ2) represents a Gaus-
sian distribution with mean μ and variance σ2. This noise model is widely con-
sidered in most spectrum sensing applications. Later, we consider the bimodal,
mixture Gaussian distribution to model the noise, which is seen to be useful in
some applications in the communication domain [7]. To begin with, we assume
that the noise variance is known perfectly. The statistics of the primary signal
model and the fading channel between the primary transmitter and CR node,
on the other hand, can be arbitrary. In the next section, we review the Ordered
Statistic-based Detector (OSD) [3], which is known to be the best GoFT detector
for testing fN against a mean-change model.

3 Differential Entropy Estimate-Based GoFT

In this section, we present the main contribution of this paper, i.e., a simple
detection strategy based on an estimate of the differential entropy in the obser-
vations. Given a continuous random variable, X, over the support (−∞,∞), the
differential entropy, h(X), of X is defined as [8]

h(X) � −
∫ ∞

−∞
fX(x) log(fX(x))dx

where fX(·) is the probability density function of X.

3.1 Detection Under Gaussian Noise

The detection strategy proposed in this work exploits the fact that among all
continuous distributions with finite mean and finite variance and on the sup-
port (−∞,∞), the Gaussian noise yields maximum differential entropy. For this
detector, the entropy when Yi ∼ fN, i ∈ M (i.e., for observations under H0) will
be low, as compared to the entropy if the primary signal is present i.e., Yi � fN.
It is known that under H0, i.e., when Yi ∼ N (0, σ2

n) [8],

h(Y |H0) =
1
2

log(2πeσ2
n).

Now, the Differential Entropy estimate-based Detector (DED) is constructed
as follows. Let

Ŷi � 1
M

M∑

i=1

Yi and
1

M − 1

M∑

i=1

(Yi − Ŷi)2

denote the sample mean and variance respectively in the observations. Then,

ĥ(Y ) � 1
2

log

{
2πe

M − 1

M∑

i=1

(Yi − Ŷi)2
}
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represents the maximum likelihood estimate of differential entropy in the obser-
vations. The test is of the form

ĥ(Y )
�H0

≷
∼H0

τG,

where τG is set such that a constraint on the probability of false-alarm is satisfied.
See Appendix (A) for a procedure to find τG, given αf .

3.2 Detection Under Mixed Gaussian Model

The mixed Gaussian noise model is considered in a variety of signal processing
applications for communications. For instance, it is used to model a combination
of thermal noise and man-made clutter noise [4], and the Co-Channel Interference
(CCI) [7]. Some non-Gaussian noise processes can also be modeled as mixtures
of Gaussian distributions [9]. The PDF of the mixture-Gaussian noise is [10]

fN(x) =
1

√
2πσ2

n

e−(x2+μ2)/2σ2
n cosh

(
μx

σ2
n

)

. (1)

In general, the differential entropy of this two-component mixture-Gaussian
model is expressible only as an integrable form, and is given by

h(Y |H0) =
1
2

log(2πeσ2
n) +

(
μ

σn

)2

− I.

The values of I for different μ and σn are available [10]. Moreover, closed-form
expressions for tight upper and lower bounds on the entropy are reported [10].
Under H0,

h(Y |H0) ≤ 1
2

log(2πeσn)+
(

μ

σn

)2{

1−erf

(
μ

√
2σ2

n

)}

−
√

2μ2

πσ2
n

e−μ2/2σ2
n + log 2,

h(Y |H0) ≥ 1
2

log(2πeσn)+
(

μ

σn

)2{

1−erf

(
μ

√
2σ2

n

)}

−
√

2μ2

πσ2
n

e−μ2/2σ2
n .

We choose the upper bound in the above equation as a test statistic for SS
against the PDF of (1). Therefore, the test is of the form

ĥUB(Y )
�H0

≷
∼H0

τMG.

Note that the above test is pessimistic, i.e., follows the worst-case design. Obtain-
ing the exact PDF of the test statistic in this case is difficult. Therefore, we esti-
mate the PDF of the test statistic and set the threshold through Monte Carlo
simulations. In fact, the asymptotically optimal threshold in this setting has
been derived, vide Appendix (B).



252 S. Gurugopinath et al.

4 Simulation Results

We present the performance of DED vis-á-vis that of the OSD in the context
of SS through extensive simulations under various primary signal models, fad-
ing models and noise models. We set the false-alarm, αf = 0.05. For perfor-
mance comparison, we consider the low SNR regime (∼ −10dB), as it is practi-
cally relevant. Fading models used are Nakagami-m, Weibull and Rayleigh. The
Nakagami-m (and as a special case, Rayleigh) fading is a favored model for sev-
eral indoor wireless communication contexts without line of sight [11]. For some
applications in communication where the bandwidth is in excess of 900MHz,
Weibull fading is found to be a good fit [11].
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Fig. 1. Comparison of the proposed detector with OSD vs. M ; different SNRs;
Nakagami-m fading; shape parameter = 1; scale parameter = 0.5; Gaussian primary.

First, we consider the performance study under the Gaussian noise. Fig. 1
shows the performance comparison of the proposed detector DED with OSD
vs. the number of observations M , for different values of SNR under Nakagami-
m fading, with shape and scale parameters 1 and 0.5 respectively. The fading
parameters were chosen arbitrarily. The primary signal is assumed to be Gaus-
sian [4]; this is practically relevant in CR context owing to the errors due to
synchronization and timing offsets. Clearly, DED outperforms OSD. The perfor-
mance of OSD is non-trivial, i.e., it operates on the chance line in the receiver
operating characteristics. Fig. 2 presents the results under the same setup as
used in Fig. 1, except that the primary signal is constant. It is evident that the
OSD is better than DED. It is significant to note that under a constant pri-
mary, such performance benefits of the OSD have been observed earlier too [3].
The deteriorated performance of DED is because of the scaling property of the
entropy [8]. However, the constant primary model is highly constrained [12].

In Fig. 3, we present the performance comparison of DED and OSD as func-
tions of the number of observations M under the Weibull fading, with shape and
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Fig. 2. Comparison of the proposed detector with OSD vs. M ; different SNRs;
Nakagami-m fading; shape parameter = 1; scale parameter = 0.5; constant primary.

scale parameters 1 and 2 respectively. The fading parameters are set arbitrar-
ily. Again, the primary signal is Gaussian. Here, DED outperforms OSD across
all M and SNR values. Fig. 4 shows the performance variation with constant
primary signal. Clearly, OSD beats DED. As remarked, the constant primary
signal assumption is removed from reality. Similar conclusions can be drawn
from Fig. 5, which shows the performance comparison of DED and OSD vs.
SNR under Rayleigh fading with parameter 1 and Gaussian primary signal.
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Fig. 3. Comparison of the proposed detector with OSD vs. M ; different SNRs; Weibull
fading; shape parameter = 1; scale parameter = 2; Gaussian primary signal.

Now, we present the results with bimodal Gaussian model for noise. We
restrict our attention to Rayleigh fading and study the performance of DED
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Fig. 4. Comparison of the proposed detector with OSD vs. M ; different SNRs; Weibull
fading; shape parameter = 1; scale parameter = 2; constant primary signal.
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Fig. 5. Comparison of the proposed detector with OSD vs. M ; different SNRs;
Rayleigh fading; parameter = 1; Gaussian primary signal.

vis-á-vis OSD. Fig. 6 Fig. 7 show the difference in performance of DED and
OSD vs. average primary SNR and M respectively. Here, μ = 2 and the mixing
parameter is 0.5. The primary signal is Gaussian distributed. While the per-
formance of OSD is non-trivial, significantly, DED outperforms OSD. Though
expectedly, the performance of DED improves with increase in SNR and M , this
serious drawback of OSD lends credence to the proposition that its usefulness is
restricted to the case of Gaussian noise and constant primary signal.

In this work, we relax the constraint on the choice of the noise distribution
from a unimodal Gaussian to a bimodal Gaussian [7]. To test the utility of this
choice, we compare the performance of DED under both Gaussian and bimodal
Gaussian noise models, with a Gaussian distributed primary and Rayleigh fading
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Fig. 7. Probability of detection vs. M ; different average primary SNRs; Rayleigh fad-
ing; mixture Gaussian model; Gaussian primary signal.

(see Fig. 8) for different SNRs. It is seen that DED under the bimodal Gaus-
sian noise performs better compared to its unimodal Gaussian counterpart. In
particular, the performance of DED under bimodal Gaussian noise for −10dB
SNR close to that under the unimodal Gaussian for −6dB SNR. Therefore, for
a given pd, the bimodal Gaussian model accommodates an additional 4dB SNR.

Fig. 9 shows the behavior of the optimal detection threshold of (4) taken over
the number of observations M , seen as a function of σ2

n. Clearly, the simulation
results are in excellent agreement with the analytically derived results. Further,
the detection threshold is independent of the average primary SNR, as we employ
the Neyman-Pearson approach. Finally, the results shown in Fig. 10 validates
the accuracy of our analysis, vide Appendix (B). That the analysis holds for
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Fig. 9. Variation of the optimal threshold τG calculated through theory (derived in
(4)) and simulations, with M , for various values of σ2

n.

large M and μ(≥ 3) is borne out by the fact that the disparity between between
the simulations and theory shrinks progressively.

5 Concluding Remarks

We proposed a novel spectrum sensing based on differential entropy estimate
under the goodness-of-fit formulation. The distribution of the test statistic under
the null hypothesis, and the detection threshold that satisfies a constraint on the
probability of false-alarm were obtained in closed form. Through Monte Carlo
simulations, it was shown that the proposed detector outperforms the ordered
statistics based detector, significantly in the low SNR regime, under various



Differential Entropy Driven Goodness-of-Fit Test for Spectrum Sensing 257

500 600 700 800 900 1000
2

2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8

2.9

3

Number of observations

Ne
ar
−o

pt
im

al 
de

tec
tio

n 
th

re
sh

ol
d

μ=1, Th.
μ=1, Sim.
μ=2, Th.
μ=2, Sim.
μ=3, Th.
μ=3, Sim.

Fig. 10. Variation of the near-optimal threshold τMG
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fading and primary signal models. The results were compared with noise process
being unimodal Gaussian vis-à-vis bimodal Gaussian. For a given probability of
detection, this mixture model was shown to provide an additional leeway to the
tune of 4dB in SNR over the corresponding unimodal Gaussian.

Appendix

A Calculation of τG

We adopt one of the many ways to arrive at the result here. Under H0, since
Yi ∼ N (0, σ2

n), it follows from Cochran’s Theorem that the unbiased estimate,
V, of the variance of Yi follows a scaled, central χ2 distribution with M − 1
degrees-of-freedom thus:

V � 1
M − 1

M∑

i=1

(Yi − Ŷi)2 ∼ σ2
n

M − 1
χ2

M−1,

which implies that the statistic ĥ(Y ) can be written as

ĥ(Y |H0) =
1
2

log(2πe) +
1
2

log V. (2)

Under H0, the statistic log V follows a log-scaled, central χ2 distribution with
M − 1 degrees-of-freedom, represented by log χ2

M−1. It can be shown that the
Cumulative Distribution Function (CDF) of a random variable X ∼ log χ2

n,
denoted by FX(·) is

FX(a) �
∫ a

−∞
fX(x)dx =

γinc

(
n
2 , e(a−log 2)

)

Γ
(

n
2

) ,
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where γinc(·, ·), and Γ (·) are the lower incomplete gamma function and the stan-
dard gamma function respectively [13]. The proof of this result is straightforward
and is omitted for brevity. Therefore, the probability of false-alarm, pf is given
by

pf = P{ĥ(Y |H0) ≥ τG} = 1 −
γinc

(
M−1

2 , exp
{

2τG − log
(

4πeσ2
n

M−1

)})

Γ
(

M−1
2

) . (3)

Now, by simple transformations on (2), using (3), it is straightforward to show
that the threshold, τG, should be chosen to satisfy

1 −
γinc

(
M−1

2 , exp
{

2τG − log
(

4πeσ2
n

M−1

)})

Γ
(

M−1
2

) = αf , for αf ∈ (0, 1). (4)

B Computing the Near-Optimal τMG

G

It is known that if {Yi, i ∈ M} represent a set of i.i.d. random variables from
any distribution (possibly multimodal) with finite variance σ2, then the random
variable defined by

Y 2
s � 1

M − 1

M∑

i=1

(
Yi − Ŷ

)2

,

has mean and variance in an asymptotic sense (as M → ∞) given as follows
[14]:

EY 2
s = σ2, var(Y 2

s ) = σ4

[
2

M − 1
+

κ

M

]

, (5)

where κ is the excess kurtosis and μ4 is the fourth moment around the mean of
the parent distribution. Therefore, in the case of the bimodal Gaussian distribu-
tion,

EY 2
s =σ2

n + μ2, var(Y 2
s )=(σ2

n + μ2)2
[

2
M − 1

+
κ

M

]

. (6)

A closed form expression for the distribution of Y 2
s for the bimodal Gaussian

distribution is hard to obtain. However, it can be well approximated in the
asymptotic sense by a Gaussian distribution with moments in (5) and (6).

For large values of μ (≥ 3), h(Y |H0) can be approximated as [10]:

h(Y |H0) ≈ 1
2

log(2πeσ2
n) + log 2.

Hence, an estimate of the above entropy is given by

ĥ(Y |H0) =
1
2

log

(
2πe

M − 1

M∑

i=1

(Yi − Ŷi)2
)

+ log 2 =
1
2

log(4πeY 2
s ).
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Therefore, the probability of false-alarm, pf , becomes

pf = P
{

ĥ(Y ) ≥ τMG
G |H0

}
(a)
= P

{

Y 2
s ≥ exp(2τMG

G − 1)
4π

}

= Q
⎡

⎣
exp(2τMG

G −1)
4π − EY 2

s√
var(Y 2

s )

⎤

⎦ ,

where
(a)
= denotes that the equality holds due to the fact that log(·) is monotone

and Q(·) denotes the Q-function. Now, it is straightforward to show that, given
αf ∈ (0, 1), the near-optimal threshold, τMG

G , is

τMG
G =0.5 log

(

4πe

{

(σ2
n+μ2)

[

Q−1(αf )

√(
2

M − 1
+

κ

M

)

+1

]})

. (7)
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Abstract. This paper presents experimental results on the performance of gene-
ralized spatial modulation scheme with variable active transmit antennas (VA-
GSM). In the VA-GSM scheme, one or more transmit antennas are activated 
simultaneously to transmit the same complex symbol. The indices of the set of 
activated transmit antennas at any time instant are then used to convey extra in-
formation in addition to the transmitted complex symbol. The average bit error 
rate performance of the proposed scheme is evaluated experimentally, and the 
results agree closely with simulation. We also compare the VA-GSM with ex-
isting SM and GSM schemes. 

Keywords: Spatial Modulation (SM) · Generalized Spatial Modulation (GSM) · 
Variable active transmit antennas 

1 Introduction 

Spatial modulation (SM) is a new promising transmission technique that uses antenna 
indices, in a multiple antenna system, as avenues for data transmissions in addition to 
the transmitted modulated symbols. The principle of wireless transmissions in which 
the information is carried by both the indices of the active antennas and the symbol 
transmitted through these active antennas was first investigated by Mesleh et al. in [1, 
2] where only one antenna was activated at each time instant thereby avoiding inter-
carrier-interference (ICI) between the transmit antennas. Following that work, many 
variants of this idea were introduced such as the space shift keying (SSK) modulation 
that uses only the spatial modulation concept without transmitting any symbol. That 
scheme reduces the system complexity by cancelling the amplitude/phase modulation 
required at the transmitter and receiver sides, but at the expense of some degradation 
in the system’s spectral efficiency [3]. The idea of Trellis coded modulation (TCM) 
was applied to the spatial points available in SM in [4, 6]. That scheme, named Trellis 
Coded SM (SM–TCM), achieves both coding and diversity gains, and has a signifi-
cant performance enhancements over SM especially in the presence of realistic chan-
nel conditions such as Rician fading and spatial correlation. A combination of both 
SM and space-time block coding (STBC) that takes advantage of the benefits of both 
schemes was proposed in [6]. 
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In [7], SM system was generalized to multiple active transmitting antennas and low 
complexity detection MIMO system. In [8] receiver-side SM scheme for single user, 
called the Generalized Pre-Coding Aided SM (GPASM), was introduced.  Genera-
lized form of SSK (GSSK) was proposed in [9] where a set of transmit antennas were 
activated at a time, and all the active antennas transmit ones (i.e no symbols were 
transmitted). The scheme increases the spectrum efficiency compared to SSK. Gene-
ralized SM (GSM) in which a fixed set of transmit antennas were activated simulta-
neously, with all active antennas transmitting the same constellation symbol, was 
proposed in [10, 11]. Transmitting the same symbol from all active antennas keep the 
key advantages of SM which are: avoiding ICI, reducing complexity, and using only 
one radio frequency (RF) chain for hardware implementation. In [12], SSK with vari-
able number of active transmit antennas (VA-SSK) was introduced.  

In this paper, we propose GSM scheme in which a variable set of active transmit 
antennas are used. Unlike the GSM where a fixed number of transmit antennas are 
used at any time instant to transmit the same constellation symbol, the proposed 
scheme will vary the number of activated transmit antennas. Also unlike VA-SSK 
where no symbols are transmitted, the proposed scheme transmits symbols which 
increases the system’s spectral efficiency. 

2 System Model 

2.1 VA-GSM Modulator  

Consider a MIMO system equipped with ௧ܰ transmit and ௥ܰ receive antennas, where 
we assume ௧ܰ ൒ ௥ܰ. In this system, one or more transmit antennas are activated si-
multaneously at any time instant and all the activated antennas transmit the same con-
stellation symbol. If the maximum number of activated transmit antennas at a time is ௔ܰ (where ௔ܰ ൑ ௧ܰ), then one or two, or three, up to  ௔ܰ transmit antennas can be 
activated simultaneously. Then, the total number of possible active transmit antenna 
combinations in this scheme is ∑ ൫ே೟௡ ൯ேೌ௡ ୀଵ , where ൫..൯ denotes the binomial operation. 
These antenna combinations will be used to convey extra information. Because the 
number of active transmit antenna combinations that can be used for data transmis-
sion must be a power of two, only ݃ ൌ 2௞೗ active antenna combinations will be consi-
dered, where ݇௟ ݅ݏ the number of bits transmitted per spatial symbol which is given by 

݇௟ ൌ ቨ݈݃݋ଶ ቌ෍ ൬ ௧݊ܰ൰ேೌ
௡ୀଵ ቍቩ, (1) 

where ۂܽہ denotes the greatest integer less than or equal to ܽ. For the case when ௔ܰ ൌ ௧ܰ, Eq. (1) becomes 
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݇௟ ൌ ቨ݈݃݋ଶ ቌ෍ ൬ ௧݊ܰ൰ே೟
௡ୀଵ ቍቩ  

 

              ൌ ଶሺ2ே೟݃݋݈ہ   െ 1ሻۂ ൌ ௧ܰ െ 1 (2) 

Equations (1) and  (2) show that unlike SM in which the number of bits transmitted 
per spatial symbol increase logarithmically with increasing the number of transmit 
antennas ௧ܰ, the number of bits transmitted per spatial symbol in the proposed VA-
GSM increases with increasing ௧ܰ and ௔ܰ.  The total number of bits that can be 
transmitted using VA-GSM is given by 

݇௧ ൌ ݇௟ ൅ ݇௦, (3) 

where ݇௦ ൌ   .is the constellation size  ܯ and (ܯଶሺ݃݋݈

Table 1. Transmitted vector ࢞࢓,࢒ for different input bits in VA-GSM (assuming BPSK 
modulation). 

Bits 
mapping ݈ ݉ ࢞௟,௠ 

Bits  
mapping ݈ ݉ ࢞௟,௠ 000 0 1 1 ሾݏଵ  0  0 0ሿ் 100 0 5 1 ሾݏଵ ଵ  0  0ሿ் 000 1 1ݏ  2 ሾݏଶ  0  0 0ሿ் 100 1 5 2 ሾݏଶ ଶ  0  0ሿ் 001 0 2ݏ  1 ሾ0  ݏଵ  0 0ሿ் 101 0 6 1 ሾݏଵ ଵ  0ሿ் 001 1 2ݏ  0  2 ሾ0  ݏଶ  0 0ሿ் 101 1 6 2 ሾݏଶ ଶ  0ሿ் 010 0 3ݏ  0  1 ሾ0  0  ݏଵ 0ሿ் 110 0 7 1 ሾݏଵ ଵሿ் 010 1 3ݏ  0  0  2 ሾ0  0  ݏଶ 0ሿ் 110 1 7 2 ሾݏଶ ଶሿ் 011 0 4ݏ  0  0  1 ሾ0  0  0  ݏଵሿ் 111 0 8 1 ሾ0 ଵ  0ሿ் 011ต௞೗ݏ  ଵݏ 1ณ௞ೞ 4 2 ሾ0  0  0  ݏଶሿ் 111ต௞೗ 1ณ௞ೞ 8 2 ሾ0  ଶ  0ሿ்ݏ  ଶݏ

The transmitter divides the incoming data into blocks of ݇௧ bits. The first  ݇௦ bits 
are mapped to a symbol ݏ௠ א ሼݏଵ, ଶݏ … ,  ெሽ  in the constellation while the next ݇௟ bitsݏ
are used to select a set of active antenna combinations which is denoted here by the 
set Г௟, ݈ א  ሼ1,2, ڮ  ݃ሽ. The set of active transmitting antennas Г௟  transmit the same 
complex symbol ݏ௠ while the other antennas transmit zeros. Then the received vector  ࢟ א ঃேೝൈଵ is given by ࢟ ൌ ௟,௠࢞ࡴ ൅ ࢝, (4) 
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Table 2. Comparing VA-GSM, GSM, and SM in term of number of available antenna 
combinations (assuming ࢘ࡺ ൌ ૝). 

 

where ࢞௟,௠ א ঃே೟ൈଵ denotes the transmitted vector, א ࡴ ঃேೝൈே೟ is the channel re-
sponse between the transmitter and receiver, and ࢝ is the zero-mean Gaussian noise 
vector with variance ߪଶ ൌ ଴ܰ/2. Table 1 shows the mapping process at the transmit-
ter in the proposed scheme for the case of four transmit antennas ( ௧ܰ ൌ 4), one or two 
active antennas at a time ( ௔ܰ ൌ 2), and Binary Phase shift keying (BPSK) modulation 
ܯ) ൌ 2). As shown in the last highlighted row of the table, the first bit (݇௦=1) is 
mapped to a symbol in the BPSK constellation ݏ௠ א ሼݏଵ,  ଶሽ,  while the next three bitsݏ
(since in this case, ݇௟ ൌ උ݈݃݋ଶ൫∑ ൫ସ௡൯ଶ௡ୀଵ ൯ඏ ൌ 3 which gives ݃ ൌ 2ଷ ൌ 8) are used to 
select active antenna combinations Г௟, ݈ א  ሼ1,2, ڮ  8ሽ. Therefore, the antenna selec-
tion in VA-GSM is based on the second part, ݇௟, of the incoming bit stream. For ex-
ample, if we choose [0111] from Table 1, the first bit 1 is mapped to a symbol ݏଶ 
(݉ ൌ 2) in the BPSK constellation while the next three bits 011 select the fourth 
transmit antenna combination (݈ ൌ 4) which means the fourth antenna is activated to 
transmit the symbol ݏଶ while the other antennas transmit zeros as described by the 
transmitted vector ࢞௟,௠ ൌ ࢞ସ,ଶ ൌ  ሾ0  0  0  ݏଶሿ் . If we choose 1111, the transmitted 
vector is  ࢞௟,௠ ൌ ଼࢞,ଶ ൌ ሾ0  ݏଶ  ݏଶ  0ሿ் which means the second symbol is transmitted 
through the eighth transmit antenna combination where the first and fourth antennas 
are selected to transmit the same copy of the BPSK symbol ݏଶ. The received signal at 
each receiving antenna can be described as  ݕ௝ ൌ ௝݄,௟ݏ௠ ൅ ௝ݓ , ݆ ൌ 1, 2, ڮ , ௥ܰ, (5) 

where ݄௟,௝ ൌ ∑ ௝݄,௜௜אГ೗  is the summation of channel responses from all active transmit 
antennas  Г௟  used at the current transmission instant to the j-th receiving antenna, and ݓ௝  is the Gaussian noise at the j-th receiving antenna.  
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Table 2 compares VA-GSM method with the conventional SM and the GSM ap-
proach proposed in [10]. It is clear from the table that the proposed VA-GSM pro-
vides more active transmit antenna combinations except for ௧ܰ ൌ 64 which is the 
same as GSM because we limit the number of activated transmit antennas ௔ܰ in this 
illustration to ௔ܰ ൑ ௥ܰ ൌ 4. If we increase ௔ܰ, VA-GSM will have more active an-
tenna combinations than the GSM for this case as will. 

2.2 Maximum Likelihood (ML) Detection   

At the receiver, ML optimum detector computes the Frobenius distances between the 
received signal and the set of possible transmitted vectors. Then, the ML detection 
operation can be expressed as ൣ መ݈, ෝ݉ ൧ ൌ arg min௠אሼଵ,ଶ,..,ெሽ௟אሼଵ,ଶ,..,௚ሽ ቄฮܡ െ ௟,௠ฮFଶቅܠ۶  

 

            ൌ arg min௠אሼଵ,ଶ,..,ெሽ௟אሼଵ,ଶ,..,௚ሽ ቐ෍หݕ௝ െ ݄௟,௝ݏ௠หଶேೝ
௝ୀଵ ቑ (6) 

where ԡ. ԡF denotes the Frobenius norm while መ݈, ෝ݉  denote the indices of the estimated 
set of activated transmit antennas and the transmitted complex symbol respectively. If 
the complex symbol ݏ௠ is transmitted over the antenna combination Г௟ , then the cor-
rect decision is obtained when መ݈ ൌ ݈ and ෝ݉ ൌ ݉. 

3 System Performance Analysis 

3.1 Upper Bound on the Average Bit Error Rate 

The average bit error rate (ABER) performance can be analytically estimated using 
the well-known union bounding technique [13]. The ABER in the proposed method 
can be upper bounded as 

ABER ൑ ݐ12݇ ෍ ෍ ෍ ෍ ݀ு൫ݔ௟,௠, ௟መ,௠ෝݔ ൯ܧ൛Pr൫ݔ௟,௠ ՜ ௟መ,௠ෝݔ ൯ൟ݇ݐ௠௟௠ෝ௟መ , (7) 

where ݀ு൫ݔ௟,௠, ௟መ,௠ෝݔ ൯ is the Hamming distance between the transmitted symbol ݔ௟,௠ 
and the estimated symbol ݔ௟መ,௠ෝ  and Pr ሺݔ௟,௠ ՜ ௟መ,௠ෝݔ ሻ denotes pairwise error  probabili-
ty when estimating ݔ௟መ,௠ෝ  while ݔ௟,௠ is transmitted which is given by Pr൫ݔ௟,௠ ՜ ௟መ,௠ෝݔ ൯ ൌ Pr ቂฮܡ െ ௟,௠ฮFଶܠ۶ ൐ ฮܡ െ ௟መ,௠ෝܠ۶ ฮFଶቃ  
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same transmitted bits at a time for both method, we used Binary Phase shift keying 
(BPSK) modulation for the proposed GSM (݇௦ ൌ 1) and QPSK for SM (݇௦ ൌ 2). It is 
clear from the figure that for the same transmitted bits ݇௧ ൌ ݇௟ ൅ ݇௦ ൌ 4, VA-GSM 
performs about 1.7 dB better than SM at ABER ൌ 10ିସ.  

Fig. 6 compares the ABER of VA-GSM with GSM and SM in Rayleigh channels 
by simulation when using the same number of transmit antennas ௧ܰ ൌ 8, and the same 
transmitted bits ݇௧ ൌ 9. To achieve ݇௧ ൌ 9 for each of these schemes, it was neces-
sary to use QPSK for VA-GSM, 8PSK for GSM, and 64QAM for SM. The number of 
active antennas ௔ܰ ൌ 4 which is fixed in GSM and variable (between 1 and 4) for the 
case of VA-GSM. As shown in the figure, for the same number of transmit antennas 
and the same transmitted bits at a time, VA-GSM has a better BER performance over 
both GSM and SM which can be attributed to the difference in the constellation size 
required to reach the same number of bits transmitted. 

6 Conclusion 

This work proposes generalized spatial modulation scheme using variable active 
transmit antennas (VA-GSM). The proposed scheme uses the variations in the active 
transmit antennas to increase the number of available spatial symbols and hence the 
number of transmitted spatial bits. The experimental results on the ABER perfor-
mance of the system confirm the analytical bound as well as the computer simula-
tions, for both the VA-GSM and Spatial modulation (SM) schemes. The simulation 
results shows that VA-GSM has better average bit error rate (ABER) performance 
over both the GSM and SM, when using the same number of transmit antennas and 
the same number of transmitted bits for the three schemes. 
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Abstract. The Digital Terrestrial Multimedia Broadcast (DTMB) sys-
tem utilizes three modes of Pseudo-noise (PN) sequences as Frame
Header (FH) that can be exploited for spectrum sensing on TV White
Space (TVWS). As a consequence, multi-mode signal detection is
required at the receiver. In this paper, Neyman-Person (NP) lemma
based, Multi-mode Local Sequence (MLS) detectors are proposed for
multi-mode signal detection. The theoretical and quantitative perfor-
mance analysis of MLS detectors are mainly concentrated and fully
studied by utilizing the addition and auto-correlation properties of PN
sequence. In addition, the single-mode detector for the DTMB system
is presented as the optimal detector and taken as a benchmark for MLS
detectors. Both theoretical analyses and simulation results show that
MLS detectors are capable of multi-mode signal detection and satisfy
the predefined sensing requirements.

Keywords: Digital terrestrial multimedia broadcast · TV white space ·
Spectrum sensing · Pseudo-noise sequence

1 Introduction

TV White Space (TVWS) refers to the frequency band where the radio spec-
trum is not used by primary users [4]. It can be potentially accessed by secondary
users via Cognitive Radio (CR) [7], which results in increased overall spectrum
efficiency and innovative new services. The requirement for TVWS spectrum
sensing allows the coexistence of secondary users without harmful interference
to primary users. For instance, the sensing requirements for the Advanced Tele-
vision Systems Committee (ATSC) system [8] defined by IEEE 802.22 [2] are
as low as −21 dB within 20 ms sensing time when the false-alarm probability
(PFA) is below 10% and the detection probability (PD) is above 90%.

Digital Terrestrial Multimedia Broadcast (DTMB) is a Chinese digital terres-
trial television standard [1,9]. Applying spectrum sensing for the DTMB system
can extend the application of TVWS. Although specific requirements for the
DTMB spectrum sensing are not available so far, the same requirements of the
ATSC system are also adequate for the DTMB system.

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 271–281, 2015.
DOI: 10.1007/978-3-319-24540-9 22
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The DTMB system specifies three major modes of Pseudo-noise (PN)
sequences padding with PN420/595/945 as Frame Header (FH) which is shown in
Figure 1. They can be utilized for signal synchronization and channel estimation
at the receiver. Several detectors have been derived, which exploited properties
of PN sequence, for example the auto-correlation detector is proposed in [3], and
in [10] the cross-correlation property is employed. The detector proposed in [6]
is an extension of an auto-correlation detector. It takes advantage of max-mean-
ratio as test statistic that is a true constant false-alarm rate (CFAR) detector
owing to its “self-normalizing” feature, which removes the dependence on the
noise power. All the aforementioned algorithms are designated for single-mode
signal. They are not capable of detecting multi-mode signals. Therefore a low
time complexity and implementation-friendly detector for multi-mode signals is
necessary for the DTMB system, which is the main focus of this manuscript.

In this paper, we focus on the spectrum sensing algorithm for DTMB multi-
mode signals. By exploiting addition and auto-correlation properties of PN
sequence, two Multi-mode Local Sequence (MLS) combination schemes are pro-
posed and analyzed quantitatively in detail. Theoretical analysis and simulation
results show that MLS detectors can achieve multi-mode signal detection with
a tolerable loss of sensing performance.

The rest of this paper is organizedaswhat follows.The single-mode signal detec-
tor for DTMB system is introduced in Section 2. MLS based multi-mode signal
detection methodologies are analyzed in detail in Section 3. The simulation results
are demonstrated in Section 4. Finally Section 5 concludes the manuscript.

2 Single-Mode Signal Detector

In what follows, the optimal detector of single-mode signal is derived from first
principles. Regarding a known deterministic signal for Additive White Gaussian
Noise (AWGN) scenario, the optimal detector is Neyman-Person (NP) test,
known as matched filter [5].

Frame header:
420 symbols Frame body: 3870 symbols

Frame header:
595 symbols Frame body: 3870 symbols

Frame header:
945 symbols Frame body: 3870 symbols

a) Signal frame structure with frame header mode 1

b) Signal frame structure with frame header mode 2

c) Signal frame structure with frame header mode 3

Fig. 1. Frame structure of DTMB system
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Let H0 be the null hypothesis, i.e., a primary user is absent, and H1 be
the alternate hypothesis, i.e., DTMB signals presence. Therefore, the hypothesis
testing problem can be written as

H1 : ri = ci + ni, i = 0, 1, . . . ,N − 1, (1)
H0 : ri = ni, i = 0, 1, . . . ,N − 1, (2)

where c denotes one of original three modes PN sequences. N is the number
of received signal frames. ri denotes the received signal vector. ni denotes the
AWGN vector and it is a complex circularly symmetric Gaussian random variable
with distribution CN(0, σ2

nI).
The NP detector is in favors of H1 if the Likelihood Ratio Test (LRT) exceeds

a threshold, like

L(r) =
p(r;H1)
p(r;H0)

> γ. (3)

Since

p(r;H1) =
1

(πσ2
n)NM

exp
[

− 1
σ2
n

N−1∑

i=0

‖ ri − ci ‖2
]

, (4)

and

p(r;H0) =
1

(πσ2
n)NM

exp
[

− 1
σ2
n

N−1∑

i=0

‖ ri ‖2
]

, (5)

we have

T (r) =
1
σ2
n

N−1∑

i=0

� (
cHi ri

)
> ln γ +

Nε

2σ2
n

, (6)

⇒ T (r) =
N−1∑

i=0

� (
cHi ri

) ≥ γ′. (7)

where ε is the energy of c. T (r) is the test statistic of optimal detector of single-
mode signal.

Thus, under both hypotheses, the distribution of T (r) is given by

T (r) ∼
{
N

(
0, Nσ2

nε/2
)

under H0

N
(
Nε,Nσ2

nε/2
)

under H1.
(8)

Therefore, PFA and PD can be derived from (8), and shown below,

PFA = Pr{T > γ′;H0} = Q

(
γ′

√
Nσ2

nε/2

)

(9)
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PD = Pr{T > γ′;H1} = Q

(
γ′ − Nε

√
Nσ2

nε/2

)

, (10)

where Q is the right-tail probability function of the standard normal distribution.
The new threshold is derived by

γ′ =

√
Nσ2

nε

2
Q−1 (PFA) . (11)

Substituting (11) to (10), we have

PD = Q

(

Q−1 (PFA) −
√

2Nε

σ2
n

)

. (12)

It is known that Nε/σ2
n is Energy Noise Ratio (ENR) [5]. It presents the ratio

between the whole energy from received signal and the noise power spectrum
density.

3 Multi-mode Signal Detector

In this section, multi-mode detectors are derived from the NP test for AWGN
scenario. The key observations for deducing the multi-mode detector are the
addition and auto-correlation properties of PN sequence. In the DTMB system,
PN255 and PN511 sequences are cyclically extended to sequences of length 420
and 945 for Mode 1 and Mode 3 frames, respectively. Due to reduction of the
analysis and time complexity, only PN255, PN511 and PN595 are utilized for
MLS design.

3.1 Multi-mode Local Sequence Design

PN sequences are quasi-orthogonal, which means

ci(p)Hcj(q)
M

≈
{

1 p = q and i = j

0 others,
(13)

where M is the length of c, ci(p), cj(q) are different PN sequences from different
modes and with different phases. Based on this observation, three different multi-
mode local sequences with serial, parallel, and mixed structures are introduced
for the DTMB system [11] below.

The structure of Serial Multi-Mode Local Sequence (SMLS) is shown in
Figure 2 and its vector form is represented as

cS =

⎡

⎣
c1
c2
c3

⎤

⎦ . (14)
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PN255 PN511 PN595

Fig. 2. Structure of serial multi-mode local Sequence

PN255 PN511

PN595 0..0

c1

c2,2

c3,2

c2,1

c3,1

Fig. 3. Structure of mix multi-mode local sequence

For ease of notation and calculation, the MLS is divided into different parts.
The structure of Mix Multi-mode Local Sequence (MMLS) is shown in Figure 3,
and its vector form is represented as

cM =

⎡

⎣
c1 + c2,1
c3,1 + c2,2
c3,2 + 0

⎤

⎦ . (15)

Similarly, the Parallel Multi-mode Local Sequence (PMLS) is also divided
into parts and shown in Figure 4 and its vector form is represented as

cP =

⎡

⎣
c1 + c2,1 + c3,1
c2,2 + c3,2 + 0

c2,3 + 0

⎤

⎦ , (16)

where c1 and c2 must be padded with 0 until the same length as c3.
Since the mount of calculation is proportional to the length of sequence, the

SMLS has the same time complexity as parallel single-mode detectors, which is
not satisfied with the requirement of time complexity and therefore analysis and
simulation of the SMLS detector is left out.

PN595

PN511

PN255 0..0

0

c3,1

c1

c2,1

c3,2

c2,3

c2,2

Fig. 4. Structure of parallel multi-mode local sequence
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Under either hypothesis, ri is still Gaussian variable and T (r) satisfies the
requirement of NP test, which can be utilized for multi-mode signal detection.

3.2 Mix Multi-mode Local Sequence Detector

Under H0, received signal contains only noise. According to (7), inner product
of MMLS and received signal vector is defined as

〈r∗, cM〉 = nH

⎡

⎣
c1 + c2,1
c3,1 + c2,2
c3,2 + 0

⎤

⎦ . (17)

Substituting (17) to (7), test statistic is given as,

TM (n) =
N−1∑

i=0

� (
nH

i cM
)

=
N−1∑

i=0

�

⎛

⎜
⎝

nH
i,1c1 + nH

i,1c2,1

+ nH
i,2c3,1 + nH

i,2c2,2

+ nH
i,3c3,2 + nH

i,30

⎞

⎟
⎠ .

(18)

Under H0, we have

E (TM (n) ;H0) = 0 (19)

Var (TM (n) ;H0) = 1491Nσ2
n. (20)

The TM (n) consists of both auto-correlation of single mode PN sequence
and its cross-correlation of other overlapping sequences. In addition, for the
given MMLS, and referencing to (11), the threshold is fixed for different modes
of signal.

Under H1, taking Mode 2 signals as the primary signal, each received signal
consists of noise, a Mode 2 PN sequence and some data from frame body. The
structure of MMLS and received Mode 2 signal is shown in Figure 5. Similarly,
inner product of MMLS and received signal is defined as

〈r∗, cM〉 =

⎡

⎣
c2,1 + n1

c2,2 + n2

d + n3

⎤

⎦

H ⎡

⎣
c1 + c2,1
c3,1 + c2,2
c3,2 + 0

⎤

⎦ . (21)

From (21), test statistic TM (r) for Mode 2 signal can be derived and defined as

TM (r) =
N−1∑

i=0

� (
rHi cM

)

=
N−1∑

i=0

�

⎛

⎜
⎜
⎝

[
c2,1 + n1

]H [
c1 + c2,1

]

+
[
c2,2 + n2

]H [
cH3,1 + c2,2

]

+ [d + n2]
H [

c3,2 + 0
]

⎞

⎟
⎟
⎠ .

(22)
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Therefore, we have

E (TM (r) ;H1) = 660N. (23)

The mean value of TM (r) consists of the real part of auto-correlation of
PN595 and its correlation value with PN255 and part of PN511. By the similar
deviation, we have

Var (TM (r) ;H0) = 1491Nσ2
n + 353550N. (24)

Note that multi-mode detectors work in a very low Signal Noise Ratio (SNR)
scenario, where energy of signal is much lower than σ2

n, which means that the
variance of test statistic under H1 can be estimate by its variance under H0.

Finally, distributions of test statistic TM (r) for two hypotheses are shown
below.

TM (r) ∼
{
N

(
0, 1491Nσ2

nε
)

under H0

N
(
660N, 1491Nσ2

nε
)

under H1.
(25)

3.3 Parallel Multi-mode Local Sequence Detector

Under H0, each received signal contains only noise. According to (7), inner
product of PMLS and received signal vector is defined as

〈r∗, cP〉 = nH

⎛

⎝
[
c1
0

]

+

⎡

⎣
c3,1
c3,2
0

⎤

⎦ +

⎡

⎣
c2,1
c2,2
c2,3

⎤

⎦

⎞

⎠ . (26)

By the similar deviation, we have

E (TP (n) ;H0) = 0 (27)

Var (TP (n) ;H0) = 1440Nσ2
n. (28)

PN255 PN511

PN595 0..0

c1

c2,2

c3,2

c2,1

c3,1

PN595 d

n1 n2 n3

Fig. 5. Mix multi-mode local sequence and received DTMB Mode 2 signal, where each
received signal consists of three parts, PN595, data frame and noise, which is divide
into three vectors.
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Likewise, the variance of TP (n) consists of both auto-correlation of PN595
and its cross-correlation of overlapping sequences from PN255 and PN511. In
addition, the threshold for PMLS is also unique, which leads to a fix threshold
for different modes of signal.

Under hypothesis H1, taking Mode 2 signal as primary signal. Similarly, inner
product of PMLS and received signal is defined as

〈r∗, cP〉 =

⎡

⎣
c2,1 + n1

c2,2 + n2

c2,3 + n3

⎤

⎦

H ⎛

⎝
[
c1
0

]

+

⎡

⎣
c3,1
c3,2
0

⎤

⎦ +

⎡

⎣
c2,1
c2,2
c2,3

⎤

⎦

⎞

⎠ . (29)

Substituting (29) to (7), test statistic TP (r) for Mode 2 signal is shown as

TP (r) =
N−1∑

i=0

� (
rHi cP

)

=
N−1∑

i=0

�

⎛

⎜
⎜
⎝

[
c2,1 + n1

]H [
c1 + c2,1 + c3,1

]

+
[
c2,2 + n2

]H [
c3,2 + c2,2

]

+
[
c2,3 + n2

]H
c2,3

⎞

⎟
⎟
⎠ .

(30)

By the similar derivation, we have

E (TP (r) ;H1) = 630N (31)

Var (TP (r) ;H1) = 1440Nσ2
n + 350150N. (32)

Finally, with the same estimation of variance above under H1, the distribu-
tions of test statistic TP (r) for two hypotheses are shown below.

TP (r) ∼
{
N

(
0, 1440Nσ2

nε
)

under H0

N
(
630N, 1440Nσ2

nε
)

under H1.
(33)

4 Simulation Results

To show the overall performance of previously introduced algorithms, signal
sensitivity comparisons between multi-mode detectors and single-mode detectors
are given via Monte Carlo simulations. Simulation parameters are showed in
Table 1.

The Receiver Operating Characteristic (ROC) curve for DTMB Mode 1 sig-
nal is shown in Figure 6, which indicates that the signal sensitivity of both
MMLS and PMLS detectors is close but still worse that of signal-mode detector.
The reason of such degradations could owing to the quasi-orthogonal property
of the PN sequence with finite length. It will results in the decrease of ENR.

The signal sensitivity in terms of probability of detection over SNR is depicted
in Figure 7 and Figure 8. For DTMB Mode 2 signals, taking 20 signal frames,
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Table 1. Simulation parameters

Parameter Value

Signal mode PN255, PN511, PN595
Number of received frames 20
Target probability of false-alarm 10%
Propagation channel AWGN

the single-mode detector can achieve the signal sensitivity in term of SNR as
low as −35.43 dB and PMD = 10%. In the same situation, MMLS and PMLS
detectors are capable of −32.67 dB and −31.81 dB, respectively. For DTMB
Mode 1 signals, taking the same number of received frames, a sensitivity of
−32.09 dB, −22.09 dB and −19.09 dB can be reached by single-mode detector,
MMLS and PMLS detectors, respectively when PMD = 10%. The sensing time
of 20 frames takes approximately 11 ms, which is much less than the predefined
20 ms. Therefore the sensing performance of both multi-mode detectors can
satisfy the predefined sensitivity requirements of the DTMB system.

All the figures show that the MMLS detector has slight better sensing per-
formance than PMLS detector. The reason is that the MMLS has larger ENR
under H1. According to the discussion in Section 2, the ENR is proportional to
the ratio of mean value and variance of test statistic. For Mode 2 signal, from
distributions given in (25) and (33), we can find that the ratio of MMLS is 0.442
that is larger than 0.4375 of PMLS.
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Fig. 6. ROC curves of single-mode detector, MMLS detector and PMLS detector for
DTMB Mode 1 signal when SNR = −34 dB.
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Fig. 7. Sensing performance of DTMB Mode 2 Signal when N = 20, PFA = 10%.

Comparing with other modes of primary signals, MLS detectors suffer more
performance degradation from receiving Mode 1 signal. The reason is that with
the same number of received frames, the ENR of PN255 is lower than that of
PN595 and PN511. Therefore Mode 1 signal is easier susceptible to the quasi-
orthogonality of PN sequence.
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Fig. 8. Sensing performance of DTMB Mode 1 Signal when N = 20, PFA = 10%.
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5 Conclusion

In this paper, we have proposed two MLS detectors and their theoretical models
for the DTMB multi-mode signal detection. The single-mode detector, which
is derived from NP test, for the DTMB system was presented and thoroughly
studied. The sensing performance of single-mode detector is the upper bound,
which can be the benchmark for other detectors. The MLS multi-mode signal
detectors, which are also based on Neyman-Pearson test, were fully investigated
by quantitative analyses. The sensing performance was obtained through Monte
Carlo simulations. Both simulation and theoretical analyses showed that MMLS
and PMLS detectors can achieve the multi-mode signal detection. Due to the
quasi-orthogonality of PN sequence, a tolerable performance loss of multi-mode
detectors is not unavoidable.
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Abstract. In an underlay setting, a secondary user shares the spectrum
with a primary user under the condition that the interference at this
primary user is lower than a certain threshold. The said condition limits
the transmission power and therefore, limits the coverage area. Hence,
to reach remote destinations, relaying the signal between the source
and destination can be an adequate solution to enhance the secondary
network’s performance. Selective relaying in underlay cognitive networks
has been studied in many previous literatures. The source and relay
nodes in most of this literature use the same modulation level. The
use of multiple modulation levels by the transmitting terminals has not
been explored comprehensively from the physical layer point of view. In
this paper, the error performance of a secondary cognitive network with
a source and multiple decode and forward (DF) relays using different
modulation levels sharing the spectrum with a nearby primary user
has been investigated. In particular, a closed form expression for the
error probability for two scenarios have been obtained. In the first
scenario, where the relays have fixed transmission power, we additionally
present an approximate error probability expression that is exact at high
signal-to-noise ratio. In the second scenario, where the relays adjust their
transmission power such that the interference at the primary user is
below a certain threshold with a defined tolerable error, it is referred to
as the interference outage scenario.

Keywords: Underlay cognitive radio · Relay selection · Performance
analysis · Different modulation levels

1 Introduction

The continuous pursuit of higher data rates rises day by day due to the increase
of wireless applications, wireless multimedia and interactive wireless services.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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This lead to the emergence of more and more wireless technologies every day.
These technologies are inefficiently utilizing the usable spectrum. Based upon
reports published by the Federal Communications Commission (FCC) [1], the
spectrum utilization efficiency reaches percentiles as low as 15%. Such low
utilization compelled researchers to find and exploit new techniques to make
use of the unused spectrum in a cognitive fashion[2,3].

In short, in a cognitive network, the secondary (unlicensed) user can make
use of the unused spectrum portions by the primary user. These unused
spectrum portions are known as spectrum holes [3]. If the primary user is to
acquire its proprietary spectrum back, the secondary user searches for a new
spectrum hole or stops transmitting. This manner enjoins that the secondary
user applies spectrum sensing techniques. In-band operation of both the primary
and secondary user is possible but demands complicated interference cancellation
methods. This method is known as the overlay operation method.

The more simple in-band operation is the underlay operation method. In the
latter method, the primary and secondary user operate in the same band on
condition that the interference on the primary user is below a certain threshold
[2]. This method of operation limits the coverage area of the secondary network
due to the constrained power of the secondary transmitter. Consequently,
relaying the signal is suggested as an adequate solution to solve the limited
coverage area problem.

Two of the most famous relaying operating modes is the amplify and forward
(AF) mode and the decode and forward (DF) mode[4]. In AF mode, the signal
is received by the relay, amplified by a factor and afterwards forwarded to the
destination. In DF mode, the relay decodes the received signal, reproduces it
and then forwards the regenerated signal to the destination.

It is worthy to note that although DF mode may suffer from computational
delay, it gives a slightly better performance than AF mode[4]. In order to
efficiently utilize the spectrum, selective relaying was recently suggested in
which a single best relay is selected to relay the signal from the source to the
destination[5]. This best relay is selected based on the signal to noise (SNR) it
can provide at the destination.

However, in most of the previous literature, the selection was either from
a set of relays that were all AF relays or from a set of DF relays that all use
the same modulation level. For the relay selection algorithm in [6], the authors
based the relay selection criteria on the quotient of the SNR to the interference
induced by the relay to the primary user. The best relay selected in this criteria
is the relay with the maximum quotient among the relays operating in AF mode
in the secondary underlay network. The authors derived closed form expressions
for the outage probability and bit error probability.

Another relay selection algorithm proposed in [7] where the best selected
relay, operating in DF mode, satisfies an outage probability constraint at the
primary network. The authors in [8] propose a selection scheme that in which the
relays operate also in DF mode and takes into consideration that an interference
constraint at the primary user is not violated. The authors also derived the
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outage probability. The secondary nodes in both [7] and [8] have the ability to
adjust their transmission powers to avoid violating the interference constraint.
The authors in [9] suggest a cooperative network in which the source and relay
nodes employ different modulation levels. The relays have fixed power and
operate in DF mode.

Most of the aforementioned selection techniques are SNR-based and assume
that all nodes are using the same modulation level. However, for the case
where the modulation level is different, selection based on BER can be more
appropiate than SNR-based. The reason for that is that when we have different
modulation levels, simply selecting the signal with the highest SNR is not
optimal. SNR-based selection does not take into consideration the error flexibility
of each received signal. Therefore, in case of different modulation levels, the
system performance where BER-based selection is employed is the optimal
choice. For a non-cognitive setting, the authors derived a closed form expression
for the BER and they only considered the scenario where the relays have fixed
transmission power.

In this paper, we propose an extension to the work done in [9]. We suggest
an underlay cognitive network in which the source and DF relays use different
modulation levels. We derive the corresponding closed form BER expression
for two scenarios. In the first scenario, we assume that the relays have a fixed
transmission power. In the second scenario, we assume that the relays can
adjust their transmission power to satisfy a certain average interference at the
primary user.

2 System Model

The system consists of a secondary source S that broadcasts its signal to a
secondary destination D. The transmitted signal is passed on to the destination
through K DF relays Rk, k = 1, 2, ...,K as illustrated by Fig. 1. These secondary
nodes are sharing the spectrum with a primary user P. Each node is assumed
to have a single antenna. Communication is achieved over two time slots. In
the first time slot, the source S transmits an N -bit packet with power Ps using
Ms−QAM modulation scheme to the K relays and the destination with channel
gains h1k, h0, respectively. The channel gain from relay k to the destination
is h2k. Each relay is assumed to transmit with a maximum power of PRkD.
Each hop suffers from additive white Gaussian noise (AWGN) with zero mean
and variance N0. The channel gains are modeled as a Rayleigh distribution.
Hence, the instantaneous SNRs in the hops S − D, S − Rk, and Rk − D are
independent exponential random variables (rv) and are given by γSD = Ps|h0|2

N0
,

γSRk
= Ps|h1k|2

N0
, and γRkD = PRkD|h2k|2

N0
, respectively. The average SNRs in

the hops S − D, S − Rk, and Rk − D are denoted by γ̄SD, γ̄SRk
, and γ̄RkD

respectively. The relays receive the packet, decode it and check its correctness
through cyclic redundancy check (CRC). A decoding set DS of candidate relays
is formed which contains relays that have received the packet correctly. The
relays are also assumed to use MRk

−QAM modulation. Therefore, the BER as
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Fig. 1. System Model: A secondary underlay cognitive network close to a primary user

a function of the end-to-end SNR for the square Gray-coded M −QAM is given
by [10] as BERMi

(γiD) ≈ cMi
Q

(√
2d2Mi

γiD

)
where

(cMi
, dMi

) =

⎧
⎨

⎩

(1, 1), Mi = 2,
(2 − 2/

√
Mi

log2
√

Mi

,

√
3

2(Mi − 1)

)
, Mi ≥ 4.

Since the secondary network is operating in an underlay setting, it is
important to operate under strict interference limits so that the secondary
network does not affect the primary user. Therefore, it is important to propose
relay selection algorithms in an according manner. The cognitive selection
algorithms, along with their corresponding performance analysis, are explained
in the next subsections.

2.1 Fixed Power Underlay Relay Selection

As we previously mentioned, an underlay cognitive network dictates to operate
under strict interference limits so that the primary user is not affected. As a
result, we set an interference threshold λ. An interference at the primary receiver
above this threshold is unacceptable.

In this selection algorithm, each relay is assumed to know whether the
interference it generates at the primary receiver satisfies the interference
constraint or not. The interference generated by a relay on the primary user
is given by IRkP = PRkD|hkP |2. Therefore, the interference from the kth relay to
the primary user follows an exponential distribution and its probability density
function (pdf) is given by

pIRkP
(x) =

1
μRkP

e
− x

μRkP , (1)

where μRkP is the average value of the interference of the kth relay on the
primary user. We assume that the interfering channels are generated with
μRkP = αγ̄RkD = α

PRkD

N0
, where α is a constant>0.
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For simplicity in the analysis of the proposed scheme, we assume that the
source is non-cognitive (i.e. does not affect the primary user) and the relays are
cognitive. In order to avoid interference from the relays on the primary user
higher than λ, we must take only into consideration the relays that satisfy the
interference constraint.

Therefore, a new decoding set DS∗, subset of DS, is formed which contains
relays that have correctly decoded the packet and satisfy the interference
constraint (i.e. IRkP ≤ λ). In the second time slot, after ruling out the
relays that do not satisfy the interference constraint, all the relays in the
DS∗ send independent pilot signals along with their modulation levels to
the destination. Since the transmitting nodes have different modulation levels,
then the destination decodes the message either from the source or one of
the relays based upon the biased SNR (i.e. BER-based selection where the
destination selects to decode the message from one node only).

Thus, the destination calculates the approximate SNRs from the relays and
the sources. According to the received SNRs and modulation levels of the relays
in the DS∗, {MRk

|k ∈ DS∗}, and the modulation level of the source, MS , the
destination chooses to decode from one of the candidate relays in DS∗ or directly
from the source by comparing the received weighted SNR’s and selecting the SNR
that minimizes the BER.

As a result, the instantaneous BER, according to the BER-based selection,
at the secondary destination is given by

BERcomp, inst ≈
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

cMS Q
(√

2d2
MS

γSD

)
, γSD ≥ ρiγRiD, i ∈ DS∗

cMRi
Q
(√

2d2
MRi

γRiD

)
,

γSD < ρiγRiD, and
γRjD < βijγRiD,
j �= i, j ∈ DS∗,

(2)

where ρi = d2MRi
/d2MS

is a biasing factor between the relays and the source and
βij = d2MRi

/d2MRj
, i, j = 1, 2, ...,K is the biasing factor between the relays.

It is obvious that if all nodes have the same modulation level, then,
BER-based selection algorithm becomes SNR-based selection algorithm, i.e., ρi

= βij = 1. Hence, the average BER of this selection scheme can be written as

BER =

(
K∏

k=1

PERSRk

)

BERSD +
K∑

r=1

|Pr(Sall)|∑

m=1

[(
∏

ei∈Pr,m(Sall)

(1 − PERSRei
)

)

×
(

∏

eo /∈Pr,m(Sall)

PERSReo

)(
∏

ei∈Pr,m(Sall)

PλRei
P BERcompPr,m(Sall)

+
∏

ei∈Pr,m(Sall)

(1 − PλRei
P )BERSD +

∑

l1,l2,...,lK∈{0,1}
l1l2...lK �=1

(1−l1)(1−l2)...(1−lK) �=1

Θl1,l2,...,lKBERcomp{i,∀li=1}

)]

,

(3)
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where

– Sall is the set of all relays indices, i.e., Sall = 1, 2, ...,K,
– Pr(Sall)is the r-element power set of Sall,
– Pr,m(Sall) is the m-th element of Pr(Sall) as defined in [9],
– |Pr(Sall)| represents the cardinality of Pr(Sall),
– PERSRk

is the average packet error rate in S − Rk link,
– BERSD is the average BER in S − D link,
– BERcompDS is average BER conditioned on the DS at the destination.
– PλRkP

is the probability that IRkP is less than λ and is given by

PλRkP
= Pr(IRkP < λ) = 1 − e

− λ
μRkP . (4)

– Θl1,l2,...,lK is defined as

Θl1,l2,...,lK=
[(

PλR1P
l1 + (1 − PλR1P

)(1 − l1)
)(

PλR2P
l2 + (1 − PλR2P

)(1 − l2)
)

... ×
(
PλRK P

lK + (1 − PλRK P
)(1 − lK)

)]
.

(5)

The average BER between nodes i and j for M -QAM in case of a Rayleigh
fading channel can be estimated as

BERij ≈
∞∫

0

cMi
Q

(√
2d2Mi

γiD

) 1
γ̄ij

e
γij
γ̄ij dγij =

1
2
cMi

(

1 −
√

d2Mi
γ̄ij

1 + d2Mi
γ̄ij

)

. (6)

Assuming symbol errors occur independently in the N-bit packet, PER is
then given by

PERSRi
= 1 − (1 − SERSRi

)
N

log2 MS

≈ 1 −
(

1 − 1
2
cMS

log2(MS)

(

1 −
√

d2MS
γ̄SRi

1 + d2MS
γ̄SRi

)) N
log2 MS

,
(7)

where for Gray-coded constellations SER≈ (log2 MS)BER[10]. BERcomp for
a certain set of relays is given by [9, Eq. 19]. Therefore, by substituting (4), (5),
(6), (7), and [9, Eqs. 19] in (3), we get a closed form expression for the average
BER in case of fixed power underlay relay selection given by (8) in the next page,
where HM{.} is the harmonic mean; the set is defined as S = {ρiγ̄RiD}, Sx =
{γ̄SDρ−1

i , γ̄RjDβ−1
ij }, j �= i, i, j = 1, 2, ...,K, Pk,y(S) is the y-th element of the

k-element power set of S, and Pk,y(Sx) is the y-th element of the k-element power

set of Sx. The following function was used I(a, b, c) =
∫ ∞
0

aQ
(√

2bt
)

1
c e− t

c dt =

a
2

(
1 −

√
bc

1+bc

)
.
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BER =

K∏
k=1

⎡
⎢⎢⎣1 −

⎛
⎝1 − 1

2
cMS

log2(MS)

⎛
⎝1 −

√√√√ d2
MS
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MS
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⎞
⎠

N
log2 MS

⎤
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+
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2
cMS

log2(MS)
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√√√√ d2
MS
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⎞
⎠

N
log2 MS
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×
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⎛
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⎝1 − 1

2
cMS

log2(MS)
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√√√√ d2
MS
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MS
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⎞
⎠
⎞
⎠

N
log2 MS

⎞
⎟⎟⎠

×

⎛
⎜⎜⎝

∏
ei∈Pr,m(Sall)

(
1 − e

− λ
μRei

P
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(

cMS
, d

2
MS

, γ̄SD

)
+

K∑
k=1

(
K
k

)
∑
y=1

(−1)
k

× I

(
cMS

γ̄SD

, d
M2

S
,

k + 1

HM{γ̄SD, Pk,y(S)}
)(

k + 1

HM{γ̄SD, Pk,y(S)}
)

+

K∑
i=1

⎡
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(
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, d
2
MRi

, γ̄RiD

)
+

K∑
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(
K
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)
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(−1)
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(
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γ̄RiD
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k + 1
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)

(
k + 1

HM{γ̄RiD, Pk,y(Sx)}
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+

∏
ei∈Pr,m(Sall)

e
− λ

μRei
P

⎛
⎝ 1

2
cMS

⎛
⎝1 −

√√√√ d2
MS

γ̄SD

1 + d2
MS

γ̄SD

⎞
⎠
⎞
⎠

+
∑

l1,l2,...,lK∈{0,1}
l1l2...lK �=1

(1−l1)(1−l2)...(1−lK )�=1

[(
PλR1P

l1 + (1 − PλR1P
)(1 − l1)

)(
PλR2P

l2 + (1 − PλR2P
)(1 − l2)

)

× ...
(

PλRK P
lK + (1 − PλRK P

)(1 − lK)
)]

BERcomp{i,∀li=1} )] .

(8)

As an example, the average BER in the case of two relays for the fixed power
underlay selection algorithm is given by,

BER=PERSR1PERSR2BERSD+(1 − PERSR1)PERSR2

×
(
PλR1P

BERcomp{1} + (1 − PλR1P
)BERSD

)
+ (1 − PERSR2)PERSR1

×
(
PλR2P

BERcomp{2} + (1 − PλR2P
)BERSD

)
+ (1 − PERSR1)(1 − PERSR2)

×
(
PλR1P

PλR2P
BERcomp{1,2} + (1 − PλR1P

)(1 − PλR2P
)BERSD

+ PλR1P
(1 − PλR2P

)BERcomp{1} + PλR2P
(1 − PλR1P

)BERcomp{2}
)
. (9)
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Fig. 2. BER performance of fixed power underlay relay selection algorithm for two
relay setting, where γ̄SR1 = γ̄ +10, γ̄SR2 = γ̄ +10, γ̄SD = γ̄ −10, γ̄R1D = γ̄, γ̄R2D = γ̄,
λ = 10, α = 0.7 and N = 264 bits.

Fig. 3. BER performance of Interference Outage-based selection algorithm for two
relay setting, where γ̄SR1 = γ̄ +10, γ̄SR2 = γ̄ +10, γ̄SD = γ̄ −10, γ̄R1D = γ̄, γ̄R2D = γ̄,
λ = 10, α = 0.7, ε = 0.05 and N = 264 bits.

2.2 Interference Outage Based Selection

In the fixed power underlay relay selection explained in section II.A, in order to
uphold an acceptable interference at the primary user P, the knowledge of the
interference channels is needed at the relays. The interference channel knowledge
helps in determining which relays satisfy the interference constraint to include
them in DS∗. However, this may sometimes be difficult to achieve and cost a
lot of feedback. Therefore, to avoid the need for having the interference channel
knowledge at the relays and the feedback it requires, we suggest the interference
outage based selection scheme. In this scheme, we adjust the transmission power
each relay in DS to be P ∗

RkD so that, on the average, the interference generated
by the relays on the primary user P is below a certain threshold with a tolerated
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error ε [11]. Consequently, the interference constraint at the primary user P is
given by {

Pr(IRkP > λ) ≤ ε

P ∗
RkD ≤ PRkD

(10)

where k = 1, 2, ...,K. Hence, the SNR of the Rk − D link becomes

γ∗
RkD = min

(
λN0

α ln(1ε )
, PRkD

)
|hRkD|2

N0
= min(x, y) (11)

Therefore, the instantaneous BER given in this case is the same as the one
defined in (2) but by replacing γRiD with γ∗

RiD
and DS∗ with DS. Afterwards,

in the second time slot, the same BER-based selection, explained in section II.A,
is applied to the decoding set DS after adjusting the transmission power of the
relays. From (11), it is obvious that the SNR of each relay to the destination

becomes the minimum of two exponential rv’s x and y, where x ∼ exp
( λ

α ln(1ε )

)

and y ∼ exp(γ̄RkD). From [12], we find that the minimum of two exponential
rv’s is also an exponential rv with a mean equal to the harmonic mean of the
means of the two rv’s. Consequently,

γ∗
RiD ∼ exp(γ̄∗

RiD), i ∈ DS, (12)

where γ̄∗
RiD

= 1

1
γ̄RiD

+
α ln( 1

ε
)

λ

Therefore, the average BER expression for this

selection scheme is the same as [9, Eqs. 20] but we replace each relay to
destination SNR mean γ̄RiD with the new mean γ̄∗

RiD
.

3 Asymptotic Performance Analysis

In this section, we derive an asymptotic BER expression for the fixed power
underlay relay selection scheme that is accurate at high SNR values (i.e. as the
SNR goes to infinity) for the sake of having more information about the system’s
performance.

In order to simplify the derived expression, we assume that all relays decode
the received packet correctly. Consequently, the BER in (3) is modified to be

BER =

K∏

k=1

PλRkP BERcompDS +

K∏

k=1

(1 − PλRkP )BERSD

+
∑

l1,l2,...,lK∈{0,1}
l1l2...lK �=1

(1−l1)(1−l2)...(1−lK) �=1

Θl1,l2,...,lKBERcomp{i,∀li=1}, (13)

where the asymptotic approximations for BERSD and BERcompDS are found
in [13] and [9], respectively when the average SNRs are expressed as γ̄SD =
σ2

SDSNR and γ̄RD = σ2
RDSNR:

BERSD
SNR→∞≈ cMS

4d2MS
σ2

SDSNR
(14)
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Fig. 4. BER performance of fixed power underlay relay selection algorithm for two relay
setting with different interference thresholds, where γ̄SR1 = γ̄ + 10, γ̄SR2 = γ̄ + 10,
γ̄SD = γ̄ − 10, γ̄R1D = γ̄, γ̄R2D = γ̄, α = 0.7 and N = 264 bits.

Fig. 5. BER performance of Interference Outage-based selection algorithm for two
relay setting with different tolerable errors, where γ̄SR1 = γ̄ + 10, γ̄SR2 = γ̄ + 10,
γ̄SD = γ̄ − 10, γ̄R1D = γ̄, γ̄R2D = γ̄, λ = 10, α = 0.7 and N = 264 bits.

BERcompDS
SNR→∞=

[[
K∏

i=1

ρ−1
i

σ2
RiD

]
cMS

Γ (K + 1.5)

2
√

πσ2
SD (1 + K)

(
d2MS

)K+1

+
K∑

i=1

ρicMi
Γ (K + 1.5)

2
√

πσ2
SDσ2

RiD
(1 + K)

(
d2Mi

)K+1
×

⎡

⎢
⎣

K∏

j=1
j �=i

βij

σ2
RjD

⎤

⎥
⎦

⎤

⎥
⎦

1
SNRK+1

. (15)

As for the expressions in the approximated BER equation, such as PλRkP
,

(1 − PλRkP
), and Θl1,l2,...,lK , they can approximated to be
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PλRkP

SNR→∞= Pr(IRkP < λ) = 1 − e
− λ

σRkP SNR→∞= 1 − e− λ
αSNR

SNR→∞= 1 −
(

1 − λ

αSNR

)

=
λ

αSNR

1 − PλRkP

SNR→∞= 1 − λ

αSNR
≈ 1 (16)

Θl1,l2,...,lK =
[(

PλR1P l1 + (1 − l1)
)(

PλR2P l2 + (1 − l2)
)
...
(
PλRK P lK + (1 − lK)

)]
.

(17)
by substituting with (14), (15), (16), (16), and (17) in (13), we get an asymptotic

expression for the average BER in case of fixed power underlay relay selection given
by (19) in the next page.

For instance, in case of two relays, the asymptotic approximation is given by (20)
given in the next page.

4 Simulation Results

In this section, Monte-Carlo simulation is used to investigate the performance of
selective DF relaying in an underlay cognitive setting with different modulation levels.

Fig.2 and Fig.3 show the BER simulation results for the fixed power underlay
relay selection and the interference outage-based selection schemes in the two relay
setting, respectively. By comparing the BER curves of both schemes, it is obvious
that the performance of the interference outage-based selection scheme is relatively
better than the fixed power underlay relay selection scheme for the same interference
threshold. This is expected because in the interference outage-based selection, we allow
the interference from the relays to surpass the interference threshold with a defined
tolerable error. On the other hand, in the the fixed power underlay relay selection,
interference from the relays on the primary user above the interference threshold is
intolerable. Hence, there is a trade off between the BER performance of the secondary
network and the interference generated on the primary user. As shown from both

Fig. 6. Asymptotic BER performance of fixed power underlay relay selection algorithm
for two relay setting, where γ̄SR1 = γ̄ + 10, γ̄SR2 = γ̄ + 10, γ̄SD = γ̄ − 10, γ̄R1D = γ̄,
γ̄R2D = γ̄, λ = 10, α = 0.7 and N = 264 bits.
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BER
SNR→∞

=

(
λ

αSNR

)K SNR→∞
BER compDS +

cMS

4d2
MS

σ2
SDSNR

+
∑

l1,l2,...,lK∈{0,1}
l1l2...lK �=1

(1−l1)(1−l2)...(1−lK) �=1

[(
PλR1P l1 + (1 − l1)

)
×
(
PλR2P l2 + (1 − l2)

)
...

×
(
PλRK P lK + (1 − lK)

)]SNR→∞
BER comp{i,∀li=1}.

(19)

BER
SNR→∞

=
1

16σ2
R1Dσ2

R2Dσ2
SDd2

MR1
d2

MR2
d2

MS

[
40λ2 (cMS + cM1 + cM2)

3α2SNR3

+3 (cMS + cM1) σ2
R2Dd2

MR2
+ 3 (cMS + cM2) σ2

R1Dd2
MR1

] 1

SNR2 +
cMS

4σ2
SDd2

MS
SNR

(20)

figures, the derived theoretical results are in complete agreement with the simulation
results.

It is worthy to mention that at low and medium SNR’s, the interference at the
primary receiver is relatively low. This means that more relays satisfy the interference
constraint enabling selection between multiple signals and providing improved BER.
Whereas at high SNR’s, high interference is generated at the primary receiver causing
the number of relays satisfying the interference constraint to decrease and therefore,
the signal is received directly from the source giving a higher BER. This is clear from
the bottom two curves in Fig.2 and the bottom most curve in Fig.4 where the curve
drops at low and medium SNR’s and goes back up again at high SNR’s.

In Fig.4, we demonstrate the BER performance of the fixed power-based algorithm
under different interference thresholds (i.e. different values of λ). As it is obvious,
the higher the interference threshold, the better the BER performance. This can be
explained by noting that when the interference threshold is high, the probability
of finding a relay that satisfies the interference constraint is high allowing selection
between different signals and hence, the better the BER. On the contrary, for a low
interference threshold, the probability of finding relays that satisfy the interference
constraint becomes lower to the limit that no relays satisfy the interference constraint
and hence, the signal is received from the source only.

In Fig.5, we plot the performance of the interference outage based selection
algorithm under different tolerable error values (i.e. different values of ε). As it is
evident from Fig.5, the higher the value of the tolerable error, the more interference
we allow from the relays on the primary user and consequently, the better the BER
performance of the secondary network.

In Fig.6, the asymptotic BER expression is shown for two relays. We verify that
the derived asymptotic BER equation is accurate at high SNRs.

5 Conclusion

This paper proposes two relay selection schemes in an underlay cognitive setting. In
both selection algorithms, the destination chooses the best link from a set of candidate
links. The links are assumed to have different modulation levels. The first selection
scheme depends on the interference channel knowledge at the relays to rule out the
relays that violate the interference constraint at the primary user. In the second
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selection algorithm, the relays do not need the knowledge of the interference channel
provided that they adjust their transmission power to keep the interference at the
primary user less than a certain threshold with a certain tolerable error. Closed form
expressions of the average BER is derived for both selection schemes. The Monte-Carlo
based simulations validate the derived theoretical expressions.
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Abstract. We consider a cognitive radio network where the pri-
mary user (PU) supports applications with multiple quality of service
(QoS) requirements via orthogonal frequency division multiple access
(OFDMA). To let the secondary users (SUs) be aware of PU’s QoS level,
and hence provide PU with sufficient protection, we propose a spectrum-
sculpting-aided PU-claiming scheme that does not demand strict PU-
SU synchronization. Specifically, the PU deliberately inserts one zero-
subcarrier into its subcarriers, the position of which represents the QoS
requirement of the PU. Through a two-step sensing procedure, each SU
then can estimate the QoS requirement and adjust its sensing or access-
ing strategies accordingly. Simulation results exhibit the advantages of
the proposed scheme, in terms of both weighted received interference
(WRI) and SU’s throughput1.

Keywords: Spectrum sculpting · Cognitive radio · Multi-QoS ·
OFDM · PU-claiming

1 Introduction

The explosive increase of wireless devices and services in recent years will poten-
tially lead to a scarcity in spectrum resource. On the other hand, as reported by
FCC, the conventional fixed spectrum allocation policy results in a heavy spec-
trum underutilization, which exacerbates the shortage of spectrum resource. In
order to handle this issue, the concept of cognitive radio (CR), which gives sec-
ondary users (SUs) the ability to probe and access specific spectrum bands when
they are not occupied by primary users (PUs), has been proposed and studied
intensively [1].

Previously, most works on spectrum sensing and accessing mainly assume
that PU only has one quality-of-service (QoS) level, hence the SU usually has
a constant configuration in terms of detection probability or power constraints.
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However, multi-QoS system is also an important scenario, especially when some
modern wireless communication systems (e.g. LTE or WiMAX [2]) which have
large amount subscribed users are considered as PU. In this paper we consider a
more complex primary network which will have applications with different QoS
requirement levels, and these distinct applications will be dynamically served
in PU’s allocated bands. Under such condition, the constant constraints for SU
may be not satisfactory. For instance, for some delay-sensitive or real-time appli-
cations, even small interference caused by SU brings enormous economic cost,
while many data-service applications such as email and downloading can tol-
erate more interference. Thus in multi-QoS systems, the sensing strategies of
SU should be adaptive according to PU’s QoS requirements to provide a bet-
ter protection for PU, and potentially, increase its own throughput. Enabling
information sharing between PU and SU (we call this PU-claiming) may be an
effective way to realize such an adaptation. However, as primary network and
secondary network are usually heterogeneous, and also because PU’s signal is
usually weak at SUs, such PU-claiming may be hard to realize. Conventionally,
some researches assume that PU can periodically broadcast beacon-frames to
SUs to deliver some important information to SUs (as mentioned in [3], [4] and
[5]). However, such beacon-based PU-claiming scheme faces three practical road-
blocks: the conundrum of strict synchronization between PU and SU; sometimes,
PU’s weak signal power at SU and the considerable resource squander of PU.

To address these problems, in this paper we propose a spectrum-sculpting-
aided PU-claiming scheme for orthogonal frequency division multiple access
(OFDMA) systems. Specifically, inspired by spectrum notching [6], which has been
intensively discussed in NC-OFDM (non-continuous OFDM) systems for inter-
ference controlling, we require the PU to deliberately insert one zero-subcarrier
(named as spectrum valley) into its subcarriers of each service. The position of the
spectrum valley is used to represent the QoS requirement. When each SU conducts
a two-step spectrum sensing and attains such information, it can adjust its sensing
parameters accordingly to provide corresponding protection to the PU. Since the
QoS requirements of PU’s applications are inherently attached in the spectrum
structure and can be changed dynamically, a strict synchronization between PU
and SUs is not necessary (i.e. SU can attain such information no matter when it
intends to conduct spectrum sensing). Through mathematical analysis and numer-
ical simulations, we show that the proposed scheme brings a significant perfor-
mance improvement in terms of weighted received interference (WRI) over the
conventional scheme proposed in[7]. And from SU’s perspective, SUs with PU-
claiming can also have potential to gain a higher throughput even through PU
may possibly have some extremely interference-sensitive applications.

2 System Description

2.1 System Model

We consider a CR-OFDMA system with one centralized primary network (e.g.,
LTE systems). The PU’s base station (BS) uses NB frequency channels tosupport
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diverse services, such as voice, data traffic and real-time applications, to its sub-
scribed users. Fig.1-A illustrates a typical frequency-domain structure of LTE
signal. The entire band of Nf adjacent subcarriers is divided into NB channels,
each containing L′

d subcarriers. Several unused subcarriers, termed virtual car-
rier (VC), locate at the edges of the band to avoid energy leakage. The PU’s
transmitting signal is expressed as

si(t)=
1

Nf

Nf −1∑

n=0

Si(n)G(n)e
j2πnt

Nf , t ∈{0, · · · , Nf − 1}, (1)

where Nf is the symbol size, and Si(n) is the frequency-domain transmitted
signal at the nth subcarrier in the ith symbol. G(n), called transmitted kernel
function, represents the spectrum structure of OFDM signal, is set to be 1 if the
nth subcarrier is occupied by a PU application, and be 0 otherwise. To simplify
analysis, the processes of adding cyclic prefix and windowing are not considered,
because they have no influence on the frequency-domain structure of PU’s signal.

Fig. 1. Spectrum sculpting of PU’s transmitted OFDM signal

An SU locating in the vicinity of PU is allowed to conduct spectrum sensing
and opportunistically access the channels that are not occupied by PU. Con-
strained by sampling rate, each SU can perform sensing on only one channel at
a time instant. Due to SU’s imperfect spectrum sensing, PU will inevitably be
interfered if any SU mistakenly treats an occupied channel as unused. Clearly,
applications with higher QoS requirements are more sensitive to such interfer-
ence, i.e., they have higher cost compared to applications with lower QoS require-
ments when suffered by interference. Similar to the priority table defined in [2],
we can use an integer variable k ∈ {1, 2, · · · ,K} to classify those applications
and represent the QoS requirement level of current application (k = K denotes
the most sensitive application).

2.2 Performance Metrics

The performance of the CR system can be considered from two perspectives.
From PU’s viewpoint, we use WRI (W), i.e. the weighted received interference,
to evaluate the impact of SUs’ interference on the PU network. The WRI is
defined as follows and can be used to indicate the performance cost or economical
cost sacrificed by the PU for permitting SUs’ access:
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W =
K∑

k=1

ωk · Ik · Mk, (2)

where Ik denotes the interference intensity experienced by the level-k applica-
tions and ωk is the associated weighting factor. Mk can be considered as the
level-k application’s cumulative operating time in the observation duration (or
the probability that a level-k application may be served). Note that the value
of ωk mainly depends on the customers’ requirement, which can be attained
by the telecom operators via long term observing, so as the Mk. Then the SU
can buy these message from the telecom operators or just learn from its his-
tory observations. Depending on the objective, there are different ways to define
Ik. For instance, one can use SU’s miss detection probability or the average
interference power seen by the PU to serve as Ik. Generally speaking, as those
applications with higher QoS requirement are usually more sensitive to SU’s
interference, hence the corresponding ωk will be larger comparing with that of
low level applications. Then W can be used to assess the performance of sec-
ondary access strategies in CR networks: the approaches applied by SU that
lead to a smaller value of W potentially provides PU with more protection. On
the other hand, we can compare the system performance from SU’s perspective:
satisfying PU’s protection requirements level, the strategies lead to a higher
throughput of SU are better. To initially show the advantages of the proposed
spectrum-sculpting-aided PU-claiming scheme, in Section 5 we simply set ωk as
a linear function of k and set Ik as the statistical times of SUs’ disturbance
toward the PU.

3 Spectrum-Sculpting-Aided PU-claiming

As stricter protection is required by those higher-level applications while more
access opportunities embed in the spectrum which serving lower-level applica-
tions, a simple way to enhance the system performance is to feed the information
regarding k to SU. Armed with such knowledge, the SU can adapt its sensing
and accessing strategies accordingly.

3.1 PU’s Spectrum Sculpting

To establish PU-claiming more efficiently, we consider moving a VC into each
channel. In other words, in the PU’s signal structure, each channel now contains
Ld = L′

d + 1 data subcarriers and one of them is a zero-subcarrier (termed spec-
trum valley). The potential locations of the spectrum valley are selected in such
a way that each position can be mapped to a QoS requirement level. Without
loss of generality, we assume that the first K subcarriers (assume K ≤ Ld) in
each channel are used to place the spectrum valley. Let h̄ ∈ {1, · · · ,K} denote
the position index of the spectrum valley in the signal of current application.
The frequency-domain signal structure when h̄ = 4 is illustrated in Fig. 1-B. It
should be noted that moving VC into the channels results in a slight reduction
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Fig. 2. Spectrum sculpting on one channel of OFDMA signal.

of the width of VC. Nevertheless, we observe that in many OFDMA systems the
VC’s width is not fixed but selected within a certain range (i.e. 159-183 in [8]
when Nf = 1024). Fig.2 illustrates how PU sculpt its spectrum to make a spec-
trum valley. We can see the width of VC in the right side is shrunk by spectrum
sculpting. Nevertheless, due to the sharp out-band decrease of one subcarrier’s
power spectral density, the power at the edge of this band (after sculpting) is still
less than −18dB, which is almost the same comparing with the energy leakage
before spectrum sculpting. In addition, some time-domain windowing techniques
can effectively restrain the leakage of side-lobe [9]. And in practice, there should
not always be signals transmitting in its adjacent channel. Hence the resulting
energy leakage brought by the smaller VC should not be noticeable.

3.2 SU’s Two-step Spectrum Sensing

Regarding SU, akin to [4], we also formulate SU’s behavior by two kinds of
frames: transmitting frame with the duration Tt and sleeping frame with the
duration Ts. SU will conduct a two-step spectrum sensing to detect target chan-
nel’s condition. And attain the value of k which is embedded to PU’s signal
structure. Particularly, the SU first applies an energy detection algorithm to
determine whether this channel is occupied by the PU. Note that SU will store
the data samples used for first step sensing in a samples queue (can contain
totally NQ transmitting frames) as long as the result of first-step detection is
yes. Knowing the presence of PU, the SU will then detect the spectrum valley’s
position by searching for the subcarrier with the smallest energy among the
first K subcarriers of the channel. Generally speaking, as the switches of PU’s
application level is far slower than the switches of PU’s presence/absence status
[10], the samples queue can easily store enough data samples for the second-step
sensing. Since the result of this step indicates the QoS requirement level of the
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service currently operating in this channel, the SU adjusts its sensing parame-
ters accordingly for the next sensing to reduce the WRI. After this, SU will step
into sleeping process. Otherwise, if the detection in the first step shows that
the channel is unused, the SU steps into transmitting process. To conduct the
two-step spectrum sensing, the SU firstly sample the analog signals using a sam-
pling frequency fs, then separates data samples using an Ld-point fast Fourier
transform (FFT) block. The mth output of the FFT block is:

Ym(i) =
Ld−1∑

n=0

yi[n] · e
−j 2πmn

Ld m ∈ {1, · · · , Ld}, (3)

where yi[n] is the sampled discrete signal in time-domain, and i is the index of
OFDM symbol (without considering CP). Specifically, when PU is active:

Ym(i) =
Ld−1∑

t=0

(
Ld−1∑

l=0

(h(l)si(t − l)) + v(t))e−j 2πmt
Ld . (4)

Hence we can divide the mth output of FFT block as follows:

Ym(i) = V (n) CASE − I
Ym(i) = H(m)Si(m) + V (n) CASE − II, (5)

where H(m), Si(m) and V (n) are frequency-domain form of channel response,
signal and noise. We assume a frequency-flat channel, i.e. H(m) = H to make a
initial analysis. The influence of fading channel will be left for future. In equation
(5), the CASE-I represents the scenario that H = 0 (PU not active in practice),
or H = 1 and G(m) = 0 (PU is active and the mth subcarrier is spectrum valley
or VC). And the CASE-II represents that H = 1 and G(m) = 1 (PU is active
and the mth subcarrier is data carrier). Let τ be the sensing time and Nr be the
number of data samples used for the first-step sensing in one frame (Nr = τfs),
the mth subcarrier’s energy can be expressed as:

T (m) =
Ld

Nr

� Nr
Ld

�
∑

i=1

|Ym(i)|2. (6)

Assume E[|V (t)|2]=σ2
v , E[|Si(m)|2]=σ2

s and let ρ=σ2
s

σ2
v

represent the trans-
mitting signal-to-noise ratio. Using the central limit theorem (CLT), the energy
T (m) in CASE-I and CASE-II can be approximated by Gaussian variables.
Specifically, in CASE-I, T (m) ∼ N (μ0, σ

2
0), where μ0=σ2

v and σ2
0=

Ld

Nr
σ4

v while in
CASE-II, T (m) ∼ N (μ1, σ

2
1) where μ1=(1 + H2ρ)σ2

v and σ2
1=

Ld

Nr
(1 + H2ρ)2σ4

v .
Use variable Ĥ to represent the SU’s detection decision. The probability

that the SU correctly detects the existence of the PU when it is active (i.e. the
detection probability) is expressed as Pd := Pr{Ĥ = 1|H = 1}. Similarly, the false
alarm probability is Pf := Pr{Ĥ = 1|H = 0}. Different from the conventional
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energy detection algorithm that calculates sum energy in the time domain, we
apply an energy detector at each SU using energy accumulated from all the
subcarriers of current channel, i.e.,

λ :=
1
Ld

Ld∑

m=1

T (m) − εk (7)

where εk is the decision threshold knowing the level of current application is k.
λ > 0 claims Ĥ = 1 and λ < 0 claims Ĥ = 0. Thanks to Parseval theorem,
this frequency-domain detector leads to the same result as conventional time-
domain energy detector, because this energy detector collects the energy of all the
outputs (including VC and spectrum valley). Again, using CLT we can see that
λ|H=1 ∼ N(μ̄1, σ̄

2
1), where μ̄1 = μ1 and σ̄2

1 = σ2
1

Ld
. Similarly, λ|H=0 ∼ N(μ̄0, σ̄

2
0),

where μ̄0 = μ0 and σ̄2
0 = σ2

0
Ld

. Given Pd, after some mathematical manipulations,
we can express Pf , which mainly influences SU’s throughput, as:

Pf = Q
(

σ̄1

σ̄0
Q−1(P̄d) +

μ̄1 − μ̄0

σ̄0

)

. (8)

where Q-function Q(·) is complementary cumulative distribution function of
standard Gaussian distribution Q(x) = 1√

2π

∫ ∞
x

e− t2
2 dt.

If the above process shows the channel is currently occupied, the SU starts
detecting the position of the spectrum valley, h̄, by comparing the energy values
of different subcarriers and choosing the one with the smallest energy. Using Ps

to represent the probability that the SU correctly locates the spectrum valley,
given that it successfully detects the existence of PU in the first step, we can
have:

Ps = Pr{ĥ = k|h̄ = k}
= Pr{T̃ (k) < T̃ (m), m ∈ [1, k],m �= k}.

(9)

As the second-step sensing uses the samples stored in samples queue,
which contains the samples of NQ frames. Using CLT, we can obtain T̃I :=
T̃ (m)|CASE−I ∼ N (μ̃0, σ̃

2
0) and T̃II := T̃ (m)|CASE−II ∼ N (μ̃1, σ̃

2
1). The expec-

tation and variance of these two cases are: μ̃0=σ2
v , σ̃2

0=
Ld

NQNr
σ4

v , μ̃1=(1+H2ρ)σ2
v

and σ̃2
1=

Ld

NQNr
(1 + H2ρ)2σ4

v . Given the probability distribution function (PDF)

of T̃ (m) under both CASE-I and CASE-II, the equation (9) can be calculated
by multiple integral. Specifically, we use {x1, x2, . . . , xK} to represent these K
random variables. Without loosing generality, we assume x1 and T̃I have iden-
tical distribution and xm (m = 2, 3, . . . , K) has identical distribution with T̃II .
The joint probability distribution function of these K random variables can be
expressed by:fT (x1, . . . , xK). Following the assumption that random variables
xm, m = 2, 3, . . . ,K} are identically independently distributed (i.i.d), applying
the distribution of T̃I and T̃II , we can have:

fT (x1, . . . , xK) =
1

(2πσ̃2
0)

1
2
e
− (x1−μ̃0)2

2σ̃2
0 ·

Q−1∏

i=2

1
(2πσ̃2

1)K−1
e
−∑K−1

i=2
(xi−μ̃1)2

2σ̃2
1 . (10)
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Fig. 3. Probability of successfully location the spectrum valley.

Then Ps can be expressed as:

Ps =
∫

IRT
fT (x1, . . . , xK)dx1dx2 . . . dxK , (11)

where IRT is the field of integration in which {x1 < xm, m = 2, 3, . . . ,K]} will
hold (i.e. IRT =

⋂K
m=2{x1 < xm}). Hence the equation (11) can be decomposed

as:
Ps =

∫ ∞

−∞

∫ ∞

a

· · ·
∫ ∞

a

fT (x1, . . . , xK)dxK . . . dx2dx1. (12)

Finally, substituting equation (10) and Q-function to equation (12), the Ps

can be estimated as:

Ps =
∫ ∞

−∞

1√
2πσ̃0

e
− (a−μ̃0)2

2σ̃2
0 QK−1

(
a − μ̃1

σ̃1

)

da. (13)

Additionally, the probability that the SU wrongly claims the spectrum valley’s
position as ĥ = l (when in practice, h̄ = k) is represented by Pe := Pr{ĥ = l, l �=
k|h̄ = k} = 1−Ps

K−1 , because the energy of all the data subcarriers’ are identically
independently distributed (i.i.d). Fig.3 illustrates the simulation results and math-
ematical approach of analyzing the probability of successfully locating the spec-
trum valley (Nf=64 and 20000 data samples are used). From Fig.3, we can see the
simulation results fit the estimation well, and the value of Ps converges to one when
SNR is large while it converges to 1

K when SNR is low. In other words, Ps will be
always no less than Pe, and the worst case is that SU randomly selects a position
from the Ld potential subcarriers. Considering the influence of fading on our pro-
posed scheme, we simulated the signal experienced three different Rayleigh fading
channels. Specifically, the channel named Rayleigh 1 has 6 taps ([0 -8 -17 -27 -25
-31]dB), and the delay of these factor is [0 4 8 12 16 20]; Rayleigh 2 has same taps



Spectrum-Sculpting-Aided PU-Claiming 303

with Rayleigh 1, but the delay factor changes to [0 1 2 3 4 5]; Rayleigh 3 only has 4
taps ([0 -8 -17 -27]dB) and the delay vector is [0 4 8 12]. Comparing Rayleigh 1 and
2, we can see the larger the delay factor is, the worse the Ps is, which coincides with
our intuition that larger time-domain spread will harm the detection performance
more. Comparing Rayleigh 1 and 3, we find that the performance does not change
so much. That is because the first 4 taps of Rayleigh 3 and 1 are the same. The
gap between Ps under AWGN and Rayleigh 1 channel ranges from zero to approx-
imately 4dB, and larger gap exists when SNR is small.

3.3 Weakness Discussion

Comparing with conventional beacon based PU-claiming schemes, the proposed
method can skillfully solve some conundrums such as synchronization, high
dynamic and low received power. However, this scheme inherently has its short
comings. First, the specific squander and sacrifice of PU is hard to qualified.
Because moving one VC will keep the spectrum efficiency of the PU in target
channel constant, however, the shrunk VC will cause interference to adjacent
channels. Second, this scheme need to be optimized to compete with more seri-
ous fading scenarios. Which will be left for our future work.

4 Performance Analysis

Knowing the position of the spectrum valley, the SU is able to attain the level
of current application, and thus the knowledge of ωk and Īk (here we use Īk to
represent the requirement of PU’s level-k application) from a pre-defined table
in standards or protocols. Then, SU can adjust its sensing and transmission
strategies accordingly to avoid causing a large W and improve its throughput
under PU’s constraints. Assume Ik is the interference probability observed at
PU, then SU must set appropriate P k

d to ensure Ik ≤ Īk. On the other hand,
as the interference intensity is defined as SU’s miss detection probability in this
paper, the relationship between P k

d and Ik can be expressed as follows:

1 − Ik = PsP
k
d + Pe

K∑

l=1,l �=k

P l
d, (14)

which means that the interference caused by the SU applying our scheme to the
level-k application can be divided into K sub-conditions: one is the SU correctly
detect the level-k application being served while another K − 1 are the scenario
that SU wrongly claims a level-l application as level-k.

In this paper, three different kinds of SUs are considered: 1) no PU-claiming
(NC): SU does not know PU’s QoS level and choose a constant Pd for all appli-
cations; 2) our spectrum-sculpting-aided PU-claiming (SC) and 3) genie-aided
PU-claiming (GC): SU perfectly knows PU’s exact QoS level, which can be con-
sidered as the extreme scenario for SC that Ps → 1. Note that NC-SU and
GC-SU will just have Ik = 1 − P k

d .
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Table 1. Performance of 3 WRI with 50000 sec. observation.

WRI Comparison (%)
SC GC NC Mth. GC/NC SC/GC

A 66.413 62.578 86.665 65.667 72.22 106.1

B 54.404 51.193 73.008 53.208 70.12 106.2

C 29.665 28.056 40.807 29.254 68.75 105.7

Firstly, we will observe the system performance from PU’s perspective, i.e.
the value of weighted received interference defined in equation (2). To calculate
Ik, we observe one channel for a duration Tc (assumed to be sufficiently large),
within which only one type of application is served. The probability that PU
occupies the channel is denoted by P1 = Pr{H = 1}. Use D01 and D11 to
represent the numbers of times that the events {Ĥ = 0|H = 1} and {Ĥ = 1|H =
1} occur within the duration Tc, respectively. We have:

D11
D01+D11

= P k
d

TtD01 + TsD11 = TcP1.
(15)

When PU is active, SU’s miss detection causes interference. Using the above
relations, Ik can be expressed as:

Ik :=
D01

Tc
=

(1 − P k
d )P1

Tt(1 − P k
d ) + TsP k

d

. (16)

Secondly, from SU’s perspective, we can assume PU is strict and requires all
the level of its applications should be well protected, i.e., SU must ensure Ik ≤
Īk, ∀k. Under such condition, NC-SU have to choose Pd = 1−min(Īk), ∀k, and
SC-SU must apply equation (14) to PU’s constraints to calculate the according
P k

d . Then, similar with the process of analyzing SU’s interference, we use D00

and D10 to represent the numbers of times that the events {Ĥ = 0|H = 0} and
{Ĥ = 1|H = 0} occur within the duration Tc, respectively:

D10
D00+D10

= P k
f

TtD00 + TsD10 = Tc(1 − P1),
(17)

where P k
f is calculated by applying P k

d to equation (8). Then, using R0 to rep-
resent SU’s data rate and by solving the equation set (17), the SU’s throughput
can be expressed as:

C =
K∑

k=1

Mk

(D00(Tt − τ)R0

TcTt

)
=

(Tt − τ)R0

Tt

K∑

k=1

Mk

(1 − P1)(1 − P k
f )

Tt(1 − P k
f ) + TsP k

f

. (18)

5 Simulations and Comparisons

In this section, numerical simulations are conducted to evaluate the enhancement
of our proposed scheme from both PU’s perspective (compare WRI) and SU’s
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perspective (compare throughput). We employ Monte-Carlo simulations, which
observe one SU’s access behavior in a centralized PU network for 50000 seconds.
We set Nf=1024, K=10, L′

d=48, NB=30, fs=20MHz, τ=2ms, SNR=-12.5dB,
Tt=200ms, Mk|∀k= 1

K and P1=0.5.
Firstly, we compare the value of W when all SUs throughput are equal. To

calculate the WRI, we consider a simple example that the detection probability
at SU is a linear function of k, i.e., Īk = 1.99

9 − 0.19
9 k which results in Ī1=0.2 and

Ī10=0.01. In addition, simply let ωk = k.
Table 1 compares the WRI of the simulation results of the three schemes and

SC-SU’s mathematical estimation based on (16). Three different sleeping frame
lengths are considered: A (Ts=10ms), B (Ts=20ms), and C (Ts=40ms). Intu-
itively, SU with larger Ts conducts spectrum sensing more infrequently, and thus
has less chances to interfere the PU. From the first four columns, we can see that
W reduces by increasing Ts in each scheme. The column “GC/NC” shows the
improvement of W when PU-claiming introduced to the system, while “SC/GC”
shows the gap between actual condition and ideal condition. Clearly, the esti-
mation error of the spectrum valley’s position does not significantly reduce the
performance of the proposed PU-claiming scheme. Fig.4 depicts the Ik of five
different types of applications with k=1, 3, 5, 7, 9 when Ts=40ms. We assume
that in the NC scheme the SU conducts spectrum sensing with a fixed detection
probability since it does not know the PU’s QoS requirement. Hence in different
applications, it introduces interference to the PU with a stable frequency. From
the figure we can see that using PU-claiming, the frequency that SU introduces
interference to PU depends on the QoS requirement level. By this means, the
protection provided to PU and the opportunities provided for SU can be much
better balanced. Again, since the performances of the GC and SC schemes are
close, estimation error at the second detection step does not have obvious impact
to the system performance. Finally, simulation results coincide with mathemat-
ical analysis. The advantages of the proposed scheme are clearly exhibited.
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Then, we consider a scenario that PU is strict, in which SUs must ensure
all PU’s applications are satisfied. Regarding SC-SU, for a given Ps, it must
apply equation (14) to PU’s constraints (Ik ≤ Īk), then use the calculated P k

d

to sense and access, and use the corresponding P k
f to estimate SU’s throughput.

Similar with previous simulation, we set R0 = 10 and observe the influence of τ .
Assume K = 6 and Mk has a Gaussian distribution. To make an initial analysis,
we compare the scenario that Ps does not vary with sensing time τ . Note that
the value of Ps can be ensured by extending the length of the samples queue
(NQ). In Fig.5, the throughput of these three kinds of SUs are compared. NC-SU
must ensure the most sensitive application, hence it has the worst performance.
Knowing the knowledge of current application, we see the throughput will have a
significant improvement. In this figure, there is a tradeoff between SU’s sensing
time τ and its achievable throughput: The throughput firstly increases when
sensing time τ becomes larger, that is because longer τ implies more data samples
used for energy detection. However, too long sensing time will shrink the time
of SU’s data delivery, which in turn lead the achievable throughput decreases.
Another interest thing illustrated in this figure is that, we see when Ps is larger
than 0.8, the performance of SC-SU is already very close to that of GC-SU, when
Ps equal 0.9, their curves almost coincide. That is to say under some conditions,
Ps has no need to be so closed to one (say 0.999).

6 Conclusion

Considering the fact that different PU applications may have different QoS
requirements in modern wireless communication systems, we established PU-
claiming to share the QoS level between PU and SU. With the help of such
knowledge, SUs should adjust their transmission and sensing strategies to pro-
vide sufficient protection to the PU. To provide the SUs with the QoS require-
ments, we use a spectrum sculpting techniques to create a specific spectrum
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valley in each PU application’s data frame. Via a two-step sensing procedure,
the SU estimates the spectrum valley’s position if it determines that the inter-
ested channel is occupied by PU. Using some initial simple examples, we pro-
vided a clear exhibition of the advantages of the proposed scheme. Note that
such a scheme can enable information sharing under a relatively low SNR (say
less than −8dB), using the specific signal structure in frequency domain. As the
implementation of the scheme is easy at PU, PU’s some other important status
information can also be shared in this way without squander its time-domain
resource. Hence the scheme will potentially be meaningful directions for further
research.
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Abstract. Understanding the performance of the cognitive radio sys-
tems is of great interest. Different paradigms have been extensively ana-
lyzed in the literature to perform secondary access to the licensed spec-
trum. Of these, Interweave System (IS) has been widely investigated for
performance analysis. According to IS, sensing is employed at the Sec-
ondary Transmitter (ST) that protects the Primary Receiver (PR) from
the interference induced. Thus, in order to control the interference at the
PR, it is required to sustain a certain level of probability of detection. In
this regard, the ST requires the knowledge of the received power. How-
ever, in practice, this knowledge is not available at the ST. Thereby per-
forming analysis considering the prior knowledge of the received power is
too idealistic, thus, do not depict the actual performance of the IS. Moti-
vated by this fact, an estimation model that includes received power esti-
mation is proposed. Considering a sensing-throughput tradeoff, we apply
this model to characterize the performance of the IS. Most importantly,
the proposed model captures the estimation error to determine the dis-
tortion in the system performance. Based on analysis, it is illustrated
that the ideal model overestimates the performance of the IS. Finally,
it is shown that with an appropriate choice of the estimation time, the
severity in distortion can be effectively regulated.

1 Introduction

For future wireless technologies, cognitive radio communication is emerging as
a possible solution to the problem of spectrum scarcity. The available cognitive
radio paradigms in the literature can be categorized into interweave, underlay
and overlay [1]. In Interweave Systems (IS), the Secondary Users (SUs) utilize
the licensed spectrum opportunistically by exploiting spectral holes in different
domains such as time, frequency, space and polarization, whereas in Underlay
Systems (US), SUs are allowed to use the primary spectrum as long as they
respect the interference constraints of the Primary Receivers (PRs). On the
other hand, Overlay Systems (OS) allow the spectral coexistence of two or more
wireless networks by employing advanced transmission and coding strategies.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 308–320, 2015.
DOI: 10.1007/978-3-319-24540-9 25



Sensing-Throughput Tradeoff 309

Due to its ease in deployment, IS is mostly preferred for performing analysis
among these paradigms. In this context, this paper focuses on the performance
analysis of the ISs considering a hardware deployment where sensing is employed
at the Secondary Transmitter (ST).

1.1 Motivation

Sensing is an integral part of the IS. At the ST, sensing is necessary for detecting
the presence and absence of a primary signal, thereby protecting the PRs against
harmful interference. Sensing at the ST is accomplished by listening to the power
received from the PT. For detecting a primary signal, several techniques such
as Energy Detection (ED), matched filtering, cyclostationary and feature-based
detection exist [2,3]. Because of its versatility towards unknown primary signals,
ED has been extensively investigated in the literature [4–8]. According to ED,
the decision is accomplished by comparing the power received at the ST to a
threshold. In reality, the ST encounters a variation in the received power due to
the thermal noise at the receiver and fading in the channel. This leads to sensing
errors described as misdetection or false alarm. The characterization of sensing
errors as probability of detection and probability of false alarm has been studied
in [9]. These sensing errors limit the performance of the IS.

In particular, probability of detection is critical for the primary system
because it precludes the PR from the interference induced by the ST. On the
other side, probability of false alarm accounts for the throughput attained by
the secondary system at the Secondary Receiver (SR). In this regard, ST has
to sustain a desired probability of detection and optimize its throughput. This
phenomenon is characterized as a sensing-throughput tradeoff by Liang et al.
[10]. According to it, the ST is able to determine a suitable sensing time that
achieves an optimum throughput for a given received power. Several contribu-
tions have considered the performance of IS based on sensing errors [10–12].
However, the analysis described in the literature is too idealistic and not feasible
for deployment, as it considers the perfect knowledge of the received power at
the ST.

With the presence of channel and noise in the system, the received power is
never known accurately, thus, needs to be estimated at the ST. Considering a
hardware deployment, it is important to determine the performance of the IS
based on received power estimation. A similar analysis is performed in [13], where
the authors employ the received power estimation to control transmit power at
the ST deployed as an underlay system. However, in this paper, we intend to
capture the effect of estimation on the performance of an IS. Now, to realize
received power estimation at the ST, it is necessary to allocate a certain time
interval for the estimation within the frame duration. With the introduction of
this estimation time, the system performance differs from its ideal behaviour.
Additionally, the employed estimation process itself induces a certain level of
error in the system. Hence, in order to understand the performance of the IS, it
is necessary to consider the aforementioned aspects.
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(a) (b)

Fig. 1. (a) A scenario demonstrating the interweave paradigm. (b) Frame structure of
interweave system with received power estimation.

1.2 Contributions

To realize the received power estimation, we consider a new frame structure.
According to it, in a single frame, the ST performs (i) received power estima-
tion, (ii) sensing, and (iii) data transmission. To perform analysis based on this
new frame structure, we propose a novel estimation model. Most importantly,
we evaluate the system performance with the inclusion of the estimation time
and the errors occurred due to estimation. Based on the analytical expressions,
we analyze the sensing-throughput tradeoff for the proposed estimation model.
Finally, we determine the confidence intervals for the estimated received power.
Particularly, based on these intervals, we capture the distortion in the perfor-
mance based on the upper and lower bounds. This distortion, however, depends
on the choice of design parameters depicted as probability of confidence and
estimation duration.

1.3 Organization

The rest of the paper is organized as follows: Section 2 describes the system model
that includes the interweave scenario and the signal model. Section 3 investigates
the sensing-throughput tradeoff for the estimation model and derives upper and
lower bounds for the performance parameters. Section 4 analyzes the numerical
results based on the obtained expressions. Finally, Section 5 concludes the paper.

2 System Model

2.1 Interweave Scenario

Cognitive Relay (CR) [14] characterizes a small cell deployment that fulfills the
spectral requirements for Indoor Devices (IDs). Fig. 1a illustrates a snapshot
of a CR scenario to depict the interaction between the CR with PT and ID,
where CR and ID represents the ST and SR respectively. In [14], the challenges
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involved while deploying the CR as an IS were presented. For simplification, a
constant false alarm rate was considered in the system model. Now, we extend
the analysis to employ a constant detection rate.

The medium access for the IS is slotted, where the time axis is segmented
into frames of length T . The frame structure is analog to the one illustrated in
[10]. However, unlike [10], the proposed frame structure uses τest to estimate and
τsen to sense the received power, where τest, τsen correspond to time intervals and
τest + τsen < T , cf. Fig. 1b. To incorporate the effect of fading in the model, we
assume that the channel remains constant for T . Hence, characterized by the
fading process, each frame witnesses a different received power. Therefore, to
sustain a desired probability of detection, it is important to perform estimation
τest followed by sensing τsen for each frame. The remaining time T − (τest + τsen)
is utilized for data transmission.

2.2 Signal Model

In the estimation and sensing phase, the received signal at the ST is sampled
with a sampling frequency of fs for given hypotheses, that depicts the presence
(H1) and absence (H0) of the primary signal, is given by

yrcvd[n] =

{√
hp,1 · xp[n] + w[n] : H1

w[n] : H0,
(1)

where xp[n] corresponds to a discrete sample at the PT, hp,1 represents the
power gain for the channel and w[n] is circularly symmetric complex Additive
White Gaussian Noise (AWGN) at the ST. xp[n] is an i.i.d. (independent and
identically distributed) random process. As the channel hp,1 is independent to
xp and w[n] is an i.i.d. Gaussian random process with zero mean and variance
E

[|w[n]|2] = σ2, the yrcvd is also an i.i.d. random process. The true received
power is defined as

P̄rcvd = E

[
|√hp,1 · xp[n]|2

]
. (2)

Based on (2), the received SNR at the ST is γrcvd = P̄rcvd
σ2 − 1.

Now, the data transmission at the ST is conditioned over the probability of
detection (Pd). In this context, the received signal at the SR is given by

ys[n] =

{√
hs · xs[n] +

√
hp,2 · xp[n] + w[n] : 1 − Pd√

hs · xs[n] + w[n] : Pd,
(3)

where xs[n] is an i.i.d. random process and corresponds to discrete signal trans-
mitted by the ST. Further, hs and hp,2 represent the power gains for chan-
nel, cf. Fig. 1a. The received SNRs over the links ST-SR and PT-ST are

γs =
E[|

√
hs·xs[n]|2]

σ2 and γp =
E[|

√
hp,2·xp[n]|2]

σ2 .
In the estimation phase, the estimated power received at the ST is given

as [4]
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Prcvd =
1

τestfs

τestfs∑

n

|yrcvd[n]|2. (4)

Prcvd determined in (4) using τestfs samples follows a non central chi-squared
distribution [15]. Considering large number of samples, thereby following simi-
lar approach as in [9], we apply the central limit theorem to approximate the
distribution for Prcvd as Gaussian distribution

Prcvd ∼ N
(

P̄rcvd,
2

τestfs
P̄ 2
rcvd

)

. (5)

Following the estimation of the received power, the ST performs sensing for
a duration of τsen, cf. Fig. 1b. The test statistics T (y) at the ST is evaluated as

T (y) =
1

τsenfs

τsenfs∑

n

|yrcvd[n]|2
H1

≷
H0

ε, (6)

where ε is the threshold and y is a vector with τsenfs samples. The probability
of detection Pd and the probability of false alarm Pfa corresponding to (6) is
determined as [9]

Pd(ε, τsen, P̄rcvd) = Q
⎛

⎝ ε − P̄rcvd√
2

τsenfs
P̄rcvd

⎞

⎠ , (7)

Pfa(ε, τsen) = Q
⎛

⎝ ε − σ2

√
2

τsenfs
σ2

⎞

⎠ , (8)

where Q(·) represents the Q-function [16]. Subsequently, by sustaining the Pd

above a certain desired level P̄d

Pd(ε, τsen, P̄rcvd) ≥ P̄d, (9)

the ST precludes the interference to the primary system. Consequently, an opti-
mum performance is achieved when the ST operates at the desired level, i.e.,
Pd = P̄d. Hence, using (7) and (9), the threshold is evaluated as

ε(P̄d, τsen, P̄rcvd) =
(

Q−1(P̄d)
√

2
τsenfs

+ 1
)

P̄rcvd. (10)

2.3 Assumptions

As a preliminary step, for the proposed model, we consider only the estimation
of P̄rcvd at the ST. Hence, in this paper, it is assumed that the ST acquires the
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perfect knowledge about γp and γs from the SR over a feedback channel. The
inclusion of the imperfect knowledge of γp and γs in the proposed model poses an
interesting research direction. Moreover, we consider that all transmitted signals
are subjected to distance dependent path loss and the small scale fading gains.
The coherence time for the channel gain is greater than the frame duration.
However, we may still encounter scenarios where the coherence time exceeds the
frame duration, in such cases our characterization depicts a lower performance
bound. With no loss of generality, we consider that the channel gain (hp,1, hp,2

and hs) includes the distance dependent path loss and the small scale gain.
Finally, we target short term performance, according to which the performance
parameters are optimized for each frame.

3 Sensing-Throughput Analysis

3.1 Ideal Model (IM)

According to Liang et al. [10], the secondary throughput subject to a desired
probability of detection P̄d is given by

R̃s(τ̃sen) = max
τsen

Rs(τsen) =
T − τsen

T

[

C0(1 − Pfa(ε, τsen))P(H0)

+ C1(1 − Pd(ε, τsen, P̄rcvd))P(H1)
]

, (11)

s.t. Pd(ε, τsen, P̄rcvd) ≥ P̄d,

where C0 = log2(1 + γs) and C1 = log2

(

1 +
γs

γp + 1

)

.

P(H0) and P(H1) are the probabilities of occurrence for the respective hypoth-
esis. Based on (11), the ST is able to determine the suitable sensing time
τsen = τ̃sen such that an optimum throughput R̃s(τ̃sen) is achieved. According to
(11), the performance parameters for the IM are defined as R̃s, Pd and Pfa.

3.2 Estimation Model (EM)

The system described in [10] is good for performing analysis, however, to deter-
mine τ̃sen at the ST requires the knowledge of the received power P̄rcvd. Consid-
ering a hardware deployment, this information is not available at the ST. Unless
estimated, it is not possible to determine τ̃sen. According to the EM, the ST
estimates the P̄rcvd for a duration of τest as Prcvd and based on its value, the ST
determines τ̃sen for the given frame. The samples needed for estimation can be
utilized for sensing as well. However, for analytical tractability, in the proposed
model the estimation and sensing are considered to be disjoint in time. Now,
with the introduction of τest, the actual performance of the IS deviates from its
ideal performance. Moreover, the estimation itself causes distortion in the actual
performance of the IS. As a part of the proposed model, these aspects are dealt
in the following subsections.
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3.3 Actual Performance

With the introduction of the EM, we first characterize the performance of the IS.
To realize this, it is considered that the ST perfectly estimates the Prcvd, that is
Prcvd = P̄rcvd. In accordance with the proposed model, the sensing-throughput
tradeoff with perfect estimation is determined as

R̃P
s (τ̃P

sen) = max
τsen

RP
s (τsen) =

T − (τest + τsen)
T

[

C0(1 − Pfa(ε, τsen))

P(H0) + C1(1 − Pd(ε, τsen, P̄rcvd))P(H1)
]

, (12)

s.t. Pd(ε, τsen, P̄rcvd) ≥ P̄d.

According to the (12), for a given P̄d and estimation of P̄rcvd in the interval
τest, ST is able to determine the threshold as ε(P̄d, τsen, P̄rcvd). Finally, based on
the new sensing-throughput tradeoff (12), ST evaluates the suitable sensing time
as τsen = τ̃P

sen that achieves the optimum throughput R̃P
s . However, τ̃sen �= τ̃P

sen

due to the inclusion of the estimation time in the considered sensing-throughput
tradeoff. According to the EM, the performance parameters that characterize
the performance of the IS are R̃P

s , PP
d and PP

fa. Now, with the perfect estimation
of Prcvd, the constraint in (12) is sustained, hence, Pd = P̄d. However, with
τ̃sen �= τ̃P

sen, PP
fa and R̃P

s witness a deviation from their ideal behaviour.

3.4 Distortion

Previously, we determined the effect of estimation time on the performance. In
this section, we extend the analysis by considering the influence of estimation
error on the system performance. In this context, based on (5), we characterize a
confidence interval [PL

rcvd, P
U
rcvd] for a certain choice of probability of confidence

Pc and τest as

Prcvd =

⎧
⎨

⎩

PL
rcvd =

(
Q−1

(
Pc+1

2

) √
2

τestfs
+ 1

)
P̄rcvd

PU
rcvd =

(
Q−1

(
1 − Pc+1

2

) √
2

τestfs
+ 1

)
P̄rcvd,

(13)

where Q−1(·) is the inverse-Q function [16]. Hence, we utilize this confidence
interval to depict the maximum estimation error in the estimated received power,
thereby characterizing maximum distortion in the performance parameters PP

d ,
PP
fa and R̃P

s . For Pc = 0.95, the PL
rcvd and PU

rcvd are equivalent to the lower and
upper bounds of the P̄rcvd.

This confidence interval further depicts the distortion in the system parame-
ters ε and τ̃P

sen. Hence, as an intermediate step, we first characterize the distortion
in terms of these system parameters. Subject to the received powers as PL

rcvd and
PU
rcvd, the expressions for the threshold are evaluated as

εL = ε(P̄d, τsen, P
L
rcvd) and εU = ε(P̄d, τsen, P

U
rcvd). (14)



Sensing-Throughput Tradeoff 315

Clearly, due to difference in received power estimated at the ST, the expressions
in (14) differ from the one illustrated in (10). By inserting the thresholds εL and
εU in (12), the suitable sensing times computed at the ST are represented as

τ̃L
sen and τ̃U

sen. (15)

As a result, (14) and (15) clearly illustrates the distortion in the system param-
eters. Now, as a final step, we characterize the distortion in the performance
parameters in terms of the distorted system parameters and the true received
power. Consequently, we represent the distortion in R̃P

s , PP
d and PP

fa as a function
of (τ̃L

sen, ε
L) and (τ̃U

sen, ε
U) subject to true received power, i.e., P̄rcvd.

Following the above discussion, the distortion in the PP
d , in terms of upper

and lower bounds, due to the inclusion of estimation error in the received power
is determined as

PP
d =

{
PL
d = Pd(εL, τ̃L

sen, P̄rcvd)
PU
d = Pd(εU, τ̃U

sen, P̄rcvd).
(16)

It is evident that the distortion in the PP
d results in the violation of the reg-

ulatory constraint, c.f. (9). If this constraint is not sustained, it may result in
harmful interference at the PR. Hence, using (16), we are able to characterize
the situations where the IS may degrade the performance of the primary system.

On similar basis, the distortion in PP
fa in terms of upper and lower bound is

depicted as

PP
fa =

{
PL
fa = Pfa(εL, τ̃L

sen)
PU
fa = Pfa(εU, τ̃U

sen).
(17)

Finally, including the distortion in the probabilities PP
d and PP

fa from (16) and
(17) and the system parameters (ε, τ̃P

sen), the distortion in the optimum through-
put R̃P

s in terms of upper and lower bound is determined as

R̃P
s =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

R̃L
s = T−(τest+τ̃L

sen)
T

[

C0(1 − Pfa(εL, τL
sen))P(H0)

+C1(1 − Pd(εL, τ̃L
sen, P̄rcvd)P(H1)

]

R̃U
s = T−(τest+τ̃U

sen)
T

[

C0(1 − Pfa(εU, τU
sen))P(H0)

+C1(1 − Pd(εU, τ̃U
sen, P̄rcvd)P(H1)

]

.

(18)

Based on the expressions (16), (17) and (18) characterized by the EM, it is
possible to depict the distortion for the IS from its actual performance. Moreover,
the severity in distortion can be controlled through Pc and τest. In particular, it is
important to select τest appropriately such that the distortion in the performance
doesn’t exceed beyond a certain level. This aspect is investigated more deeply
in the next section.
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4 Numerical Analysis

In this section, the performance of the IS for the EM is analyzed. In this regard,
we perform simulations to: (i) validate the expressions obtained in Section 3, (ii)
provide a mathematical justification to the Gaussian approximation considered
in Section 2. Although, the expressions derived using our sensing-throughput
analysis are general and applicable to all cognitive radio systems, however, the
parameters are selected in such a way that they closely relate to the deploy-
ment scenario described in Fig. 1a. Unless stated explicitly, the following choice
of the parameters is considered for the analysis, fs = 1 MHz, hp,1 = hp,2 =
−100 dB, hs = −80 dB, T = 100 ms, Pc = 0.95, P̄d = 0.9, σ2 = −100 dBm,
γrcvd = −10 dB, γp = −10 dB, γs = 10 dB and P(H1) = 1 − P(H0) = 0.2,
τest = 5 ms.
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Fig. 2. Sensing-throughput tradeoff for the ideal and estimation models with γrcvd =
−10 dB and τest = 5 ms.

Firstly, the analysis in terms of sensing-throughput tradeoff based on (11)
and (12) for the IM and the EM is performed. The curves Rs and RP

s in Fig. 2
depict the throughput based on the IM and the EM (actual performance) at the
ST. Due to the inclusion of received power estimation in the frame structure,
the ST produces no throughput at the SR for the interval τest. The sensing
times τ̃sen = 3.11 ms and τ̃P

sen = 3.06 ms are evaluated, which yield the optimum
throughputs as R̃s = 2.73 bits/sec/Hz and R̃P

s = 2.59 bits/sec/Hz, cf. Fig. 2.
This variation is due the inclusion of τest in the sensing-throughput analysis.
Hence, for the given choice of τest at ST, the ideal model overestimates the
optimum throughput by ≈ 5%.

Next, sensing-throughput analysis is performed, considering that the P̄rcvd

is estimated as PL
rcvd or PU

rcvd at ST. γrcvd = −10 dBm corresponds to P̄rcvd =
1.10 · 10−10mW. With Pc = 0.95 and τest = 5 ms, the confidence intervals are
determined as PL

rcvd = 1.05·10−10mW and PU
rcvd = 1.14·10−10mW, cf. (13). Fig. 2

demonstrates the throughput corresponding to distorted system parameter εL

and εU, cf. (14). The suitable sensing times are evaluated as τ̃L
sen = 7.21 ms and
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Fig. 3. (a) Distortion in optimum throughput versus the γrcvd with Pc = 0.95 and
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τ̃U
sen = 1.76 ms. Finally, the distortion in the R̃P

s corresponding to the distortion
in the system parameters is demonstrated. The lower bound and upper bound
on the optimum throughput R̃P

s are determined as R̃L
s = 2.38 bits/sec/Hz and

R̃U
s = 2.84 bits/sec/Hz. It corresponds to 12.82% underestimation and 4.07%

overestimation of the optimum throughput. Therefore, based on the analytical
expressions determined under EM, it is possible to determine the severity of
distortion in the system performance.

Hereafter, we consider the theoretical expressions for the analysis. Next,
we determine the variation of the optimum throughput against the γrcvd ∈
[−13, 10]dB at ST with τest = 5 ms. It is evident from Fig. 3a that the distortion
in the R̃P

s decreases with increase in γrcvd. For γrcvd > −5 dB and τest = 5 ms,
the level of distortion is negligible. This is due to the fact that with increase in
Prcvd, Pfa shifts to a very low value such that 1 − Pfa ≈ 1. Moreover, for large
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γrcvd, the sensing-throughput curvature shifts to the right leading to a low τ̃P
sen,

thereby making distortion in terms of τ̃L
sen, τ̃U

sen insignificant. Hence, the system
becomes more tolerant due to the reduced distortion in the system parameters.
Besides that, by reducing τest, i.e., τest < 5 ms, it is possible to minimize the
margin between R̃s and R̃P

s , this however increases the level of distortion for IS.
This way, for a given choice of τest and maximum distortion in the R̃P

s , we can
define an operation regime for IS in terms of γrcvd, for example operation regime
with τest = 5 ms is defined as γrcvd ≥ −5 dB, cf. Fig. 3a. The extension of this
regime below −5 dB is only possible with the increase in estimation time, i.e.,
τest > 5 ms.

In addition to the R̃P
s , it is also important to depict the distortion in Pd. The

distortion in PP
d is characterized using (16). Clearly, PP

d remains constant, i.e.,
PP
d = P̄d with τest and for γrcvd ∈ {−10,−5, 0}dB. Fig. 3b reveals the distortion

in PP
d in terms of PL

d and PU
d . It is evident that the distortion is small for a

large value of γrcvd and it decreases with increase in τest. Most importantly,
it is observed that an PU

d depicted from PU
rcvd forms a lower bound whereas

PL
d forms an upper bound to PP

d . It is clear from the fact that, the distortion in
P̄rcvd ≤ PU

rcvd shifts the threshold to its right side ε ≥ εU, whereas the probability
density function corresponds to hypothesis H1 has a fixed expression subject
to P̄rcvd, hence, this shift in threshold causes the probability of detection to
decrease, i.e., PU

d ≤ PP
d . Similarly, εL ≤ ε corresponds to upper bound PP

d ≤ PL
d .

From the perspective of the secondary user, it is interesting to depict the
distortion in PP

fa. Fig. 4a analyzes the distortion in PP
fa according to (17) versus

τest for γrcvd = {−10,−5, 0}dB. Clearly, PP
fa decreases with increase in γrcvd and

remains constant with γrcvd. Analog to PP
d , PU

fa ≤ PP
fa ≤ PL

fa, hence, PL
fa and PU

fa

form an upper and lower bounds, respectively.
Apart from the performance parameters, the optimum sensing time τ̃P

sen

is an important system parameter that is closely related to the performance
parameters. Hence, Fig. 4b reveals the distortion in the τ̃P

sen versus the τest
for γrcvd ∈ {−10,−5, 0}dB, cf. (15). Similar to PP

d and PP
fa, τ̃L

sen and τ̃U
sen rep-

resents the upper and lower bound to τ̃P
sen. It is obvious from the fact that

larger value of estimated received power PU
rcvd shifts the curvature in the sensing-

throughput, that depicts the optimum sensing time, to a lower value, therefore,
τU
sen ≤ τP

sen ≤ τL
sen, cf. Fig. 4b.

5 Conclusion

In this paper, we considered the deployment of a cognitive radio as an inter-
weave system. For sustaining a minimum probability of detection, it requires the
knowledge of the received power at the ST. To acquire this knowledge, an esti-
mation has been included within the frame duration. In this regard, we proposed
an estimation model that characterizes the actual performance of the IS. More
specifically, the distortion in terms of bounds on the performance parameters has
been captured based on the analytical expression. Moreover, it has been indi-
cated that the severity in distortion can be confined by regulating the estimation
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time. Through theoretical and numerical analysis, it has been demonstrated that
for a given choice of estimation time, the distortion in the performance parame-
ters limits the operation regime, defined in terms of the received signal to noise
ratio, at the ST.

In future, we plan to depict the exact expression of distortion instead of
performance bounds. To pursue this, an outage constraint will be applied on
the probability of detection in place of received power, that is P(Pd ≤ P̄d).
In this way, we shall determine the estimation time subject to the new outage
constraint.
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Abstract. The detection of active Primary Users (PUs) in practical
wireless channels with a single Cognitive Radio (CR) sensor is challenging
due to several issues such as the hidden node problem, path loss, shadow-
ing, multipath fading, and receiver noise/interference uncertainty. In this
context, Cooperative Spectrum Sensing (CSS) is considered a promising
technique in order to enhance the overall sensing efficiency. Existing CSS
methods mostly focus on homogeneous cooperating nodes considering
identical node capabilities, equal number of antennas, equal sampling
rate and identical Signal to Noise Ratio (SNR). However, in practice,
nodes with different capabilities can be deployed at different stages and
are very much likely to be heterogeneous in terms of the aforementioned
features. In this context, we propose a novel decision statistics-based
centralized CSS technique using the joint Probability Distribution Func-
tion (PDF) of the multiple decision statistics resulting from different
processing capabilities at the sensor nodes and compare its performance
with various existing cooperative schemes. Further, we provide a design
guideline for the network operators to facilitate decision making while
upgrading a sensor network.

Keywords: Cooperative Spectrum Sensing · Cognitive Radio · Joint
PDF · Heterogeneous sensor networks

1 Introduction

Cognitive Radio (CR) communications is considered a promising solution in
order to address the spectrum scarcity problem caused by the high demand
of data rates and current frequency allocation policies. The most commonly
used spectrum sharing paradigms in the literature are interweave, underlay, and
overlay [1,2]. Out of several spectrum awareness techniques for enabling these
paradigms, Spectrum Sensing (SS) is an important mechanism in order to exploit
the spectral gaps in the underutilized primary spectrum so that they can be used
by Secondary Users (SUs) in order to enhance the overall spectral efficiency
of the system. Several SS techniques such as Matched filter, Energy Detection
(ED), Cyclostationary Detection (CD), Autocorrelation-based detection (AD),
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 321–333, 2015.
DOI: 10.1007/978-3-319-24540-9 26
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Eigenvalue-based Detection, etc. have been proposed in the literature for CR sys-
tems [3]. These techniques have different operational requirements, advantages
and disadvantages from the practical perspectives and can be broadly catego-
rized into: (i) knowledge-aware, (ii) semi-blind, (ii) blind SS techniques [4,5].

In practical wireless fading channels, the SS efficiency of the aforementioned
techniques may be degraded due to the hidden node problem, path loss, shadow-
ing, multipath fading and receiver noise/interference uncertainty issues. In this
context, Cooperative Spectrum Sensing (CSS) has been considered as a promis-
ing approach [6–8]. The main concept behind CSS is to enhance the sensing
performance by exploiting the observations captured by spatially located CR
users. The CSS gain is achieved by sharing the information gathered by the
cooperating users, thus making the combined decision more reliable than the
individual decisions. Despite the its several advantages [6], CSS requires a con-
trol channel for each cooperating node to report its sensed information to the
Fusion Center (FC) and this channel is usually bandwidth limited. Thus, cooper-
ation burden can be a critical issue from a practical perspective. In this context,
we are interested in studying the decision statistics-based centralized CSS which
can reduce the signalling burden compared to the one of sample-based CSS and
at the same time achieves the desired level of sensing performance.

Most of the existing CSS literature considers a CR network with homogeneous
sensor nodes and assumes identical capabilities, equal number of antennas, equal
sampling rate and identical received Signal to Noise Ratio (SNR) for all the coop-
erating nodes. However, in practice, the nodes with different capabilities can be
deployed at different stages and are very much likely to be heterogeneous in terms
of the aforementioned features. In this context, it’s an important challenge to inves-
tigate suitable CSS techniques which can provide better sensing performance and
low signalling overhead in heterogeneous environments. Further, most of the exist-
ing decision and data fusion techniques in the CSS context use a single type of
detector (ED in many cases) as local and CSS mechanisms. However, in heteroge-
neous environments, different nodes can employ separate decision statistics since
they may have different capabilities. The issue of data fusion considering different
decision statistics for CSS has not been addressed in the literature.

To address the aforementioned issues, this paper investigates the combination
of ED and eigenvalue-based decision statistics in order to achieve reliable sensing
in heterogeneous environments. More specifically, we propose a novel CSS tech-
nique based on the joint Probability Distribution Function (PDF) of multiple
decision statistics. We consider that these multiple decision statistics arise from
the different processing capabilities of the heterogeneous cooperating nodes. We
evaluate and compare the detection performance of the proposed approach with
the existing cooperative approaches. Moreover, we provide a design guideline
for the network operators to facilitate decision making while upgrading a sensor
network.

The remainder of this paper is structured as follows. Section 2 presents
the system and signal models, and further describes the considered local and
cooperative detection techniques. Section 3 proposes a novel CSS approach for
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the considered heterogeneous environment. Section 4 evaluates and compares
the performance of the proposed approach with several existing approaches with
the help of numerical results. Finally, Section 5 concludes the paper.

2 System and Signal Model

We consider a large scale CR network consisting of Nc number of heterogeneous
cooperating nodes which communicate with a FC as depicted in Fig. 1. The
considered heterogeneous environment is motivated from the real world practical
scenarios. If we consider the deployment of nodes in a sensor network, different
nodes may be deployed at different stages as the available technology evolves.
It is in general both impractical and wasteful to replace all the existing nodes
with the new nodes while implementing a new technology. The heterogeneity of
the nodes can be in the form of capability of nodes, number of samples acquired
during the sensing time (sampling rate and sampling time can be different for
different nodes), number of antennas equipped in the nodes and the received
PU SNR. For simplicity of analysis in this paper, we assume the same received
PU SNR at each cooperating node, and fixed number of samples. Further, we
consider the following two categories of nodes on the basis of their capabilities:
(i) existing nodes which are capable of performing a simple sensing algorithm
such as ED (We call these nodes the first generation nodes.), and (ii) new sensor
nodes which are capable of performing advanced sensing techniques such as
eigenvalue-based algorithms (We call these nodes the second generation nodes).

Fig. 1. Schematic of the considered CSS scenario with heterogeneous nodes

Let N = �τfs� be the number of observations collected by each node in the
time duration of τ , fs being the sampling frequency. We denote the hypothesis
of the PU absence and the PU presence by H0 and H1 respectively. When each
cooperating node performs local sensing independently, the SS problem can be
written as
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yk(n) = zk(n), H0 (1)
yk(n) = hks(n) + zk(n), H1

where s(n) is the nth sample of the transmitted PU signal, hk denotes the
complex gain of the channel between the PU and the kth node, and zk(n) is the
Additive White Gaussian Noise (AWGN) at the receiver of the kth cooperating
node.

We assume that the sensing channel remains constant during the period
of sensing and the transmitted PU symbols are independent and identically
distributed (i.i.d.) complex circularly symmetric (c.c.s.) symbols. Further, we
assume that the reporting channels are ideal as considered in various literature [4,
9]. The decision statistic used for testing the above hypothesis problem depends
on the employed detection technique. For a detection technique based on a single
decision statistic, let us denote by T , the probability of detection (Pd) and the
probability of false alarm (Pf ) can be calculated as: Pd = Pr(T > λ|H1), and
Pf = Pr(T > λ|H0), where Pr(·) denotes the probability.

1. Sensing Techniques: In the CSS, the local nodes may employ any one of
the sensing techniques such as ED, CD, AD, eigenvalue detector, etc. in order
to capture the information about the presence or absence of the PU signal. In
this paper, we consider the following two detection techniques in the considered
heterogeneous environment.

i. Energy Detection: For the ED detector, the decision statistic for the kth
cooperating node is given by Tk = 1

N

∑N
n=1|yk(n)|2. For the Circularly Sym-

metric Complex Gaussian (CSCG) noise with variance σ2
z , the expression for

Pf can be written as [10]: Pf (λ, τ) = Q
((

λ
σ2
z

− 1
) √

τfs

)
, where Q(.) is the

complementary distribution function of the standard Gaussian random vari-
able. Similarly, under the H1 hypothesis, the expression for Pd is given by;
Pd(λ, τ) = Q

((
λ/σ2

z − γp − 1
) √

τfs

2γp+1

)
, where γp is the received SNR of the

primary signal measured at the CR receiver. To enhance the sensing efficiency
in fading channels, different receive diversity schemes have been considered in
the literature [11–13].

ii. Eigenvalue-based Detection: In this approach, different eigenvalue proper-
ties of the received signal’s covariance matrix can be exploited to perform sens-
ing. Several eigenvalue-based sensing and SNR estimation techniques have been
proposed in the literature exploiting the properties of Wishart random matri-
ces [4,14–16]. The main advantage of the eigenvalue-based approach in practical
scenarios is that it does not require any prior information about the PU’s signal
and the channel.

After collecting N samples using M receive dimensions, we form the M × N
received signal matrix Y and define sample covariance matrices of the received
signal and the noise as: RY(N) = 1

N YYH and RZ(N) = 1
N ZZH . Under the

H0 hypothesis, RY(N) = RZ(N). By using different eigenvalue properties of
RY(N) such as Maximum Eigenvalue (ME) [17], Signal Condition Number
(SCN) [4,15], Scaled Largest Eigenvalue (SLE) [14], etc., the presence or absence
of the PU signal can be decided.
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2. Data/Decision Fusion Schemes: Based on the employed cooperative deci-
sion mechanism, the nodes can forward one of the following parameters (i) hard
decision (single bit), (ii) decision statistics, (iii) quantized decision fusion (mul-
tiple bits), and (iv) all the samples (measurements) collected over the sensing
duration. Based on these parameters, the existing fusion mechanisms in the FC
can be categorized into the following.

a. Hard Decision Fusion: In this scheme, each node forwards a single bit
decision to the FC i.e., 1 for the PU signal presence case and 0 for the PU signal
absence case. The requirement of the limited bandwidth is the main advantage
of this approach. The FC can employ any one of the “AND”, “OR”, or majority
decision rules. The expressions for Pd and Pf with the “OR” decision rule are
given by [9]; Pd = 1 − ∏Nc

m=1(1 − Pd,m), and Pf = 1 − ∏Nc

m=1(1 − Pf,m), where
Pd,m and Pf,m being the Pd and the Pf of the mth sensing node while using the
local sensing technique. Further, the expressions for Pd and Pf using the “AND”
decision rule can be written as: Pd =

∏Nc

m=1 Pd,m, and Pf =
∏Nc

m=1 Pf,m.
b. Decision Statistics-based Soft Data Fusion: In this approach, the nodes

forward the decision statistics i.e., energy in the ED context, without performing
any decision and the FC makes the decision by combining them using different
combining methods such as Equal Gain Combining (EGC), Maximum Ratio
Combining (MRC), and Selection Combining (SC) [18]. This method provides
better performance than the hard combination schemes but requires a larger
bandwidth for the reporting channels [8].

c. Quantized (soft hardened) Decision Fusion: In this scheme, the nodes send
the local decision in the form of multiple bits instead of a single bit in the hard
decision fusion scheme and the FC provides different weights to these decisions
while making the final decision. This method provides better detection perfor-
mance than the hard decision scheme at the expense of the signalling over-
head [9].

d. Samples-based Soft Data Fusion: In this approach, the nodes forward all
the samples captured during the period of sensing. The main disadvantage of
this technique is that it requires high bandwidth of the reporting links. Although
decision statistics-based data fusion and sample-based data fusion seem to pro-
vide similar performance in the ED context (as illustrated in Section 4), they
may provide different performance for other decision statistics.

While comparing the existing SS techniques, it can be noted that the ED
technique is simple to implement but is susceptible to noise variance uncertainty
[19]. This drawback can be addressed by using blind eigenvalue-based techniques
such as SCN, SLE, John’s Detection (JD) method, Spherical Test (ST) detector,
etc [5]. However, these techniques are complex in comparison to the ED tech-
nique and require an Eigenvalue Decomposition (EVD) operation in order to
calculate the decision statistics. Assuming that newly deployed nodes are capa-
ble of performing EVD operation and the existing nodes can only perform the
ED detection, the research problem is how to make reliable sensing decision by
exploiting different decision statistics originating in heterogeneous nodes of a CR
network. In this context, we apply the marginal approximation-based approach
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to calculate decision thresholds based on the joint PDF of multiple decision
statistics. This process is carried out at the beginning of the system operation
and fixed thresholds (e.g., based on the look-up tables) can be used while com-
bining the instantaneous decision statistics forwarded by the cooperating nodes.

3 Proposed Cooperative Sensing Method

1. Multivariate Preliminaries: The probability density function of a single normal
random variable x is given by

f(x) =
1√
2πσ

exp

(
− 1

2σ2
(x − μ)2

)
, (2)

where μ and σ2 are mean and the variance of the distribution respectively. The
density functions of two random variables x1 and x2 which are correlated by a
correlation coefficient ρ is given by

f(x1, x2) =
1

2πσ1σ2

√
1− ρ2

exp

(
− (x1 − μ1)2

2σ2
1(1− ρ2)

+
(x2 − μ2)2

σ2
2

− 2ρ(x1 − μ2)(x2 − μ2)

σ1σ2

)
.

(3)

The set of points for which the values of x1 and x2 give the same value for the
density function f(x1, x2) can be defined as an isodensity contour and is given
by [20]

(x1 − μ1)
2

σ2
1

+
(x2 − μ2)

2

σ2
2

− 2ρ
(x1 − μ1)(x2 − μ2)

σ1σ2
= P . (4)

The above equation defines an ellipse with the centroid (μ1, μ2), which is the
locus of points representing the combinations of the values of x1 and x2 with
the same probability, defined by the constant P . For various values of P , we can
obtain a family of concentric ellipses having different cross sections of the density
surface with planes at various elevations. The angle joining the axis center with
the centroid of the distribution, let us denote by θ, is independent of the value of
P and depends on the values of σ1, σ2 and ρ. The steepness of this line depends
on the correlation i.e., the higher the correlation, the steeper is the line.

f(x) = (2π)−1|Σ|− 1
2 e− 1

2X′Σ−1X, (5)

where X = x−µ and Σ =
(

σ2
1 ρσ1σ2

ρσ1σ2 σ2
2

)

. The bivariate distribution function

(5) can be generalized as n-variate distribution in the following way [20].

f(x) = (2π)−n/2|Σ|− 1
2 e− 1

2X′Σ−1X. (6)

In (6), an ellipsoid is formed for a fixed value of density f(x). It should be noted
that X′Σ−1X is a chi-square (χ2) variate and the inequality X′Σ−1X ≤ χ2

defines any point within the ellipsoid.
2. Signal Detection using Multiple Decision Statistics: Despite the important

application of joint PDF for PU signal detection, it has received limited atten-
tion in the CR literature. The contribution in [21] has proposed a method of
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constructing a joint PDF under the H1 hypothesis assuming that the joint PDF
under the H0 hypothesis is known. Recently, authors in [22] have exploited the
moments of joint and marginal distributions of extreme eigenvalues in order to
find out the decision threshold of a SCN-based detector. In [22], the joint PDF
of the maximum and the minimum eigenvalues is approximated by a depen-
dent Gaussian distribution function. The signal detection using multiple decision
statistics can be considered as a generalization of the univariate representation
[23]. Instead of being represented as a point on a line in the univariate case, a
multivariate observation becomes a point in multi-dimensional space. The sig-
nal detection using multiple decision statistics can be performed either using
the multivariate PDF or multivariate Cumulative Distribution Function (CDF)
evaluated under the H0 hypothesis. For example, for the signal detection based
on bivariate CDF, the instantaneous test pair (T1, T2) can be checked whether
it lies within the contour plot of the bivariate PDF corresponding to a predeter-
mined Pf or not in order to decide on the presence or absence of the PU signal.
Similarly, for the signal detection based on the bivariate PDF, the decision can
be taken by testing the probability of instantaneous pair (T1, T2) lying within
an ellipsoid corresponding to a target Pf as mentioned before. In Section 4,
we present results evaluated based on the bivariate PDF-based approach using
energy and eigenvalue-based decision statistics.

Let f(T1, T2) and F (T1, T2) denote the joint PDF and joint CDF of two
decision statistics T1 and T2. Then the expression for Pf can be written as

Pf = 1 − F (λ1, λ2) = 1 −
∫ λ1

−∞

∫ λ2

−∞
f(T1, T2)dT2dT1, (7)

where λ1 and λ2 correspond to thresholds obtained from the joint distribution
of T1 and T2, respectively. From (7), it can be observed that we need to find
two decision thresholds unlike a single decision threshold in the univariate signal
detection problem. Therefore, the main issue in the bivariate detection problem
is the calculation of decision threshold pair (λ1, λ2) in order to satisfy the desired
probability of false alarm constraint. While applying the univariate decision rule,
we should be able to calculate the threshold pair using the following expression

(λ1, λ2) = F −1(1 − Pf ), (8)

where F−1 denote the inverse of the joint CDF of the decision statistics T1

and T2. If we can find the unique values of λ1 and λ2 corresponding to the
inverse of the joint CDF, we can find the optimum pair of threshold to take the
decision. However, there exist multiple pairs of (λ1, λ2) which yield the same Pf .
Therefore, the bivariate detection problem becomes complex in comparison to
the univariate detection problem. To address this issue, different approximation
methods can be exploited in order to obtain the approximated threshold pair.
In this paper, we focus on marginal approximation method1 in order to derive
the decision thresholds for two decision statistics. It should be noted that in our
1 Investigating other suitable approximation methods based on the joint PDF of mul-

tiple decision statistics is our ongoing work.
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case, the decision statistics are independent random variables and the joint PDF
of two independent random variables is equal to the product of their marginal
distributions.

Using marginal approximation, the values of decision thresholds λ1m and
λ2m can be obtained using λ1m = F−1

T1
(1 − Pf ) and λ2m = F−1

T2
(1 − Pf ), where

FT1 and FT2 are marginal CDFs of T1 and T2, respectively and can be obtained
from their joint PDF f(T1, T2)2 in the following way

FT1(λ1) = lim
λ2→∞

∫ λ1

−∞

∫ λ2

−∞
f(T1, T2)dT2dT1. (9)

FT2(λ2) = lim
λ1→∞

∫ λ1

−∞

∫ λ2

−∞
f(T1, T2)dT2dT1. (10)

After obtaining marginal thresholds λ1m and λ2m, we apply the following two
different decision rules in order to take the decision about the presence or the
absence of the PU signal.

i. Logical OR Rule: In this method, the expressions for Pd and Pf can be
written as

Pd = Pr(T1 > λ1m|H1 OR T2 > λ2m|H1),
Pf = Pr(T1 > λ1m|H0 OR T2 > λ2m|H0). (11)

ii. Logical AND rule: In this scheme, the expressions for Pd and Pf are given by

Pd = Pr(T1 > λ1m|H1 AND T2 > λ2m|H1),
Pf = Pr(T1 > λ1m|H0 AND T2 > λ2m|H0). (12)

4 Numerical Results

4.1 Comparison of Existing CSS Schemes

In this subsection, we compare the sensing performance of different hard decision
and soft data fusion techniques in terms of their Receiver Operating Character-
istics (ROC) i.e., Pd versus Pf plot. Figure 2(a) presents the ROC compari-
son of different techniques with parameters (Number of antennas in each node
(K)= 1, N = 50, Nc = 10, SNR = −10 dB). Further, we present theoretical
results for hard fusion and local sensing in order to validate our approach. In
this experiment, we use an AWGN channel and the ED as the local sensing
technique. Further, we use the EGC-based soft data fusion technique, and “OR”
and “AND” rules-based decision fusion techniques for the comparison purpose.
It should be noted that in all the simulated results, the distribution of deci-
sion statistics under the H0 hypothesis was computed by accumulating decision
statistics over 104 noise only realizations and then the decision threshold was cal-
culated using the constructed distribution for a certain Pf value. From the figure

2 In the considered heterogeneous environment, we assume that only joint PDF of
decision statistics is available at the FC.
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ED sample-cooperative
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Cooperative hard decision: OR
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Fig. 2. (a) Performance comparison of different cooperative schemes in an AWGN
channel (K = 1, N = 50, Nc = 10, SNR = −10 dB), (b) Performance comparison of
the proposed approach with other cooperative schemes considering different processing
capabilities and equal number of antennas in a Rayleigh fading channel (K = 4, N = 50,
Nc = 10, SNR = −12 dB).

(Fig. 2(a)), it can be noted that the CSS with “AND” and “OR” rules-based
decision fusion schemes perform better than the local ED sensing and the perfor-
mance of “AND”-based decision fusion technique is better at the lower Pf values
than the “OR”-based combining method as depicted in the literature [9]. Addi-
tionally, we can note that the CSS with EGC i.e., decision statistics-based soft
data fusion performs better the hard decision fusion techniques. Another impor-
tant observation from Fig. 2(a) is that the ED decision statistics-cooperative
provides similar performance as that of the ED sample-cooperative scheme.

4.2 Performance Evaluation of the Proposed Approach

In this subsection, we compare the performance of the proposed approach with
the existing CSS schemes considering heterogeneity firstly in terms of processing
capabilities, and then in terms of processing capabilities and the number of
antennas as described below.

1. Heterogeneity in terms of Processing Capabilities: In order to compare
the performance of the proposed approach with different schemes, we consider
the following cases: (i) ED local sensing, (ii) Proposed joint PDF-based app-
roach with ORing of the ME and energy statistics, obtained from the marginal
approximation, in which half of the nodes forward energy and other half forward
ME decision statistics, (iii) Proposed joint PDF-based approach with ANDing
of the ME and energy, obtained from the marginal approximation, and the deci-
sion statistics forwarding as in case (ii), (iv) Proposed joint PDF-based approach
with ORing of the SLE and energy, obtained from the marginal approximation,
in which half of the nodes forward energy and other half forward SLE decision
statistics, (v) ED sample-cooperative scheme in which all nodes forward the sam-
ples, and then the FC calculates the energy decision statistics and takes decision
based on the threshold calculated under the H0 hypothesis, (vi) Cooperative
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OR-based hard decision fusion with each node employing an ED sensor, (vii)
Cooperative AND-based hard decision fusion with each node employing an ED
sensor, and (viii) ME sample-cooperative in which all nodes forward the samples,
and the FC makes decision based on ME decision statistics.

Figure 2(b) presents ROC curves in a Rayleigh fading channel for the afore-
mentioned schemes with parameters (K = 4, N = 50, Nc = 10, SNR = −12
dB). From the results, it can be depicted that the proposed approach provides
better performance than the local sensing and the considered hard decision fusion
schemes. Further, it can be noted that the proposed approach with the ORing
of the ME and energy decision statistics provides slightly better performance
than the ANDing approach, and the performance of the proposed approach with
ORing of SLE and energy decision statistics is worse than that of the ORing
and Anding schemes with energy and the ME decision statistics. During simu-
lation, it has been noted that the ED sample-cooperative and the ED decision
statistics-cooperative provide similar sensing performance as noted in Fig. 2(a).
In addition, From Fig. 2(b), it is noted that the performance of the proposed
approach with the ORing of the ME and energy decision statistics is slightly
worse than the ED sample-cooperative scheme. However, the proposed scheme
has low signalling burden compared to the sample-cooperative ED scheme as
well as the decision statistics-based ED scheme since the transmission of the
eigenvalue-based decision statistics e.g., the ME, requires less bandwidth than
that of forwarding all the samples and the total energy.
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Fig. 3. (a) Performance comparison of different cooperative schemes in an AWGN
channel (K = 1, N = 50, Nc = 10, SNR = −10 dB), (b) Pd versus the ratio of the
second generation nodes to the total number of nodes (K = 1 for ED sensors and
K = 4 for ME/SLE sensors, N = 100, Nc = 10, SNR = −10 dB, Pf = 0.1).

2. Heterogeneity in terms of Processing Capabilities and Number of Anten-
nas: The results in Fig. 2(b) consider the heterogeneity of nodes in terms of
their processing capabilities but assume the same number of antennas for all the
sensors. To better illustrate the performance in the considered heterogeneous
scenario, we present ROC curves for the aforementioned schemes in Fig. 3(a)
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with parameters (K = 1 for ED sensor and K = 4 for ME sensor, N = 50,
Nc = 10, SNR = −12 dB). It can be noted that the proposed approach with
the ORing and the ANDing of the ME and the energy decision statistics perform
better than the sample-cooperative ED scheme in the considered scenario. Fur-
ther, from Fig. 3(a), it can be noted that the ME sample-cooperative provides
the best performance but it requires a large signalling overhead for forwarding
all the samples to the FC.

3. Discussion on Cooperative Signalling Burden: As mentioned earlier, in a
sample-based CSS scheme, cooperating nodes have to forward all the samples
collected during the period of sensing to the FC. Subsequently, the FC may
employ any of the SS schemes to take the decision about the presence or absence
of the active PU. However, in the considered decision statistics-based approach,
the cooperating nodes need to forward only the decision statistics i.e., energy
value for the ED. It can be noted that the number of quantized bits required
to deliver all the samples to the FC is significantly higher than the number
of bits required to send only the decision statistics. In the proposed approach
using multiple decision statistics, some of the nodes employ the eigenvalue based
decision statistics and the rest employ the energy. Although hard decision fusion
scheme has low signalling burden compared to the proposed one, its sensing
performance is far worse than that of the proposed one as noted in Figs. 2(b)
and 3(a). From the results presented in Fig. 3(a), it can be concluded that
in one hand, the proposed approach saves a lot of signalling resources since it
requires the transmission of only decision statistics instead of all samples, and
on the other hand, it provides better sensing performance than the one of ED
sample/decision statistics-based CSS scheme considered in most of the literature.

4. Design Guideline for Upgrading Sensor Networks The advantage of the
proposed approach in the considered heterogeneous scenario has been further
illustrated in Fig. 3(b). In this result, we plot the Pd versus the ratio of the sec-
ond generation nodes to the total number of nodes with parameters (N = 100,
Nc = 10, SNR = −10 dB, Pf = 0.1). Further, we consider a single antenna for
the first generation sensors and multiple antennas for the second generation sen-
sors. It can be noted from the result that as the number of the second generation
nodes in the network increases, the detection performance increases and becomes
more or less constant beyond a certain value of this ratio. For example, for the
combination of sensors with the ME and energy decision statistics, the perfor-
mance becomes constant at the ratio of 0.6. This means that 60 % new nodes in
the network will be sufficient to have reliable sensing performance and it’s not
necessary to replace all the existing nodes of the network. In other words, the
network designer can choose this ratio based on the desired performance criteria
and network parameters such as the number of antennas, sampling rate etc.

5 Conclusions and Future Works

In this paper, we have considered an interesting problem of CSS with heteroge-
neous nodes having different capabilities. A novel technique based on the joint
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PDF has been proposed in order to combine multiple decision statistics for-
warded by heterogeneous cooperating nodes at the FC. The performance of the
proposed technique has been compared with several existing data/decision fusion
techniques. It has been noted that there exists a trade-off between the detection
performance and the bandwidth overhead in the reporting channels while using
various cooperative schemes and the proposed scheme provides less overhead
than the overhead required by the cooperative schemes based on the sample
forwarding. Further, a design guideline for the network operators has been sug-
gested. In our future work, we target to extend this work for the CSS with more
than two decision statistics and to explore suitable cooperative techniques for
the scenarios with cooperating nodes having several heterogeneous features.
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Abstract. This paper analyzes the performance of a proposed subcar-
riers sharing scheme. According to the scheme, secondary system helps
the primary system via two phase Decode and Forward orthogonal fre-
quency division multiplexing based relaying. If primary (licensed user)
is unable to achieve its target rate then secondary transmitter (which
is located within a critical distance from primary transmitter) will pro-
vide few subcarriers to primary receiver, to fulfill the requirement of
the primary system and remaining subcarriers can be used by secondary
(cognitive) system for its own data transmission. If secondary transmit-
ter is located at or beyond the critical distance from primary transmitter
then no spectrum sharing is possible. The analytic expression of outage
probability of the primary and secondary system has been computed.
Through theoretical and simulation results it has been shown that the
primary outage probability with cooperation (while secondary transmit-
ter acts a partial relay) is less than the outage probability for direct
transmission. Therefore opportunistic spectrum sharing can be achieved
by secondary system.

Keywords: OFDM · Opportunistic spectrum sharing · Cooperative
relaying · Outage probability

1 Introduction

Due to advent of new wireless communication techniques, the demand for addi-
tional bandwidth is increasing every other day. Researchers and technologists are
seeking the solutions to cope up with the problem of bandwidth scarcity. Cogni-
tive radio technology introduced by [1] has provided an alternative to solve the
problem of spectrum scarcity and under-utilization. Cognitive radio networks
support opportunistic spectrum sharing (OSS) [2] via granting secondary sys-
tem (low priority) to share the spectrum of the primary user (higher priority) to
efficiently utilize the radio spectrum. Practical implementation of OSS in Long
Term Evolution-Advanced (LTE-A) has been proposed in [3]. According to [3],
OSS has played a significant role with carrier aggregation technique to improve
the performance of the LTE-A system.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 334–345, 2015.
DOI: 10.1007/978-3-319-24540-9 27
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Recently cooperative relaying has been incorporated to facilitate spectrum
sharing schemes in cognitive radio system [4]. In cooperative relaying one or
more relays are used to improve the performance of a system via space and time
diversity. Relay based on Amplify and Forward (AF), Decode and Forward (DF)
or Compressed and Forward (CF) protocol [5] acts as a virtual antenna for the
primary system.

Cooperative spectrum sharing for single carrier system has been proposed
in [6]. In this work, the regenerated primary signal at secondary transmitter is
combined with the secondary signal by providing fraction of secondary power to
the primary signal and remaining power to the secondary signal. Cooperative
relaying for two phase cognitive system has been given in literature [7]. Some
existing work on cognitive radio is based on interference limited systems [8] in
which primary system has capacity to handle additional interference from other
systems without affecting its quality of service. Combination of multi-carrier
modulation such as OFDM and DF relaying has been proposed in literature
[9] for selective subcarrier pairing and power allocation. In [9] more secondary
system power will be provided to the better channel. The optimization of sub-
carrier power to maximize the cognitive system throughput without providing
excessive interference to the primary system has been given in [10]. Similarly, a
protocol for OFDM AF relaying has been given in [11]. In this work, a joint opti-
mization problem is formed for subcarrier pairing and power allocation, where
secondary system uses fraction of its subcarriers to boost the performance of
primary system. Results are shown for outage probability w.r.t secondary sys-
tem power. However, in [11] authors have not determined the exact numbers of
subcarriers relayed via secondary transmitter to primary receiver, to fulfill the
target rate requirement of primary system. Another work based on OFDM-AF
relaying [12] illustrates that the secondary system can do opportunistic commu-
nication by providing half subcarriers to primary receiver to achieve the target
rate of primary system and remaining half subcarriers can be used for secondary
communications.

In this paper, we have proposed an opportunistic subcarriers sharing scheme
based on OFDM-DF relaying. We have computed the outage probability as a
performance metrics for primary and secondary systems for different numbers of
subcarriers. In this scheme, it is assumed that both primary and secondary sys-
tem uses OFDM based modulation. According to the scheme, if primary system
is not able to achieve the target rate of transmission due to poor link quality
then advanced secondary system supports the primary system via converting
into a two phase cooperative relaying based on DF protocol. Here secondary
transmitter which behaves as a relay for primary system will receive the signal
broadcast by primary transmitter over N subcarriers in phase I, decode it, and
forward few (D) subcarriers to the primary receiver in phase II in order to satisfy
the target rate requirement of primary system. The remaining (N-D) subcarriers
can be used by secondary transmitter to transmits its own signal to secondary
receiver. Hence secondary system while working as a relay for primary system
will get opportunistic spectrum access in exchange of fulfilling the target rate
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requirement of primary system. The number of subcarriers (D) allocated to the
primary system depend on the required target rate or quality of services of the
primary system. If primary target rate changes, D also changes.

Primary transmitter (PT) and primary receiver (PR) are the components of
the primary system while secondary system comprises of secondary transmitter
(ST) and secondary receiver (SR) as shown in figure 1. Here we assume that the
secondary system follows the same radio protocol as primary system (eg. source
coding, channel coding, synchronization). Results interpret the requirement of
subcarriers relayed via ST to PR to fulfill the target rate of primary system.
As numbers of relayed subcarriers increases, primary outage probability
decreases while secondary outage probability increases. Outage probability is
also a factor of distance between primary system and ST. As discussed later, for
a given co-linear model (where PT, ST, PR and SR are co-linear), as distance
between secondary transmitter and primary receiver decreases, primary outage
probability decreases and less number of subcarriers would be required to for-
ward the primary signal. But at the same time, distance between primary and
secondary transmitter increases and decoding of primary signal at ST becomes
the limiting factor for outage probability and no more performance improvement
will be achieved by increasing the number of subcarriers after a threshold. There
will be a critical distance, defined as a distance between PT and ST above which
no opportunistic spectrum access is possible. Theoretical and simulation results
are provided for outage probability for both primary and secondary system. It
has been shown through the results that, as long as ST lies within the critical
distance, outage probability of proposed scheme will be less as compare to the
direct transmission. Excellent agreement between the theoretical and simulation
results validate the analytical results of the proposed scheme.

The remainder of this paper is organized as follows. Section 2 discusses the
system model. Section 3 demonstrates the rate and outage probability analy-
sis for direct and cooperative communication for both primary and secondary
system. Simulation results and discussion are provided in section 4. Section 5
concludes the paper.

2 System Model
In our system model we consider secondary system as an advance relay with coop-
erative relaying functionality. OFDM is used as a modulation scheme to modu-
late primary & secondary signal over N subcarriers. All transmission and reception
nodes i.e. PT, PR, ST, SR comprise single antenna. Primary system has authority
to operate in some license band while secondary system can do only opportunistic
spectrum access in the primary license band, when primary is unable to achieve its
target rate of communication due to various channel impairments.

Here Rayleigh frequency flat fading model has been considered for primary and
secondary system. The channel coefficient corresponds to PT→PR is Ψ1,k over
subcarrier k(1 ≤ K ≤ N), Ψi ∼ CN (0, ζ−l

i ) where ζ is the normalized distance
between transmitter and receiver. Normalization is done w.r.t. distance between
PT→PR, which is set to ζ = 1 and path loss component is denoted by l. Similarly
channel coefficients for primary to secondary transmitter, secondary transmitter
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to primary receiver and secondary transmitter to secondary receiver is denoted
as Ψ2,k, Ψ3,k, Ψ4,k respectively. The channel instantaneous gain for each subcar-
rier is defined as γ1,k = |Ψ1,k|2, γ2,k = |Ψ2,k|2, γ3,k = |Ψ3,k|2 and γ4,k = |Ψ4,k|2.
The additive white Guassian noise at each receiver is denoted as n1,k, n2,k, n4,k ∼
CN (0, σ2). The primary and secondary signal is denoted as sp,k and ss,k respec-
tively with zero mean and E{s∗

p,ksp,k} = E{s∗
s,kss,k} = 1.

Here total transmission has been divided into two time phases. In phase I, PT
will broadcast signal to PR, ST & SR. In phase II, PT remains silent and ST will
decodeand forward fewsubcarriers toPR,keeping inmind to fulfill the requirement
of primary target rate on toppriority.With remainingnumberof subcarriers STcan
do opportunistic spectrum access to transmit its own signal to SR. ST will transmit
orthogonal subcarriers to PR & SR to avoid interference between them.

Fig. 1. System model

3 Rate and Outage Analysis for Direct and Cooperation

3.1 Primary Outage Probability for Direct Transmission
In phase 1, signal sp,k is broadcast by PT, received by PR and overheard by SR &
ST. Received signal at PR over subcarrier k is denoted as φpr,1

k which is equal to,

φpr,1
k = (pp,k)

1
2 Ψ1,ksp,k + n1,k (1)

where n1,k denotes AWGN noise over subcarrier k and pp,k is the power of each
subcarrier. The total power available at PT is sum of all subcarrier power i.e.∑N

k=1 pp,k. Let’s the available bandwidth at the primary system is divided into N
orthogonal subcarriers and primary signals are transmitted over N subcarriers.
The instantaneous rate for all N subcarriers is given as,

RN =
N∑

k=1

log2

(

1 +
pp,kγ1,k

σ2
1

)

. (2)

The target rate of primary system is RT and outage occur if RN < RT

Pout = Pr(RN < RT ) (3)
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Without any loss of generality, let’s assume that all subcarriers comprises same
power pp,1 = pp,2 = pp,N = pp and channel coefficients of all subcarriers are
same for one OFDM symbol γ1,1 = γ1,2 = γ1,N = γ1.
So (2) can be deduce to,

RN = N log2

(

1 +
ppγ1
σ2
1

)

. (4)

The outage probability,

Pout = Pr

(

γ1 <
(2RT /N − 1)σ2

1

pp

)

. (5)

where γ1 ∼ exp
(
ζl
1

)
is exponentially distributed i.i.d. random variable. So the

outage probability for the direct transmission can be deduced to

Pout = 1 − exp
(

−σ2
1(2

RT /N − 1)ζl
1

pp

)

(6)

where ζ1 is distance between PT and PR and l is path loss component.

3.2 Primary Outage Probability with Cooperation
With cooperation ST behaves as a relay between PT and PR to provide diversity
gain to the primary system. ST behaves as a partial relay to decode & forward
primary data to primary receiver. It will decode and forward D subcarriers to PR
and remaining N-D subcarriers to SR. Signal received by Secondary Transmitter
in phase I is

φst,1
k = (pp,k)

1
2 Ψ2,ksp,k + n2,k (7)

where n2,k is the AWGN noise over subcarrier k. The instantaneous rate of signal
received at ST with N subcarriers is,

RPt−St
N =

N∑

k=1

log2

(

1 +
pp,kγ2,k

σ2
2

)

. (8)

Taking same assumption as (2), eq. (8) will be deduce to,

RPt−St
N =

N

2
log2

(

1 +
ppγ2
σ2
2

)

(9)

where 1
2 is due to transmission in two phases. Out of total N subcarriers received

from PT, ST will decode & forward only D subcarriers to PR while remaining
N-D subcarriers will be transmitted to SR. The instantaneous rate at PR after
Maximum ratio combining (MRC) of two phases transmission with a condition
of successful decoding of primary signal sp,k at ST is,

RMRC
PR =

1
2

D∑

k=1

log2

(

1 +
pp,kγ1,k

σ2
1

+
ps,kγ3,k

σ2
1

)

+
1
2

N−D∑

k=1

log2

(

1 +
pp,kγ1,k

σ2
1

)

(10)
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where factor 1
2 is due to two phase transmission and ps,k is the power of each

subcarrier belonging to secondary system. Let all subcarriers carries same power
and channel coefficients of a path are same for all subcarriers i.e. γ1,1 = γ1,2 =
γ1,N = γ1, γ2,1 = γ2,2 = γ2,N = γ2, γ3,1 = γ3,2 = γ3,N = γ3. So (10) can be
deduce to,

RMRC
PR =

D

2
log2

(

1 +
ppγ1
σ2
1

+
psγ3
σ2
1

)

+
N − D

2
log2

(

1 +
ppγ1
σ2
1

)

. (11)

On the other hand when ST would unable to decode the primary signal received
in phase I of transmission then there will be no transmission from ST to PR in
phase II. But PR would still be able to receive the primary signal from direct
link. Thus the outage probability is,

P p
out =Pr(RPt−St

N > RT )Pr(RMRC
PR < RT ) + Pr(RPt−St

N < RT )Pr(
1
2
RN < RT )

(12)

where RN can be found from (2).

Pr

(
1
2
RN < RT

)

= Pr

(

γ1 <
ρ1σ

2

pp

)

= 1 − e
− ζl

1σ2

pp
ρ1 (13)

Pr(RPt−St
N < RT ) = Pr

(

γ2 <
ρ1σ

2

pp

)

= 1 − e
− ζl

2σ2

pp
ρ1 . (14)

Similarly,

Pr(RPt−St
N > RT ) = Pr

(

γ2 >
ρ1σ

2

pp

)

= e
− ζl

2σ2

pp
ρ1 (15)

where γ1 ∼ exp
(
ζl
1

)
, γ2 ∼ exp

(
ζl
2

)
, and ρ1 = 2

2RT
N −1

Pr(RMRC
PR < RT )

= Pr

((

1 +
ppγ1
σ2
1

+
psγ3
σ2
1

)D (

1 +
ppγ1
σ2
1

)N−D

< 22RT

)

. (16)

Let σ2
1 = σ2

2 = σ2
3 = σ2,

= Pr

((
1 +

ppγ1
σ2

+
psγ3
σ2

)D (
1 +

ppγ1
σ2

)N−D

< 22RT

)

. (17)

Let ppγ1
σ2 + psγ3

σ2 >> σ2, Now (17) deduce to

= Pr
(
(ppγ1 + psγ3)

D (ppγ1)
N−D

< 22RT σ2N
)

(18)

= Pr

⎛

⎝(ppγ1 + psγ3) <

(
22RT σ2N

) 1
D

(ppγ1)
N−D

D

⎞

⎠ (19)

= Pr

(

γ3 <
Λ

1
D

ps (ppγ1)
N−D

D

− ppγ1
ps

)

(20)
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where Λ = 22RT σ2N

Let’s
Λ

1
D

ps (ppγ1)
N−D

D

− ppγ1
ps

= β (γ1) (21)

where γ3 ∼ exp
(
ζl
3

)
and for exponential random variable,

β (γ1) > 0 (22)

Λ
1
D

ps (ppγ1)
N−D

D

− ppγ1
ps

> 0. (23)

After simplifying (23) we will get,
γ1 <

Λ
1
N

pp
= α(let). (24)

As γ1 and γ3 are independent exponential random variable, it’s joint probability
density function can be represented as ζl

1e
−ζl

1γ1ζl
3e

−ζl
3γ3

Pr(γ3 < β (γ1)) =
∫ α

γ1=0

∫ β(γ1)

γ3=0

ζl
1e

−ζl
1γ1ζl

3e
−ζl

3γ3dγ1dγ3 (25)

=
∫ α

γ1=0

ζl
1e

−ζl
1γ1

(
1 − e−ζl

3β(γ1)
)

(26)

= 1 − e−ζl
1α − ζl

1Υ1 (27)

where,

Υ1 =
∫ α

γ1=0

e

⎛
⎝δ2γ1− δ1

γ

N
D

−1
1

⎞
⎠

dγ1 (28)

δ1 =
ζl
3Λ

1
D

psp
N
D −1
p

, δ2 =
ζl
3pp

ps
− ζl

1 (29)

Equation (28) is intractable, however, if we substitute, δ2 = 0 i.e. ζl
1

ζl
3

= pp

ps
, so

eq. (28) can be reduced to,
Υ1 =

∫ α

γ1=0

e−δ1γ
−(N

D
−1)

1 dγ1. (30)

Let’s substitute γ
− N−D

D
1 = t. So eq. (30) reduces to,

Υ1 =
D

N − D

∫ ∞

α− N−D
D

t−
N

N−D e−δ1tdt. (31)

From [13], eq. (31) can be solved as, 1

Υ1 = (−1)n+1
δn
1

Ei(−δ1u)
n!

+
e−δ1u

un

n−1∑

k=0

(−1)kδk
1uk

n(n − 1)...(n − k)
(32)

1 However, in this paper we have solved eq. (28) numerically to obtain the theoratical
plots.
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where, n = D
N−D and u = α− N−D

D

Hence from (13),(14),(15),(27) the primary outage probability,

P p
out = e

− ζl
2σ2

pp
ρ1(1 − e−ζl

1α − ζl
1Υ1) +

(

1 − e
− ζl

2σ2

pp
ρ1

) (

1 − e
− ζl

1σ2

pp
ρ1

)

. (33)

3.3 Critical Distance Analysis
If we consider only primary system (i.e. no secondary system exists) then outage
probability of the direct link with target rate RT is given by (6). With proposed
scheme, the outage probability of the primary system (with few subcarriers D)
should be always less than or equal to the outage probability of direct link. From
eq. (6) and (33) we have,

Pout > P p
out (34)

For a given target rate, there will be always a critical distance ζ∗
2 (distance

between PT and ST) above which no spectrum sharing is possible. In other
words, if ST is located at or beyond critical distance from PT then primary
outage probability with cooperation will always be greater than or equal to
direct outage probability even ST would work as a pure relay.

1 − e

(
− σ2

1(2RT /N −1)ζl
1

pp

)
< e

− ζl
2σ2

pp
ρ1(1 − e−ζl

1α − ζl
1Υ1)

+
(

1 − e
− ζl

2σ2

pp
ρ1

)(

1 − e
− ζl

1σ2

pp
ρ1

)

(35)

From eq. (35)
ζ∗
2 =

[
pp

ρ1σ2
ln

(
Φ1 − Φ2

Φ3 − Φ2

)] 1
l

(36)

where Φ1 = 1 − e−ζl
1α − ζl

1Υ1, Φ2 =
(

1 − e
− ζl

1σ2

pp
ρ1

)

and Φ3 = 1 −

e

(
− σ2

1(2RT /N −1)ζl
1

pp

)
.

Fromeq. (36), the critical distance ζ∗
2 for different target rates canbe calculated.

The critical distances for some of the predefined target rates with pp = 20 dB,
ps = 30 dB and best possible value of D i.e. (D=N=32) has been given in table 1.

Table 1.

RT 8 16 32 64

ζ∗
2 3.4 2.68 1.92 1.12

3.4 Secondary Outage Probability

In phase II of transmission ST will transmit N-D subcarriers to SR via Ψ4,k link.
The instantaneous rate is given by,

RS =
1
2

N−D∑

k=1

log2

(

1 +
ps,kγ4,k

σ2
4

)

. (37)
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Let’s assume that all subcarriers comprise same power ps,1 = ps,2 = ps,N = pp

and channel coefficients of all subcarriers are same for one OFDM symbol γ4,1 =
γ4,2 = γ4,N = γ4. Equation (37) can be deduced as,

RS =
1
2
(N − D)log2

(

1 +
psγ4
σ2
4

)

. (38)

Let the target rate for secondary system is defined as RTs. Outage occur if
Pr(RS < RTs

)

Pr(RS < RTs
) = Pr

(

γ4 <
ρ2σ

2
4

ps

)

= 1 − e− ζl
4σ2

4
ps

ρ2 (39)

where γ4 ∼ exp
(
ζl
4

)
and ρ2 = 2

2RTs
N−D − 1

4 Simulation Results and Discussion

We have done simulation for the outage probability with respect to number of
subcarriers under specified settings. For the ease of analysis, PT, PR, ST & SR
are considered to be collinear. PT is located at distance (0,0) in two dimensional
plane while PR is located at (1,0) i.e. ζ1 = 1. SR lies in between PT and
PR at coordinates (0.75,0) and ST moves along the X axis. Theoretical and
simulation results of the outage probability for ζ2 = 0.5, ζ2 = 1.2 & ζ2 = 1.92
with respect to number of relayed subcarriers D are given. we have chosen target
rate RT = N = 32 and subcarrier power pp = 10dB,ps = 30dB. The path loss
exponent has set to be l = 4.

Figure 2 shows the theoretical and simulation result of the outage proba-
bility of the primary system vs number of subcarrier required for cooperation.
Theoretical results are strongly following the simulated one. From figure 2 we

Fig. 2. Primary outage probability vs subcarriers
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can see that as number of forwarded subcarriers D from ST to PR increases,
the outage probability decreases. For ζ2 = 0.5, and D > 5 the outage probabil-
ity with cooperation is less than the direct transmission. Hence with this given
power and target rate profile, if ST will forward only 5 subcarriers to PR then
outage probability with cooperation will be less than the outage probability with
direct tranmission. So secondary system has opportunity to do spectrum access
of licensed primary band to transmit its own data to secondary receiver. With
this protocol out of total given N=32 subcarriers, the remaining N − D subcar-
riers can be used by ST to do opportunistic spectrum access. For higher values
of D it is quite obvious that primary outage probability will reduce as providing
more subcarriers for the relaying of primary signal & less subcarriers used for
the secondary system transmission. However for D > 20, the outage probability
gets stagnant. This is due to the fact that when D approaches it’s maximum
value, the outage probability with MRC Pr

(
RMRC

PR < RT

)
attains very small

value and the decoding of primary signal at ST becomes the only limiting fac-
tor for outage probability i.e Pr(RPt−St

N < RT )Pr( 12RN < RT ). Thus further
increasing D will not impact primary outage probability.

For ζ2 = 1.2, distance between PT→ST increases but distance between
ST→PR decreases i.e. ζ3 = 0.2. Therefore for small value of D, the outage prob-
ability is less than previous case, here only 4 subcarriers are required to achieve
same outage probability as direct transmission. But for D > 10, the outage prob-
abilty is constant. This happens because of high distance between PT and ST,
no further successful decoding of primary signal occur at ST. For ζ = 1.92 (criti-
cal distance), no opportunistic spectrum access is possible, as outage probability
with cooperation is always higher than direct transmission. Figure 3 shows the
relationship between D and ζ2 for RT = 32. From figure 3 we can find the exact
number of subcarriers D forwarded via ST to PR, when outage probability of

Fig. 3. Subcarriers vs ζ2



344 N. Gupta and V.A. Bohara

Fig. 4. Secondary outage probability vs subcarriers

proposed cooperation scheme would be less than direct transmission. At ζ2 = 0.1
distance between PT-ST is 0.1 consequently distance between ST-PR will be 0.9,
therefore ST would required to forward minimum 7 subcarriers to PR to achieve
the performance better than direct transmission. As the value of ζ2 increases
from 0.1 < ζ2 < 1, distance between ST-PR will decreases, so required number
of subcarriers i.e. D will also decreases. However for ζ2 > 1, ST is moving away
from PR, therefore value of D increases with ζ2. Figure 4 shows the 2-D graph
of secondary system outage probability for ζ4 = 0.25, ζ4 = 0.45 & ζ4 = 1.17
w.r.t D subcarriers relaying via ST to primary receiver. For simulation collinear
distance model has taken with ps

σ2
4

= 30dB & RTs
= 32. From the graph we can

clearly see that for some small value of D, the value of N-D will be high, therefore
the outage probability of secondary (cognitive) system is low. As the numbers
of subcarriers relaying to primary receiver via ST increases then the subcarriers
forwarded to SR i.e. N-D will decrease, consequently the outage probability of
the secondary system increases. At 10 < D < 32 (when primary outage proba-
bility with cooperation is less than direct transmission), the secondary outage
probability is significantly small. Hence very good opportunistic spectrum access
is possible with the proposed protocol. At very high value of D, when ST behaves
like a pure relay (forwarded all primary subcarriers to PR), then N − D = 0 and
there will be no secondary communication possible and hence outage probability
will be very high (approx=1).

5 Conclusion

In this paper, secondary system gains opportunistic spectrum access by assisting
the primary system to achieve its target rate. Secondary transmitter acts as a DF
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relay to help the primary system by relaying few subcarriers to primary receiver
to fulfill the required target rate of primary system while remaining subcarriers
can be used for secondary transmission. There is a critical distance between PT
and ST, if ST is located at or beyond critical distance from PT then there will
be no opportunistic spectrum sharing. We have shown that depending on the
distance between PT and ST, it is possible to find exact number of subcarriers
that should be forwarded by ST to PR for outage probability with cooperation
to be less than direct transmission.

References

1. Mitola, J., Maguire Jr, G.Q.: Cognitive radio: making software radios more
personal. IEEE Personal Communications 6(4), 13–18 (1999)

2. Zhang, R., Liang, Y.-C.: Exploiting multi-antennas for opportunistic spectrum
sharing in cognitive radio networks. IEEE Journal of Selected Topics in Signal
Processing 2(1), 88–102 (2008)

3. Osa, V., Herranz, C., Monserrat, J., Gelabert, X.: Implementing opportunistic
spectrum access in lte-advanced. EURASIP Journal on Wireless Communications
and Networking 2012(1), 99 (2012).
http://jwcn.eurasipjournals.com/content/2012/1/99

4. Jia, J., Zhang, J., Zhang, Q.: Cooperative relay for cognitive radio networks. In:
INFOCOM 2009, pp. 2304–2312. IEEE, April 2009

5. Gunduz, D., Yener, A., Goldsmith, A., Poor, H.: The multi-way relay channel. In:
IEEE International Symposium on Information Theory, ISIT 2009, pp. 339–343,
June 2009

6. Han, Y., Pandharipande, A., Ting, S.H.: Cooperative decode-and-forward relaying
for secondary spectrum access. IEEE Transactions on Wireless Communications
8(10), 4945–4950 (2009)

7. Bohara, V., Ting, S.H., Han, Y., Pandharipande, A.: Interference-free overlay cog-
nitive radio network based on cooperative space time coding. In: 2010 Proceed-
ings of the Fifth International Conference on Cognitive Radio Oriented Wireless
Networks Communications, CROWNCOM, pp. 1–5, June 2010

8. Bohara, V., Ting, S.H.: Measurement results for cognitive spectrum sharing based
on cooperative relaying. IEEE Transactions on Wireless Communications 10(7),
2052–2057 (2011)

9. Boostanimehr, H., Bhargava, V.: Selective subcarrier pairing and power
allocation for df ofdm relay systems with perfect and partial csi. IEEE Trans-
actions on Wireless Communications 10(12), 4057–4067 (2011)

10. Shaat, M., Bader, F.: Joint subcarrier pairing and power allocation for df-relayed
ofdm cognitive systems. In: 2011 IEEE Global Telecommunications Conference,
GLOBECOM 2011, pp. 1–6, December 2011

11. Lu, W.D., Gong, Y., Ting, S.H., Wu, X.L., Zhang, N.-T.: Cooperative ofdm relaying
for opportunistic spectrum sharing: Protocol design and resource allocation. IEEE
Transactions on Wireless Communications 11(6), 2126–2135 (2012)

12. Gupta, N., Bohara, V.A.: Outage analysis of cooperative ofdm relaying system with
opportunistic spectrum sharing. In: 2014 International Conference on Advances in
Computing, Communications and Informatics, ICACCI, pp. 2803–2807, September
2014

13. Gradshteyn, I.S., Ryzhik, I.M.: Table of integrals, series, and products, 7th edn.
Elsevier/Academic Press, Amsterdam (2007)

http://jwcn.eurasipjournals.com/content/2012/1/99


Efficient Performance Evaluation for EGC, MRC
and SC Receivers over Weibull Multipath

Fading Channel

Faissal El Bouanani1(B) and Hussain Ben-Azza2

1 ENSIAS, Mohammed V University, Rabat, Morocco
elbouanani@ensias.ma

2 ENSAM, Moulay Ismail University, Meknes, Morocco

Abstract. The probability density function (PDF) of the output SNR
(Signal to Noise Ratio) at a receiver operating under Weibull fading
multipath channel is unknown in closed form and exists only as a com-
plicated multiple integrals or approximated by a series of functions, or
recently, by a single function whose evaluation time is not negligible. Our
main result is a new simple approximate closed-form of the SNR PDF
at the output of three types of receivers over Weibull multipath fading
channels. The advantage of this new expression is that its evaluation
time is less compared to all previous results. Based on this expression,
approximate analytical expressions of the outage probability (OP), the
average bit error rate (BER) for several M -ary modulation techniques,
and the average channel capacity (CC) are derived in terms of only one
particular hypergeometric function, known as Fox-H function. Numeri-
cal results have been validated by simulation and compared with recent
results.

Keywords: Fox H-function · Meijer G-function · Maximal ratio com-
bining · Equal gain combining · Weibull fading · Shannon capacity · Bit
error rate

1 Introduction

In wireless digital communication system, the diversity techniques are used to
combine the original signal copies arrived often from different paths, especially
in an urban environment, at the receiver. The choice of a combining method
has a great influence on system performance. Several diversity techniques, such
as maximal-ratio combining (MRC), selection combining (SC), and equal-gain
combining (EGC) are used in many wireless communication system. In MRC
method, all received signals at the input of the receiver are multiplied by their
channel gains conjugates. This receiver is known to be optimal for all multi-
path fading environment. In coherent EGC reception, each received signal on its
branches is weighted with the equal gain. Although the complexity of EGC is

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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acceptable, its performances are usually less efficient than the MRC ones. In SC
technique, as long as the receiver select only one branch that having the greatest
SNR, its performances are always lower than those of EGC.

The Weibull distribution is often used for describing the fading amplitude in
both indoor and outdoor communication environments. As the analytical expres-
sion of the SNR PDF at the output of either coherent EGC or MRC receiver
is unknown and difficult or even impossible to find, an another way is to derive
a closed-form approximation. Recently, many papers have been written on the
performance of both MRC, EGC, SC, and GSC (Generalized SC) receivers over
Weibull fading channels. In [1], a closed-form of the moment generating function
(MGF) of the SNR at the output of both MRC and SC receivers was derived
in terms of power and finite series of Meijer G-functions [2] respectively. In [3],
average symbol error rate and MGF of the output SNR at EGC and MRC com-
biners are derived in terms of product and infinite series of Meijer G-functions.
The expression of the SNR at EGC output was investigated in [4]. In [5], joint
PDF, CDF, and MGF of SNR are expressed for SC receiver. In [6], various sta-
tistical characteristics of the output SNR at EGC receiver, and average bit error
rate (BER) for 3-branch MRC are derived as infinite series of Meijer G-function.
In [7], CC for MRC over several types of fading channels comprising Weibull
case was derived as a series of Meijer G-function. In [8]-[10], some other contri-
butions dealing with SNR PDF at the output of the receiver and other system
performance indicators have been presented in close approximation by only one
Fox H-function for MRC, EGC, and GSC respectively. However, to ensure the
convergence of this function and to be close to the exact expression of the per-
formance indicator, the value of the parameter λ, appearing in the denominator
of the first argument of all derived Fox H-functions, should be too big. Although
the evaluation of this function is easy using some mathematical software such
as Mathematica and Maple, it becomes extremely slow when its first argument
is very small (close to 0), and sometimes lead to numerical instabilities and
erroneous results.

Hence, it is highly desirable to find another approximate closed-form that
resolves the problem of evaluation time complexity of the said function when λ
approaches infinity. Thus, in this paper, we present a new, stable and low com-
plexity, approximate closed-form of SNR PDF at the output of MRC, EGC, and
SC receivers over Weibull multipath fading channels, and so other performance
criteria, in terms of only one simple Fox H-function.

The rest of this paper is structured as follows. In section 2, the description
of the studied receiver operating in Weibull multipath fading environment and
some statistical characteristics are presented. Section 3 present a novel formula,
with low evaluation time, for the PDF and the CDF of the SNR at the output of
the receiver. In Sections 4-5, BER for various M -ary modulation techniques and
CC of the studied equivalent channel are derived in terms of only one Fox H-
function and Meijer G-function with small computational complexity. In section
6, the results are illustrated and verified by comparison with the recent results.
Our main conclusions are summarized in the final section.
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2 Receiver Description and Preliminary Statistics

We consider a digital wireless communication system with L-branch MRC, EGC,
or SC receiver operating in a Weibull multipath fading environment. The SNR
of the combined signal at the output of the studied receiver is given by

γ = δ

(
L∑

i=1

γα
i

) 1
α

(1)

where

– 1/α is a positive integer,
– γi = Es

N0
R2

i is the instantaneous SNR per symbol on the ith branch,
– Es denotes the average energy per symbol and N0 denotes the power spectral

density of thermal noise,
– L denotes the number of combined diversity branches,
– Ri denotes the fading amplitude corresponding to the ith received signal at

the combiner, assumed to be Weibull distributed with the shape parameter
βi and the scale parameter ωi:

Ri =
(
N2

1i + N2
2i

) 1
βi (2)

where N1i and N2i are two normally distributed variates with mean and

variance 0 and ω
βi
i

2 , respectively. The values of parameters δ and α vs. receiver
are summarized in Table 1.

Table 1. Values of δ and α for some known receivers

Receiver MRC EGC SC

δ 1 1/L 1

α 1 1/2 +∞

In the following, the Weibull distribution is denoted W (ωi, βi). Its PDF is

fRi
(r) =

βi

ωi

(
r

ωi

)βi−1

exp

[

−
(

r

ωi

)βi
]

, r ≥ 0 (3)

so, the nth moment of Ri is given by

μ(Ri)
n = ωn

i dn (βi) (4)

where dk (βi) = Γ (1 + k/βi) , and Γ (·) is the gamma function. Accordingly, the
scale parameter of Ri is

ωi =

√
μ
(Ri)
2

d2 (βi)
(5)
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and the average of the ith SNR is then

γi =
Es

N0
ω2

i d1

(
βi

2

)

(6)

Since the square of a Weibull RV is a Weibull RV, and according to (4) and (6),
γi is a Weibull distribution W

(
Es

N0
ω2

i , βi

2

)
.

3 On the Sum of Weibull RVs

In this section, based on the recently derived expressions for the sum of Weibull
distributed RVs [9]-[10], a new closed-form approximation of the output SNR
PDF having low evaluation time is presented.

Lemma 1. If X is a Weibull distribution W (ω, β) , then its PDF can be
expressed as a Fox H-function

fX(x) =
1
ω

H1,0
0,1

(
x

ω

∣
∣
∣
∣

.
(1 − 1

β , 1
β )

)

, x ≥ 0 (7)

Proof. See Appendix A.

Lemma 2. Let Zα,i = γα
i . Then Zα,i is aWeibull distribution W

([
γi

d2(βi)

]α

, βi

2α

)

Proof. See Appendix A.

3.1 PDF of the Output SNR γ

As the exact expression of the SNR PDF at the output of both MRC and coher-
ent EGC receivers operating under Weibull fading channel is unknown or even
impossible to find explicitly, the main idea is to derive, as much as possible, a
closed-form approximation with low evaluation time.

Theorem 1. Let Z(α) =
∑L

i=1 Zα,i. The SNR PDF at the output of the studied
receiver can be approximated by a Fox H-function

fγ(γ) ≈ α
(
Ψα,L

(
γ
δ

)α)Φα,L

γΓ (Φα,L)
exp

(
−Ψα,L

(γ

δ

)α)
(8)

where Φα,L =

(
μ
(Z(α))
1

)2

μ
(Z(α))
2 −

(
μ
(Z(α))
1

)2 and Ψα,L = μ
(Z(α))
1

μ
(Z(α))
2 −

(
μ
(Z(α))
1

)2 .



350 F. El Bouanani and H. Ben-Azza

Proof. A very tight closed-form approximation of the PDF of Z(α) was derived
in terms of Meijer G-function as [8]-[10]

fZ(α)(z) ≈ Γ (a + 1)
λΓ (b + 1)

G1,0
1,1

(
z

λ

∣
∣
∣
∣
a
b

)

, z ≥ 0 (9)

where

a =

⎛

⎝λ − μ
(Z(α))
2

μ
(Z(α))
1

⎞

⎠ Ψα,L − 1, b = Φα,L − μ
(Z(α))
2 Ψα,L

λ
− 1, (10)

and λ is a real number.
Now, using the Jacobian of the transformation, the PDF of γ = δ

[
Z(α)

] 1
α is

fγ(γ) =
αγα−1

δα
fZ(α)

[(γ

δ

)α]
(11)

Substituting (9) into (11), we get

fγ(γ) ≈ Γ (a + 1)
γΓ (b + 1)

1
2πj

∫

C

Γ
(
b + 1 + s

α

)

Γ
(
a + 1 + s

α

)
(

γ

λ
1
α δ

)−s

ds (12)

where C denotes an infinite complex contour of integration, and j is an imaginary
number such that j2 = −1.

The PDF of the output SNR given in (9) can be expressed either as a sum
of LHP (Left Half-Plane) or RHP (Left Right-Plane) residues if λ > μ

(Z)
2 /μ

(Z)
1

[9]. In addition, this expression becomes closer to the exact one for large values
of λ. However, the evaluation time of the Meijer G-function takes a lot of time
if its first argument is close to zero. Hence, to get a close approximation with
low evaluation time complexity of this function, we will eliminate the λ-term in
this expression by finding the limit of this PDF as λ approaches +∞.

We have from (10)

Γ (b + 1 + s
α )

Γ (b + 1)
∼ Γ (Φα,L + s

α )
Γ (Φα,L)

as λ → +∞ (13)

On the other hand, using the stirling’s formula [15, 6.1.39], we get from (10)

Γ (a + 1)λ
s
α

Γ (a + 1 + s
α )

∼ Ψα,L
− s

α as λ → +∞ (14)

Substituting (13) and (14) into (12), yields

fγ(γ) ≈ 1
γΓ (Φα,L)

1
2πj

∫

C
Γ (Φα,L +

s

α
)
(
Ψ

1/α
α,L

γ

δ

)−s

ds (15)

=
1

γΓ (Φα,L)
H1,0

0,1

(
Ψ

1/α
α,L γ

δ

∣
∣
∣
∣

.(
Φα,L , 1

α

)

)

Now, using [11, eq.(07.34.03.0228.01)] and the change of variable s′ = Φα,L +
s
α , we get (8) which concludes the proof of the theorem.
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Remark 1. The terms Φα,L and Ψα,L are explicitly expressed for i.i.d Weibull
fading channel as

Φα,L =

(∑L
i=1 γα

i

)2

∑L
i=1 γ2α

i

d21

(
β
2α

)

d2

(
β
2α

)
− d21

(
β
2α

) , Ψα,L =
∑L

i=1 γα
i

∑L
i=1 γ2α

i

d1

(
β
2α

)
dα
2 (β)

d2

(
β
2α

)
− d21

(
β
2α

)

and for the same average SNR of the signal at each input branch (γi = γ1 for all i)

Φα,L =
Ld21

(
β
2α

)

d2

(
β
2α

)
− d21

(
β
2α

) , Ψα,L =
d1

(
β
2α

)
dα
2 (β) γ−α

1

d2

(
β
2α

)
− d21

(
β
2α

)

Remark 2. In uncorrelated fading channel, the exact value of the average SNR
at the output of the receiver is expressed using the multinomial theorem, lemma
2, and (4) as

γ ≡ δμ
(Z(α))
1/α = δ

∑

∑L
j=1 ij=1/α

(1/α)!
∏L

j=1 ij !

L∏

j=1

(
γij

d2
(
βij

)

)αij

d2αij

(
βij

)
(16)

On the other side, it can be approximated by placing (15) into [12, eq. (2.8)]

γ ≈ δΓ (Φα,L + 1
α )

Ψ
1/α
α,L Γ (Φα,L)

(17)

3.2 Outage Probability

The outage probability is the key metric to characterize the performance limits
of wireless communication systems. It’s defined in terms of SNR CDF as [13]

Pout = Fγ(γmin) (18)

where γmin is the minimum SNR threshold that ensure a reliable communi-
cation and the equivalent channel is not in outage.

Proposition 1. The Outage probability for the studied receiver is expressed as

Pout ≈ 1
Γ (Φα,L)

H1,1
1,2

(

Ψ
1/α
α,L

γmin

δ

∣
∣
∣
∣

(1, 1)(
Φα,L, 1

α

)
, (0, 1)

)

(19)

Proof. Using (15) and [11, eq.(06.05.16.0002.01)], the CDF of γ is given by

Fγ(γ) ≈ 1
2πjΓ (Φα,L)

∫

C
Γ (Φα,L +

s

α
)

(
Ψ

1/α
α,L

δ

)−s ∫ γ

0

t−s−1dtds (20)

=
1

2πjΓ (Φα,L)

∫

C

Γ (Φα,L + s
α )Γ (−s)

Γ (1 − s)

(
Ψ

1/α
α,L

γ

δ

)−s

ds

Which completes the proof of the proposition.
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Remark 3. by applying the relation [15, q.(6.1.20)]

Γ (Φα,L +
s

α
) = (2π)

1−1/α
2

∏ 1
α −1

k=0 Γ (α (Φα,L + k) + s)
αΦα,L+ s

α − 1
2

(21)

furthermore, OP can be rewritten in terms of Meijer G-function as

Pout ≈
(2π)

1−1/α
2 G

1
α ,1

1, 1
α+1

(

(αΨα,L)1/α γmin
δ

∣
∣
∣
∣

1
Δα,L; 0

)

Γ (Φα,L)αΦα,L− 1
2

(22)

with Δα,L = {αΦα,L, α (Φα,L + 1) , ..., α
(
Φα,L + 1

α − 1
)}

4 Average Bit Error Probability

Proposition 2. The BER of several M -ary modulation techniques using the
studied combiner in Weibull multipath fading environment

P e ≈ 1
2Γ (
) Γ (Φα,L)

H1,2
2,2

(
Ψ

1/α
α,L

δθ

∣
∣
∣
∣
(1, 1), (1 − 
, 1)
(Φα,L, 1

α ); (0, 1)

)

(23)

where 
 and θ are parameters depending on modulation scheme [9].

Proof. The BER for several M -ary modulation scheme over fading channel is
given by [14, eq.(13)]

P e =
θ�

2Γ (
)

∫ ∞

0

γ�−1e−θγFγ(γ) dγ (24)

Substituting (20) into (24), yielding

P e ≈ θ�

4πjΓ (
) Γ (Φα,L)

∫

C

Γ (Φα,L + s
α )Γ (−s)

Γ (1 − s)
(

Ψ
1/α
α,L

δ

)s

∫ ∞

0

γ�−s−1e−θγ dγds (25)

=
1

4πjΓ (
) Γ (Φα,L)

∫

C

Γ (Φα,L + s
α )Γ (−s)Γ (
 − s)

Γ (1 − s)

(
Ψ

1/α
α,L

δθ

)−s

ds

That concludes the proof of the proposition.

Remark 4. Replacing (21) into (25), we get

P e ≈ (2π)
1− 1

α
2 α

1
2−Φα,L

2Γ (
) Γ (Φα,L)
G

1
α ,2

2, 1
α+1

(
(αΨα,L)

1
α

δθ

∣
∣
∣
∣
1, 1 − 

Δα,L; 0

)

(26)
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5 Average Shannon Capacity

Proposition 3. Let Bw be the channel bandwidth. The CC for the studied
receiver in the case of Weibull multipath fading channels is close to

C ≈ Bw

Γ (ΦL) ln 2
H3,1

2,3

⎛

⎝
Ψ

1
α

α,L

δ

∣
∣
∣
∣

(0, 1) ; (1, 1)(
Φα,L, 1

α

)
, (0, 1) , (0, 1)

⎞

⎠ (27)

Proof. The average capacity of the studied channel is given by

C = Bw

∫ ∞

0

log2 (1 + γ) fγ(γ) dγ (28)

Using [11, eq.(07.34.03.0456.01)], it can be rewritten using a Mellin-Barnes
contour integral

C ≈ Bw

2πjΓ (Φα,L) ln 2

∫

C
Γ (Φα,L +

s

α
)

(
Ψ

1/α
α,L

δ

)−s(∫ ∞

0

γ−s−1G1,2
2,2

[
γ

∣∣∣∣
1, 1
1, 0

]
dγ

)
ds

(29)

The Mellin transform in (29) can be evaluated using [11, eq.
(07.34.21.0009.01)]

∫ ∞

0

γ−s−1G1,2
2,2

[

γ

∣
∣
∣
∣
1, 1
1, 0

]

dγ =
Γ (1 − s)Γ 2(s)

Γ (1 + s)
(30)

Substituting (30) into (29), concludes the proof of the proposition.

Remark 5. Replacing (21) into (29), the CC can also be expressed in terms of
Meijer G-function

C ≈ Bw (2π)
1− 1

α
2 α

1
2−Φα,L

Γ (Φα,L) ln 2
G

1
α+2,1

2, 1
α+2

(
(αΨα,L)

1
α

δ

∣
∣
∣
∣

0; 1
0, 0,Δα,L

)

(31)

6 Performance Evaluation Results

In this section, the results containing the Meijer G-function were evaluated using
Mathematica software. All the Monte Carlo simulations are established by gen-
erating 108L Weibull distributed random numbers over the studied SNR range,
subdivided into 104 subintervals of equal length. We have assumed an exponen-
tially decaying power delay profile (PDP) γi/γ1 = exp [−ϕ(i − 1)] where ϕ is
the average fading power decay factor [16], and γ1 = 1 except for figure 4 and 5.

In Fig. 1, the analytical expression (8) and the simulated PDF versus γ are
plotted, for the L-branch EGC and dual-branch MRC. It can be seen that the
MRC curves are closer to the simulated ones than those of EGC.
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EGC�Β�2, e�� � 0.25, L � 2�
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Fig. 1. PDF of the output SNR at both L-branch EGC and 2-branch MRC receiver

Fig. 2. Outage probability of dual-branch EGC/MRC receiver

Fig. 2 depicts the OP for dual-branch MRC/EGC receiver, given by (31) for
i.i.d. Weibull fading channels. The plotted curves are compared for EGC and
MRC with those plotted from [8, eq.(28)] and [9, eq.(13)], respectively. It can be
observed that the new derived expression is very close to the previous one for
great values of λ.

In Fig. 3, the normalized CC, given by (31), versus the diversity order L,
is plotted and compared with the previous result [8, eq.(37)] for EGC receiver.
The new analytical expression of capacity is very close to the recent one (plotted
in dashed line). Besides, the evaluation time of this new expression is very low
since the λ-term, sufficiently large, is eliminated.

Fig. 4 compares the new expression of BER for both BPSK and BFSK modu-
lation with 4-branch MRC receiver, plotted from (16) and (26), with the previous
one [9, eq.(20)]. It can be seen that the new approximate expression becomes
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Fig. 5. Evaluation time of the BER for BPSK modulation with EGC receiver
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closer to the previous ones [8]-[9], computed for great values of λ in the case of
small values of both β and e−ϕ.

In Fig. 5, the evaluation time of the BER, in second, is plotted for BPSK
modulation with 4-branch EGC combiner, β = 3, and e−ϕ = 1.5. It can be seen
that the evaluation time of the new expression (26) is less than the one of the
previous result [8], and is almost constant over a range of average SNR. Besides,
the greater is the parameter λ (appearing as a denominator in the first argument
of the Meijer G-function [8, eq.(44)]), the higher is the evaluation time.

7 Conclusion

In this article, we have derived a novel form of PDF, CDF, BER, and CC for a
generalized diversity system including MRC, EGC and SC receivers operating in
Weibull multipath fading environment. All analytical expressions were derived
in terms of only one Meijer G-function. Our main result is that the evaluation
time of all this expressions is low compared with those given in previous work.
On the other side, the numerical evaluation, by Mathematica software, of the
derived Fox H-functions is more stable since its arguments are not close to 0.

A Proofs of Lemmas

Proof of lemma 1. Using [11, eq.(07.34.03.0228.01)], the PDF of X can be
expressed from (3)

fX(x) =
β

ω

1
2πj

∫

C
Γ (s)

(x

ω

)β−1−βs

ds (A.1)

=
1
ω

1
2πj

∫

C
Γ

(

1 − 1
β

+
s

β

)(x

ω

)−s

ds

which concludes the proof of lemma 1.

Proof of lemma 2. According to (2) and (6), it can be seen that Zα,i is a Weibull

RV with shape parameter βi

2α :

Zα,i =
(

γi

ω2
i d2 (βi)

)α (
N2

1i + N2
2i

) 2α
βi (A.2)

Its expectation is expressed in terms of 2αth-moment of Ri using (4) and (A.2)

μ
(Zα,i)
1 =

(
γi

d2 (βi)

)α

d1

(
βi

2α

)

It follows that the scale parameter of Zα,i is
(

γi

d2(βi)

)α

, and its second moment
is then expressed from (4) and (A.2) as

μ
(Zα,i)
2 =

(
γi

d2 (βi)

)2α

d2

(
βi

2α

)

(A.3)

that concludes the proof of the lemma 2.
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Abstract. In this paper, a centralized Power Control (PC) scheme aided
by interference channel gain learning is proposed to allow a Cognitive
Radio (CR) network to access the frequency band of a Primary User
(PU) operating based on an Adaptive Coding and Modulation (ACM)
protocol. The main idea is the CR network to constantly probe the band
of the PU with intelligently designed aggregated interference and sense
whether the Modulation and Coding scheme (MCS) of the PU changes in
order to learn the interference channels. The coordinated probing is engi-
neered by the Cognitive Base Station (CBS), which assigns appropriate
CR power levels in a binary search way. Subsequently, each CR applies
a Modulation and Coding Classification (MCC) technique and sends the
sensing information through a control channel to the CBS, where all the
MCC information is combined using a fusion rule to acquire an MCS
estimate of higher accuracy and monitor the probing impact to the PU
MCS. After learning the normalized interference channel gains towards
the PU, the CBS selects the CR power levels to maximize total CR net-
work throughput while preserving the PU MCS and thus its QoS. The
effectiveness of the proposed technique is demonstrated through numer-
ical simulations.

Keywords: Cognitive Radio · Centralized power control · Spectrum
sensing · Cooperative Modulation and Coding Classification · Adaptive
coding and modulation

1 Introduction

Radio Spectrum is well known to be a limited resource. Ever since its first
commercial usage, regulations for limiting services to specific frequency bands
have been enforced. This rulemaking process assumes that a static assignment
of services to frequency bands not only facilitates the financial exploitation of
the Radio Spectrum, but also limits interference and supports the construction
of cheap and less complicated transceivers, a major technological restraint.

Nowadays though, the burst in service demand has led us to rethink the static
nature of this architecture. Taking into account also the fact that some frequency
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 358–369, 2015.
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bands are being underutilized and that others accommodate services resilient to
interference, the research community proposed the idea of the Dynamic Spec-
trum Access (DSA) [1]. Some DSA techniques suggest the use of frequency bands
by unlicensed users, also called Secondary Users (SUs), when the licensed ones
(PUs) are absent or even their coexistence as long as the received interference by
PUs is below a certain threshold. This flexible structure enables us to exploit the
Radio Spectrum resource more efficiently. A candidate technology to reach this
objective and enhance the operation of the SUs is the Cognitive Radio (CR) [2].
The main functionalities of the CR are the Spectrum Sensing (SS), which con-
sists of methods detecting the existence or type of licensed primary signal, and
the PC, the adaptive adjustment of transmit power. Unlicensed SUs equipped
with these CR mechanisms can apply DSA techniques and help us resolve both
Radio Spectrum underutilization and congestion.

One important SS mechanism is the identification of the PU signal type. An
interesting approach to address this problem could be the classification of the
modulation and coding scheme (MCC) [3,4]. As far as the modulation classi-
fication is concerned, features like the signal cumulants of 2nd, 3rd, 4th, 6th
and 8th order which have distinctive theoretical values among different modu-
lation schemes [5] are estimated and then fed into a powerful classification tool,
the Support Vector Machine (SVM) [6]. For the coding identification part, the
exploited statistical features are the log-likelihood ratios (LLRs) of the received
symbol samples [7,8]. The detection technique in this case involves the compar-
ison of the average LLRs of the error syndromes derived from the parity-check
relations of each code.

The second CR enhancement mentioned before is the PC strategy based
on which the SUs are accessing the frequency band of the PU. This vast topic
has been thoroughly investigated from many aspects depending on the system
model, the optimization variables, the objective functions, the constraints and
other known or unknown parameters. An interesting approach to the PC problem
tackled by the research community within the wireless network context has been
the centralized one. Based on this, a central decision maker, the Base Station,
gathers local information from the users through a control channel, elaborates
an intelligent selection of their operational parameters, such as their transmit
power, channel or time schedule, and communicates it to them. In this gen-
eral context, the research community has formulated and tackled PC problems
to achieve common or different signal to interference plus noise ratio (SINR)
requirements, maximum total system throughput, maximum weighted through-
put, maximum worst user throughput or minimum transmit power, subject to
QoS constraints from individual users, like SINR, data rate or outage proba-
bility. In the CR regime, the centralized PC problem retains its basic form but
with some small alterations. One critical modification is the knowledge of the
interference channels from the CR transmitters to the PU receivers. Previous
work has considered perfect CR-to-PU channel knowledge [9,10], limited-rate
feedback from the PUs on CR-to-PU channel gains [11], imperfect CR-to-PU
channel knowledge [12] and CR-to-PU channel uncertainty knowledge attained
through SS or channel gain cartography [13].
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An even more challenging PC problem in CR networks is the one without
any prior knowledge of the interference channels and cooperation from the PU
link. The additional burden in this case is learning the CR-to-PU channels using
eavesdropped information from the PU feedback channel. A solution for one SU
coexisting with one PU was given in [14] based on a probing and sensing model.
Nevertheless, the most sophisticated methods suitable for learning the interfer-
ence channel gains of multiple SUs through probing with the use of even binary
feedback are derived from multiple input multiple output (MIMO) and beam-
forming research scenarios. Previous researchers have exploited a slow random
exploration algorithm [15], the one-bit null space learning algorithm [16] and an
analytic center cutting plane method (ACCPM) based learning algorithm [17].

In this paper, a centralized PC method aided by interference channel power
gain learning is demonstrated which concerns multiple SUs and a PU and max-
imizes the total SU throughput subject to maintaining the PU QoS. This case
study considers the PU link changing its MCS based on an ACM protocol and
operating in its assigned band together with a CR network accessing this band
and having knowledge of this ACM protocol. Our idea is to apply an algorithm
in order to first estimate the interference channel power gains by exploiting SS
feedback and finally maximize the total SU throughput. This CR-to-PU channel
knowledge is acquired by having the coexisting cognitive SUs constantly prob-
ing in a binary search trial and error way and checking whether the CR network
caused the PU MCS to change. The detection of the PU MCS is performed in a
cooperative way at the CBS which gathers the MCC feedback from all the SUs
through a control channel and combines them using a hard decision fusion rule.
The proposed DSA application concerns only the SU system without adding
any complexity in the infrastructure or a control channel between the PU sys-
tem and the SU one in order to exchange information about the channel gains
or the induced interference.

The remainder of this paper is structured as follows: Section 2 provides the
system model and the problem formulation. Section 3 introduces the cooperative
MCC. Section 4 analyzes the interference channel power gain learning. Section 5
shows the results obtained by the combination of the above. Finally, Section 6
gives the concluding remarks and future work in this topic.

2 System Model and Problem Formulation

Initially, the outputs of the MCC procedure and the way they are employed
have to be described. All the SUs are equipped with a secondary omnidirectional
antenna only for sensing the PU signal and an MCC module which enables them
to identify the MCS of the PU. Specifically, each SU collects PU signal samples
using a standard sensing period TS , estimates the current MCS and transmits
it through a control channel to the CBS. The MCS observation of the SUi over
the nth sensing period is expressed as MCSn

i and a detailed description about
its estimation can be found in [3,4].

Furthermore, at system level a PU link and N SU links exist in the same
frequency band as shown in Fig. 1. As far as the interference to the PU link is
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Fig. 1. The PU system and the CR network

concerned, this is caused by the transmitter part of each SU link to the receiver
of the PU link. Considering strong interference links, this may have a severe
effect on the MCS chosen by the PU link. In addition, a channel access method
allows SU links not to interfere with each other. In this scenario, the unknown
interference channel gains and the PU channel gain are static and no fading
channel models are considered.

Here we focus on channel power gains G, which in general are defined as
G = ‖g‖2, where g is the channel gain. From this point, we will refer to channel
power gains as channel gains. The aggregated interference to the PU side is
defined as:

IPU =
N∑

i=1

GIiPSUi
(1)

where GIi is the SUi-to-PU interference channel gain and PSUi
is the SUi trans-

mit power. Additionally, the SINR of the PU is defined in as:

SINRPU = 10 log
(

GPUPPU

IPU + NPU

)

dB (2)

where GPU is the PU link channel gain, PPU is the PU transmit power and NPU

is PU receiver noise power. From a PU system perspective, an ACM scheme is
applied with a set of possible MCS’s. The ACM protocol changes the MCS of
the PU link to more or less robust modulation constellations and coding rates
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depending on the level of the SINRPU . Each MCS operation has a specific min-
imum required SINRPU value, denoted as SINRth, which whenever violated,
an MCS adaptation happens. Assuming that NPU remains the same at the PU
receiver side and that the PU transmitter retains its transmit power, the SINRth

values correspond to particular maximum allowed IPU values, designated as Ith.
Hence, whenever the PU is active, for every MCS there are interference thresh-
olds Ith over which the PU is obliged to change its transmission scheme to a
lower order modulation constellation or a lower code rate and whose levels are
unknown to the CR network.

In this paper, we address the problem of total SU throughput (U tot
SU ) maxi-

mization without causing harmful interference to the PU system, which can be
written as:

maximize
PSU

U tot
SU (PSU) =

N∑

i=1

log2

(

1 +
GSUi

PSUi

NSUi

)

(3a)

subject to
N∑

i=1

GIiPSUi
≤ Ith (3b)

0 ≤ PSUi
≤ Pmax

i i = 1, . . . , N (3c)

where PSU is the power vector [PSU1 , ..., PSUN
], Pmax

i is the maximum transmit
power level of the SUi transmitter, GSUi

is the channel gain of the SUi link and
NSUi

is the noise power level of the SUi receiver. The channel gain parameters
GSUi

and the noise power levels NSUi
are considered to be known to the CR

network and not changing in time. An observation necessary for tackling this
problem is that the GIi gains normalized to Ith are adequate for defining the
interference constraint. Therefore, the new version of (3b), will be:

N∑

i=1

Gnorm
Ii PSUi

≤ 1 (4)

where Gnorm
Ii

= GIi

Ith
.

This optimization problem is convex and using the Karush-Kuhn-Tucker
(KKT) approach a capped multilevel waterfilling (CMP) solution is obtained
[18] for each SUi of the closed form:

P ∗
SUi

=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Pmax
i if 1

λGnorm
Ii

− NSUi

GSUi
≥ Pmax

i

0 if 1
λGnorm

Ii

− NSUi

GSUi
≤ 0

1
λGnorm

Ii

− NSUi

GSUi
otherwise

(5)

where λ is the KKT multiplier of the interference constraint (4) and which can
be determined as presented in [18]. Once, all the parameters of the optimization
problem are established, the aforementioned analytical solution can be directly
calculated. In the following sections, we deal with the learning of the unknown
parameters described in the constraint (4).
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3 Cooperative Modulation and Coding Classification

A general description of cooperative SS is that each SU performs a SS technique
independently, forwards its observation to the CBS via a control channel and
finally the CBS using a fusion rule combines this information to get to a deci-
sion. In this paper, a hard decision fusion of observations obtained by MCC is
considered using a plurality voting system [19]. Based on this voting system, the
CBS collects all the MCC feedback over the nth sensing period and decides the
MCS of the PU, denoted as MCSn. Let C = {c1, .., cK} denote the set of the
MCS candidates of the ACM protocol, which are considered to be equiprobable,
K the number of elements of this set and Vcj the vote tally associated with the
class cj .

During the voting procedure, the CBS first gathers the votes of the nth

period, which in our case are the MCSn
1 , ...,MCSn

N and support elements of the
class set C. All the votes are of same importance and no use of weight factors is
made. With every vote MCSn

i , the CBS increases by one the vote tally Vcj of
the cj class supported by this vote. After casting every vote of the nth period to
the corresponding vote tally, the CBS identifies the MCSn as:

MCSn = arg max
cj∈C

Vcj . (6)

Even though plurality voting is a simple and not sophisticated method which
elects the MCS value that appears more often than all of the others, it produces
the correct voting output under the condition that some SUs have sensing chan-
nels of moderate quality. Its equivalent voting system for binary data fusion, the
majority one, has been used by the research community to improve the detection
and false alarm probabilities with satisfactory results.

4 Interference Hyperplane Learning

From here on, the equality extreme of the constraint (4) will be referred to as
the interference hyperplane. In this section, a binary search probing method
is described for estimating the interference hyperplane. First of all, a binary
indicator is defined which shows whether the CR network is generating IPU above
or below the Ith based on the MCSn fusion output of the MCSn

i observations.
Whenever the CBS detects a deterioration of the MCS from the (n− 1)th to the
nth period, the indicator In changes state as shown below:

In =
{

1 if MCSn �= MCSn−1

0 if MCSn = MCSn−1 . (7)

In addition, the feasible set of this problem is defined as ΩN = {PSU|0 ≤
PSUi

≤ Pmax
i , i = 1, . . . , N}, an N -dimensional rectangle with 2N corners. The

objective of this section is to find a geometric method for determining this hyper-
plane which crosses ΩN . The only exploitable feedback of this method is the In

which specifies whether the SU power allocation PSU, chosen by the CBS, just
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before the beginning of the nth period causes or not harmful interference. In
other words, if the SU power allocation before the beginning of the nth period
is expressed as Pn

SU = [Pn
SU1

, ..., Pn
SUN

], In demonstrates whether this chosen
point in ΩN is above or below the interference hyperplane.

Thus, the main challenge of this method is how to intelligently select a series
of points in ΩN , for which we only know whether they are above or below the
desired hyperplane, in order to estimate this hyperplane. Also, this series has
to be limited within the N -dimensional rectangle, since the CBS cannot assign
power levels beyond this region. Another challenge that has to be taken into
account is the total number of these probing/testing points. The more trial
points are used, the more MCS deteriorations the CR network likely causes,
which is a considerable damage to the PU QoS. So, this geometric method must
find the interference hyperplane with the lowest number of trial points possible.

The core idea for solving the problem is the limitation of the feedback In. A
binary indicator would be ideal to determine a threshold in the 1-dimensional
case by using binary search. Still, in the N -dimensional case a binary search-like
method must have some kind of directivity to identify the hyperplane-threshold.
Hence, the question becomes how can binary search be applied in this scenario.
Basically, to detect an N -dimensional plane one has to find N linearly inde-
pendent points upon it. Furthermore, if each point belongs to a 1-dimensional
ordered set, like a line segment, the binary indicator In could be used for a binary
search upon the set to find this point. Consequently, for this idea to work, N
line segments which cross the hyperplane need to be found and with the lowest
number of trial points possible.

To locate N line segments crossing the hyperplane, a number of end points
need to be known with some of them below the N -dimensional plane and the
rest above it. Considering that any combination of points from different sides
creates line segments which cross the hyperplane, if points above and below the
N -dimensional plane belong respectively to groups A and B and NA and NB are
the number of points in these groups, then the number of possible line segments
is NANB . As mentioned before, the required number of line segments is N , but
since the lowest number of trial points possible is demanded the problem is to
find NA and NB points minimizing NA + NB while NANB ≥ N .

Taking into account some facts from the nature of this problem, the aforemen-
tioned end point search can be simplified. Given that the interference hyperplane
crosses ΩN , there is always a known point below this N -dimensional plane, the
[0, ..., 0], and one above it, the [Pmax

1 , ..., Pmax
N ]. So, in the worst case scenario,

N −1 more points are needed to define N line segments crossing the hyperplane.
To simplify the end point search, it is proposed to examine randomly the corners
of the ΩN . After these segments are found, binary searches are performed on
each one of them so as to detect the N intersection points of the line segments
and hence the interference hyperplane.

A detailed description of the binary search method on a line segment with
arbitrary end points should also be given. Assuming 2 points, p1 and p2, in
the N -dimensional space, every point p(θ) lying on the line segment defined by
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them is expressed using the parametric equation p(θ) = θp1 + (1 − θ)p2, where
θ ∈ [0, 1]. So, basically the binary search is performed within the θ region [0, 1].

Once, the intersection points of the line segments and the interference hyper-
plane are estimated the GIi gains normalized to Ith can be found as the solution
of an N × N system using the equality of the constraint (4):

⎡

⎢
⎢
⎢
⎣

Gnorm
I1

Gnorm
I2
...

Gnorm
IN

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

Pcross
1

Pcross
2
...

Pcross
N

⎤

⎥
⎥
⎥
⎦

−1 ⎡

⎢
⎢
⎢
⎣

1
1
...
1

⎤

⎥
⎥
⎥
⎦

(8)

where Pcross
i , i = 1, . . . , N , are the intersection points as row vectors.

Algorithm 1. Interference hyperplane learning geometric algorithm
Sense MCS0

n = 1
Transmit P1

SU = [Pmax
1 , ..., Pmax

N ]
Sense MCS1

if I1 = 0 then
Let SUs transmit at maximum

else
repeat

n = n + 1
Transmit at Pn

SU, a random corner point of ΩN

Sense MCSn and cast point Pn
SU to group A or B

until NANB ≥ N
Combine points in A and B to create line segments
for k = 1, . . . , N do

Select a line segment with endpoints Pk
A ∈ A and Pk

B ∈ B
repeat

n = n + 1
Transmit at Pn

SU, the midpoint of Pk
A and Pk

B

Sense MCSn

if In = 0 then
Pk

B = Pn
SU

else
Pk

A = Pn
SU

end if
until ‖Pk

A − Pk
B‖ ≤ ε

Define Pcross
k as the midpoint of Pk

A and Pk
B

end for
Calculate normalized Gnorm

Ii
using (8)

end if

Additionally, it is necessary to determine the maximum probing/testing
points needed to detect the intersection points and thus the interference hyper-
plane, since it was explained that a large number of probing/testing points could
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degrade the PU QoS. Supposing that each binary search is performed with accu-
racy ε, it is well known that the maximum attempts for each line segment of
length dk, where k = 1, . . . , N , are �log2(dk

ε )�. Even though the lengths dk cannot
be precisely estimated, because a random selection of corner points is performed
and so the line segments do not have a standard length, an upper bound can
be derived for the total binary search attempts of the procedure. The maximum
length a line segment can have in ΩN , dmax, is of the diagonal defined by the

points [0, ..., 0] and [Pmax
1 , ..., Pmax

N ] and calculated as

√
N∑

i=1

(Pmax
i )2. Therefore,

the following
N∑

k=1

�log2(dk

ε
)� ≤ N�log2(dmax

ε
)� (9)

holds and presents an upper boundary of O(Nlog2(N)) performing trials. This
result proves the scalability of this geometric algorithm, presented in Algo. 1,
which can be used even when the SUs of the CR network are large in number.

A simple example of how this geometric algorithm progresses in time for
N = 2 SUs is given in Fig. 2. The binary searches were performed on the
line segments OB and BC in order to find their intersection points with the
interference line, E and D. Once, these points are obtained it is easy to define
the interference line.

Fig. 2. A 2D graphical example of the geometric algorithm
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5 Results

Following, the performance of the aforementioned geometric algorithm and the
probing progress of each PSUi

vs time are presented. For testing the performance,
a case of CR network with N = 3 SUs was considered. The following diagrams
in Fig. 3 represent geometrically the probing/testing point coordinates which
gradually converge to the coordinates of the intersection points Pcross

i .
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Fig. 3. Geometric algorithm progress in time for N = 3 SUs

As seen in Fig. 3, testing power allocation points are tried with a time step of
200ms and it is considered that Pmax = 300mW and TS = 100ms for every SU.
Also, at each time step the output of the cooperative MCC process is assumed
to be correctly estimated and thus the binary indicator In contributing in the
geometric algorithm is always accurate. An important aspect of the algorithm
is the convergence time which for the examined CR network is 3200ms. After
the interference hyperplane learning process finishes, the CBS is able to directly
find the optimal power allocation based on (5).
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6 Conclusions

In this paper, a centralized Power Control (PC) scheme aided by an interference
hyperplane learning algorithm is proposed to allow a CR network and a PU
coexist in a frequency band. The leading idea of this algorithm is to exploit
the SS feedback from the cooperative MCC procedure and perform consecutive
binary searches in the power allocation set to define points of the interference
hyperplane and thus the hyperplane itself. The algorithm is of O(Nlog2(N)) time
complexity, which makes it ideal even for large CR networks, and guarantees that
the minimum number of probing/testing points possible is performed. The last
remark is essential for the PU QoS, since the more trials are performed by the
CBS for the hyperplane learning, the more likely it is to surpass the interference
hyperplane and deteriorate the PU MCS. Moreover, it must be mentioned that
the proposed learning algorithm achieves better time complexity than the ones
used in previous work related with binary feedback learning. In [15], a slow
convergence rate stochastic gradient algorithm was utilized, [16] suggested an
algorithm of O(N2log2(N)) time complexity and [17] applied an optimization
technique based learning algorithm of O(N2) time complexity.

Improving some of the problem aspects could lead our future work in this
subject. Initially, an enhanced fusion rule of the MCC observations could be
suggested using soft decision rules based on the sensing link quality of each SU.
Furthermore, the cooperative MCC process is assumed to perfectly recognize
the PU MCS, but under low quality sensing link conditions this is not true.
An introduction of a reliability factor indicating how accurate the output of the
MCS fusion rule is and therefore how reliable the binary indicator In is could
be useful so that binary searches using uncertainty could be carried out. Finally,
an online version of the proposed geometric algorithm could be implemented to
tackle fading interference channels and not only static ones.
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Abstract. This paper proposes symbol level precoding in the down-
link of a MISO cognitive system. The new scheme tries to jointly utilize
the data and channel information to design a precoding that minimizes
the transmit power at a cognitive base station (CBS); without violat-
ing the interference temperature constraint imposed by the primary sys-
tem. In this framework, the data information is handled at symbol level
which enables the characterization the intra-user interference among the
cognitive users as an additional source of useful energy that should be
exploited. A relation between the constructive multiuser transmissions
and physical-layer multicast system is established. Extensive simulations
are performed to validate the proposed technique and compare it with
conventional techniques.

Keywords: Constructive interference · Underlay cognitive radio ·
MISO system

1 Introduction

The combination of the spectrum scarcity and congestion has motivated
researchers to propose more innovative techniques to tackle these challenges.
Fixed spectrum allocation techniques assign certain bands to certain applica-
tions, which may no longer efficiently used [1]. Solving the problem would require
changing the regulations which is a complicated and lengthy procedure. With
that in mind, the paradigm of cognitive radios has been proposed as a promis-
ing agile technology that can revolutionize the future of telecommunication by
“breaking the gridlock of the wireless spectrum” [2]. The key idea of their imple-
mentation is to allow opportunistic transmissions to share the wireless medium.
Thus, two initial hierarchical levels have been defined: primary level and cogni-
tive level (the users within each level are called primary users (PU) and cognitive
users (CU) respectively). The interaction between these two levels is determined
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by the agility of the cognitive level and the predefined constraints imposed by
the primary level [3]. Overlay, underlay and interweave are three general imple-
mentations which regulate the coexistence terms of both systems. The first two
implementations allow simultaneous transmissions, which leads to better spec-
trum utilization in comparison to the last one, which allocates the spectrum to
the cognitive system by detecting the absence of the primary one [4].

The form of integration in this work is defined by cooperation between the
two levels in the cognitive interference channel. The cooperation can aid the
primary network to satisfy the quality of service (QoS) or enhance the rate
of its own users by backhauling its data through the cognitive system[5]-[8];
CBSs can operate as relays for primary messages and as regular base stations to
serve their cognitive users. The cognitive system benefits by providing a service
to its users. This kind of cognitive implementation fits with practical overlay
cognitive definition, as the PU is being served from both the PS and the CBSs by
performing relaying between them to make primary data accessible by the CBS.
Sometimes the primary symbols are not available to the cognitive system, as a
result the cognitive system needs to take the sufficient precautions to protect the
primary system from the interference created by its own transmissions. It should
be noted that we assume that the CBSs are equipped with multiple antennas to
handle multi-user transmissions, and to enable interference mitigation.

The conventional look at interference can be shifted from a degradation fac-
tor into a favorable one if we handle the transmitted data frame at symbol level.
At this level, the interference can be classified into: constructive and destructive
ones. This classification is initially proposed in [12]; instead of fully inverting the
channel to grant zero interference among the spatial streams, the proposed pre-
coding suggests keeping the constructive interference while removing the destruc-
tive part by partial channel inversion. This technique is proven to outperform
the traditional zero forcing precoding. A more advanced technique is proposed
in [13], where an interference rotation is examined to make the interference con-
structive for all users. Moreover, a modified maximum ratio transmissions tech-
nique that performs unitary rotations to create constructive interference among
the interfering multiuser streams is proposed [15]. Furthermore, a connection
between symbol based constructive interference precoding and PHY multicast
is established in [15]-[16].

In this work, we utilize the symbol level precoding in underlay MISO cog-
nitive radio scenarios. We shape the interference between the cognitive users to
provide constructive characteristics without violating the interference tempera-
ture constraints on the primary receivers.

2 System and Signals Model

We consider a cognitive radio network which shares the spectrum resource with a
primary network in the underlay mode as fig. (1). The primary network consists
of a primary base station (PBS), equipped with Np antennas, serving a single
primary user. The cognitive network has a single CBS, equipped with M anten-
nas, serving K CU. Each CU is equipped with a single antenna. Throughout this
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PBS CBS

PU CU

Fig. 1. System model

paper, we consider that K ≤ M − 1 and that the primary user is equipped with
a single antenna. Due to the sharing of the same frequency band, the received
signal at the primary user is interfered by the signals transmitted from CBS.
Similarly, the received signals at the CUs are interfered by the signal transmit-
ted from the PBS.

Assume that in one time slot, a block of information symbols d =
[d1, d2, ..., dK ]T are sent from the CBS in which dk, k = 1, ...,K is the desired
signal for user k. We assume that d contains uncorrelated unit-power M-PSK
entries. With a proper beamforming (which will be specified later), the transmit
signal is given by

x = Wd (1)

where W = [w1,w2, ...,wK ] denotes the transmit precoding matrix for the cog-
nitive system while wk ∈ C

M×1 denotes the beamforming vector for kth CU.
The received signal at the kth user, denoted by ys,k, is given by

ys,k = hss,kwkdk +
∑

j∈K,j �=k

hss,kwjdj + hsp,kgpdp + nk, (2)

and the received signal at PU’s receiver is given by

yp = hppgdp +
∑

j∈K

hpswjdj + n (3)

where hss,k ∈ C
1×M and hsp,k ∈ C

1×Np are the channels between the CBS and
the PBS respectively and the kth CU. While hpp and hps denote the channel
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between the PBS and PU, CBS and PU respectively. The transmitted power of
the primary user is denoted by pp, g ∈ C

Np×1 represents the precoding vector
used by the PBS, and dp represents the transmitted symbol from the PBS and it
is not available at CBS. Finally, nk ∼ CN (0, σ2) and n ∼ CN (0, σ2) are additive
i.i.d. complex Gaussian noise with zero mean and variance σ2

k at the kth CU and
PU respectively. The channel state information (CSI) hps and hss,j are available
at the CBS.

3 Constructive Interference Definition

The interference is a random deviation which can move the desired constellation
point in any direction. To address this problem, the power of the interference
has been used in the past to regulate its effect on the desired signal point.
The interference among the multiuser spatial streams leads to deviation of the
received symbols outside of their detection region. However, in symbol level
precoding (e.g. M-PSK) this interference pushes the received symbols further
into the correct detection region and, as a consequence it enhances the system
performance. Therefore, the interference can be classified into constructive or
destructive based on whether it facilitates or deteriorates the correct detection
of the received symbol. For BPSK and QPSK scenarios, a detailed classification
of interference is discussed thoroughly in [12]. In this section, we describe the
required conditions to have constructive interference for any M-PSK modulation.

3.1 Constructive Interference Definition

Assuming both the data symbols and CSI are available at the CBS, the unit-
power created interference from the kth data stream on jth user can be formu-
lated as:

ρjk =
hss,jwk

‖hss,j‖‖wk‖ . (4)

Since the adopted modulations are M-PSK ones, a definition for constructive
interference can be stated as

Lemma 1 [16] . For any M-PSK modulated symbol dk, it is said to receive con-
structive interference from another simultaneously transmitted symbol dj which
is associated with wj if and only if the following inequalities hold

∠dj − π

M
≤ arctan

(
I{ρjkdk}
R{ρjkdk}

)

≤ ∠dj +
π

M
, (5)

R{dk}.R{ρjkdj} > 0, I{dk}.I{ρjkdj} > 0. (6)

Corollary 1 [16] . The constructive interference is mutual. If the symbol dj con-
structively interferes with dk, then the interference from transmitting the symbol
dk is constructive to dj.
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4 Constructive Interference Exploitation

4.1 Relaxed Interference Constraint

The precoding aims at exploiting the constructive interference among the cog-
nitive users without violating the interference temperature constraint imposed
by the primary system Ith. The optimization can be formulated as

w1, ...,wK = arg min
w1,...,wK

‖
K∑

k=1

wkdk‖2 (7)

s.t. C1 : ∠(hss,j

K∑

k=1

wkdk) = ∠(dj),∀j ∈ K

C2 :
‖hss,j

∑K
k=1 wkdk‖2

σ2 + ‖hsp,jg‖2 ≥ ζj ,∀j ∈ K

C3 : ‖hps

∑

k=1

wkdk‖2 ≤ Ith

The first two sets of constraints C1 and C2 grant the reception of the data symbols
with certain SNR level ζj . The third constraint C3 is to protect the PU from the
cognitive systems transmissions. In order to solve (7), we formulate it by using
x =

∑K
k=1 wkdk as the following

x = arg min
x

‖x‖2 (8)

s.t. C1 :
hss,jx + xHhH

ss,j

2
=

√
ψiζjR{dj} ,∀j ∈ K

C2 :
hss,jx − xHhH

ss,j

2i
=

√
ψiζjI{dj} ,∀j ∈ K

C3 : ‖hpsx‖2 ≤ Ith.

where ψj = σ2 + ‖hsp,jg‖2. To solve the problem, the corresponding Lagrange
function can be expressed as

L(x) = ‖x‖2 (9)

+
∑

j

μj

(

− 0.5i(hss,jx − xHhH
ss,j) − √

ψjζjI{dj}
)

+
∑

j

αj

(

0.5(hss,jx + xHhH
ss,j) − √

ψjζjR{dj}
)

+ λ

(

xHhH
pshpsx − Ith

)

.
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The KKT conditions can be derived as

dL(x,μj ,αj ,λ)
dx∗ = x +

∑
0.5iμjhH

ss,j +
∑

j

0.5αjhH
ss,j + λhH

pshpsx

dL(x,μj ,αj ,λ)
dμj

= −0.5i(hss,jx − xHhH
ss,j) − √

ψjζjI{dj},∀j ∈ K

dL(x,μj ,αj ,λ)
dαj

= 0.5(hss,jx + xHhH
ss,j) − √

ψjζjR{dj},∀j ∈ K

dL(x,μj ,αj ,λ)
dλ =

(

xHhH
pshpsx − Ith

)

(10)

By equating dL(x,μj ,αj ,λ)
dx∗ to zero, we can formulate x as the following expression

x = (I + λhH
pshps)−1

(∑

j

0.5iμjhH
ss,j +

∑

j

0.5αjhH
ss,j

)

. (11)

By substituting (11) in the set of (10) to form the set of equations (12), we can
find the solution of λ, αj and μj that satisfies the constraints.

(12)

4.2 Zero Interference Constraint

If the PU cannot handle any interference, the cognitive transmissions should be
in the null space of the channel between CBS and PU. The null space can be
defined as

Π⊥hps
= I − hH

pshps

‖hps‖2 . (13)

We design the output vector x to span the null space of hps as the following

x = Π⊥hps
x̂. (14)
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arg minw1,w2, ...,wK ‖
K∑

k=1

wkdk‖2

s.t. C1 : ∠(hj

K∑

k=1

wkdk) = ∠(dj),∀j ∈ K

C2 : ‖hj

K∑

k=1

wkdk‖2 ≥ σ2ζj ,∀j ∈ K

C3 : ‖hps

∑

k=1

wkdk‖2 = 0.

The previous optimization can be written as The Lagrange function of this opti-
mization problem

L(x̂) = ‖x̂‖2 (15)

+
∑

j

μ̂j

(

− 0.5i(hss,j x̂ − x̂HhH
ss,j) − √

ψjζjI{dj}
)

+
∑

j

α̂j

(

0.5(hss,j x̂ + x̂HhH
ss,j) − √

ψjζjR{dj}
)

.

The KKT condition can be written as
dL(x,μj ,αj ,λ)

dx̂∗ = x̂ +
∑

0.5iμjhH
ss,j +

∑

j

0.5αjhH
ss,j + λhH

pshpsx̂

dL(x,μj ,αj ,λ)
dμj

= −0.5i(hss,j x̂ − x̂HhH
ss,j) − √

ψjζjI{dj},∀j ∈ K

dL(x,μj ,αj ,λ)
dαj

= 0.5(hss,j x̂ + x̂HhH
ss,j) − √

ψjζjR{dj},∀j ∈ K

(16)

The solution for the previous optimization problem can be written as

x̂ =
∑

j

0.5iμ̂jhH
ss,j +

∑

j

0.5α̂jhH
ss,j (17)

where μ̂j , α̂j can be found by solving the set of equation (19). Hence, the final
formulation for the solution at zero interference temperature constraint

x =
(

I − hH
pshps

‖hps‖2
)( ∑

j

0.5iμ̂jhH
ss,j +

∑

j

0.5α̂jhH
ss,j

)

(18)

5 Theoretical Upper-Bound

The theoretical upper-bound can be formulated by dropping the phase constraint
C1 of (7). The optimal input covariance Q can be found by solving the following
optimization problem:
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(19)

Q = arg min
Q

tr(Q)

s.t. hss,jQhH
ss,j = ψjγj∀j ∈ K.

hpsQhH
ps ≤ Ith. (20)

where Q = xxH . This problem resembles the multicast problem [10] with addi-
tional interference temperature constraint to suit the constraint imposed by the
primary system.

6 Numerical Results

In order to assess the performance of the proposed transmissions schemes, Monte-
Carlo simulations of the different algorithms have been conducted to study the
performance of the proposed techniques and compare to the state of the art
techniques. The adopted channel model is assumed to be as the following

– hpp ∼ CN (0, σ2
pp11×M ), where 11×M is vector of all ones and of size 1 × M .

– hps ∼ CN (0, σ2
ps11×M )

– hss,j ∼ CN (0, σ2
ss11×M ),∀j ∈ K

– hsp,j ∼ CN (0, σ2
sp,j11×M ),∀j ∈ K

– To study the performance of the system at the worst case scenario, when all
users have a strong channel with respect to its direct and interfering base
stations σ2

pp = σ2
ps = σ2

sp,j = σ2
ss = σ2.

In the figures, we denote the proposed cognitive technique that exploits the
constructive interference by (CCIPM), while S denotes the strict interference
constraints Ith = 0. CBS has 3 antennas and serves 2 cognitive users. We com-
pare the performance of the proposed scheme (CCIPM) to the scheme in [13]
tailored to cognitive scenario by solving the following optimization

WCCIZF = min
W

E{‖Rφ − HssWd‖2}
s.t. ‖W‖2 ≤ P

hpsWWHhH
ps = 0 (21)

where Rφ is defined in [13]. We utilize the energy efficiency metric to assess the
performance of the proposed technique as

η =

∑K
j=1 Rj

‖x‖2 , (22)
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Rj denotes the rate of the jth user. In all figures, we depict the performance of
constructive interference zero forcing (CCIZF). For the sake of comparison, the
transmit power of the CCIZF solutions can be scaled until all users achieve the
target rate.

In Fig. 2, the energy efficiency with respect to the average channel is depicted,
the used modulation is QPSK and the strict interference constraint imposed
by the primary system. We compare the performance of the CCIPM to the
theoretical upper-bound and CCIZF. It can be noted that the CCIZF curve
saturates at the low-mid SNR regime, while the curves of CCIPM and multicast
have higher growth in terms of energy efficiency in the same regime. Moreover,
it can be noted that CCIPM outperforms CCIZF at different channel strength
values.

In Fig. 3, we depict the energy efficiency at different target rates. For the
constructive interference schemes, we assign the target rate with its correspond-
ing MPSK modulation. It can be noted that the theoretical upper bounds for
the scenario of the strict and the relaxed interference constraints have the same
power consumption at target rate equals to 1 bps/Hz. However, this result does
not hold for constructive interference technique. Moreover, it can be noted that
the gap between the theoretical bound and the CCIPM is fixed at the both
scenario for all target rates.
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Fig. 2. Energy efficiency vs channel strength. The adopted modulation is QPSK for
CCIZF and CCIPM, ζ = 4.7712dB.
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7 Conclusions

In this paper, we propose symbol-level precoding techniques for the downlink of
cognitive underlay system. These techniques exploits the availability of the CSI
and the data symbols to constructively correlate the transmission for the cogni-
tive users without violating the interference temperature at the primary users.
This enables interference exploitation among the cognitive multiuser transmis-
sions assuming M-PSK modulation. The designed precoder aims at minimizing
the transmitted power at CBS while granting a certain received SNR at each
cognitive users. From the numerical results section, it can be concluded that
the CBS consumes less power at the relaxed interference constraints. Finally, a
comparison with the theoretical upperbound and the state-of-the art techniques
is illustrated.

References

1. Federal Communication Commission: Spectrum Policy Task Force. ET document
no. 02–135, November 2002

2. Goldsmith, A., Jafar, S.A., Maric, I., Srinivasa, S.: Breaking spectrum gridlock
with cognitive radios: An information theoretic perspective. IEEE 97(5), 894–914
(2009)

3. Haykin, S.: Cognitive Radio: Brain-Empowered Wireless Communications. IEEE
Journal on Selected Areas in Communications 23, 201–222 (2005)

4. Srinivasa, S., Jafar, S.A.: Soft Sensing and Optimal Power Control for Cognitive
Radio. IEEE Transactions on Wireless Communications 9(12), 3638–3649 (2010)



380 M. Alodeh et al.

5. Lv, J., Blasco-Serrano, R., Jorswieck, E., Thobaben, R., Kliks, A.: Optimal beam-
forming in miso cognitive channels with degraded message sets. In: IEEE Confer-
ence on Wireless Communications and Networking (WCNC), April 2012

6. Lv, J., Blasco-Serrano, R., Jorswieck, E., Thobaben, R.: Linear precoding in MISO
cognitive channels with causal primary message. In: IEEE International Sympo-
sium on Wireless Communications Systems (ISWCS) (2012)

7. Lv, J., Blasco-Serrano, R., Jorswieck, E., Thobaben, R.: Multi-antenna transmis-
sion for underlay and overlay cognitive radio with explicit message-learning phase.
EURASIP Journal on Wireless Communications and Networking (JWCN), July
2013. special issue on Cooperative Cognitive Networks

8. Zheng, G., Song, S.H., Wong, K.K., Ottersten, B.: Cooperative Cognitive Net-
works: Optimal, Distributed and Low-Complexity Algorithms. IEEE Transaction
on Signal Processing 61(11), 2778–2790 (2013)

9. Song, S.H., Letaief, K.B.: Prior zero-forcing for relaying primary signals in cog-
nitive network. In: IEEE Global Telecommunication Conference (GLOBECOM),
December 2010

10. Sidropoulos, N.D., Davidson, T.N., Luo, Z.-Q.: Transmit Beamforming for
Physical-Layer Multicasting. IEEE Transactions on Signal Processing 54(6),
2239–2251 (2006)

11. Jindal, N., Luo, Z.-Q.: Capacity limits of multiple antenna multicast. In: IEEE
International Symposium on Information Theory (ISIT), pp. 1841–1845, June 2006

12. Masouros, C., Alsusa, E.: Dynamic Linear Precoding for the exploitation of Known
Interference in MIMO Broadcast Systems. IEEE Transactions on Communications
8(3), 1396–1404 (2009)

13. Masouros, C.: Correlation Rotation Linear Precoding for MIMO Broadcast Com-
munications. IEEE Transaction on Signal Processing 59(1), 252–262 (2011)

14. Alodeh, M., Chatzinotas, S., Ottersten, B.: Data aware user selection in the cog-
nitive downlink MISO precoding systems. Invited Paper to IEEE International
Symposium on Signal Processing and Information Technology (ISSPIT), Decem-
ber 2013

15. Alodeh, M., Chatzinotas, S., Ottersten, B.: A multicast approach for constructive
interference precoding in MISO downlink channel. In: Proceedings of International
Symposium in Information Theory (ISIT) (2014). arXiv:1401.6580v2 [cs.IT]

16. Alodeh, M., Chatzinotas, S., Ottersten, B.: Constructive Multiuser Interference in
Symbol Level Precoding for the MISO Downlink Channel. IEEE Transactions on
Signal Processing (2015). arXiv:1408.4700 [cs.IT]

http://arxiv.org/abs/1401.6580v2
http://arxiv.org/abs/1408.4700


© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015 
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 381–388, 2015. 
DOI: 10.1007/978-3-319-24540-9_31 

A Discrete-Time Multi-server Model  
for Opportunistic Spectrum Access Systems 

Islam A. Abdul Maksoud() and Sherif I. Rabia 

Department of Engineering Mathematics and Physics, Faculty of Engineering,  
Alexandria University, Alexandria, Egypt 

{islammax,sherif.rabia}@alexu.edu.eg 

Abstract. In opportunistic spectrum access communication systems, secondary 
users (SUs) exploit the spectrum holes not used by the primary users (PUs) and 
cease their transmissions whenever primary users reuse their spectrum bands. 
To study the mean time an SU spends in the system we propose a discrete-time 
multi-server access model. Since periodic sensing is commonly used to protect 
the PU, discrete-time models are more convenient to analyze the performance 
of the SU system. Additionally, a multi-server access model is assumed in order 
to give the SU the capability to access a channel that is not occupied by a PU or 
any other SUs. We derive the probability generating function of the number of 
connections in the system. Then we derive a formula for the mean response 
time of an SU. In the numerical results we show the relationship between the 
mean response time and the SU traffic intensity. In addition we show the effect 
of changing the number of channels in the system and the PU traffic intensity 
on the mean response time of an SU. 

Keywords: Discrete-time queueing · Multi-server · Cognitive radio · Opportu-
nistic spectrum access 

1 Introduction 

The conventional static spectrum access policy had caused a paradoxical spectrum 
scarcity problem. Although some bands are rarely accessed by their licensed holders, 
some other bands (e.g. ISM band) are overloaded with traffic [1]. In order to properly 
manage the problem, another newly dynamic policy is proposed. One of the most 
appealing models of the new dynamic policy is the opportunistic spectrum access 
(OSA) model [1]. In the OSA model, unlicensed users (called secondary users or 
SUs) access the frequency bands owned by the licensed users (called primary users or 
PUs) only when the PUs do not use their frequency bands and cease their connections 
when the PUs reuse their channels. In order to realize the OSA model with both ac-
ceptable PU protection and SU performance, the SU should be able to perform the 
following main spectrum management functionalities: spectrum sensing, spectrum 
decision, spectrum sharing, and spectrum mobility [1],[2].   

In literature, there exists a rich body of research works analyzing the performance of 
OSA systems employing queueing. These works can be classified into continuous-time 
models and discrete-time models. In continuous-time models, e.g. [3]-[7], opportunities 
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can be exploited whenever they appear in the time axis. PUs and SUs can start their con-
nection at any time and depart the system at any time. However, in discrete-time models, 
e.g. [8]-[13], the time axis is divided into equal time slots. Primary or secondary users are 
allowed to access the system (i.e., start their connections or transmissions) only at the 
beginning of a time slot. Although continuous-time models are easier in analysis, dis-
crete-time models are more realistic for OSA systems. This is because an SU usually has 
one transceiver to either detect the PU or transmit its data. As a result, the most common 
protocol is to perform periodic sensing to detect the PU, then transmit the data in between 
the sensing periods if a spectrum hole is available.  

The models analyzing the performance of OSA systems can also be classified into 
single-server access and multi-server access models. In single-server-access models, 
e.g. [12],[14]-[17], SUs access a certain channel based on a probability profile or a 
deterministic profile. If there is no PU accessing the channel, then all SUs accessing 
the same channel either contend on the channel using conventional MAC protocols or 
queue until they have the right to start their transmissions. However, in multi-server-
access models, SUs access only the channels that have no PUs or any other SUs ac-
cessing them at the moment (i.e., completely idle). If there is a buffer in multi-server 
access models it will be a single global buffer for all the channels instead of a local 
buffer at each channel as in single-server access models. 

Since there is an abundance of single-server discrete-time queueing literature, most 
papers in OSA working with discrete-time models are restricted to single-server 
access, e.g. [9],[10],[12],[13]. To the best of the authors’ knowledge, the only dis-
crete-time model applying multi-server access is [11]. However, [11] is with no buf-
fer. That meant higher forced termination probability for the ongoing SU connections. 
In this paper, we present a discrete-time model with multi-server access but with an 
infinite buffer. The infinite buffer vanishes the forced termination probability but with 
the cost of increasing the delay of some connections. One of the main objectives of 
the paper is to study the mean time in system of an SU connection and its relation 
with different parameters, namely, the overall SU traffic, the number of channels in 
the system and the PU traffic. 

In [18],[19], Bruneel and Laevens investigated the discrete-time queueing analysis 
of an infinite buffer multi-server system with the number of available servers chang-
ing randomly over time. The queueing analysis was in terms of the probability gene-
rating function (PGF) of the system contents [18] and the PGF of the delay [19]. They 
assumed general i.i.d bulk arrivals for the number of arrivals during a single time slot. 
A single arrival is a packet, where a packet constitutes the amount of data transmitted 
in a single time slot. In this paper, we utilize the model already available in [18],[19], 
however, we extend the model to be applied to users whose connection is constituted 
of a geometric number of packets instead of the deterministic service time assumed in 
[18],[19]. 

2 System Model 

2.1 Primary Network  

We assume a primary network with multiple PUs and a PU base station (PU-BS). The 
PUs are working on a frequency band that is equally divided into ܯ homogeneous 
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channels. The network is time-slotted with all PUs synchronized to the same time slot 
structure with the help of the PU-BS. That is, any PU can only access a channel at the 
beginning of a time slot.  

It is assumed that the occupation of the channels by PUs is independent and identi-
cally distributed (i.i.d). Among adjacent time slots, the PU activity is assumed to be 
independent, i.e., the state of the primary activity in a certain time slot is independent 
of the state of the primary activity on that channel in previous time slots. We assume 
that the probability to have channel ݅ occupied by a PU at time slot ݊ is a constant 
probability ݌.  

2.2 Secondary Network 

We assume a centralized network of SUs which have capability to exploit the time 
slots not used by PUs in the ܯ-channel band. SUs must first synchronize to the time 
slot structure of the PU network. With the SU network thoroughly synchronized to the 
PU network, SUs can sense the PU activity at the channels only at the beginning of 
the time slot. In this paper, we assume that, at each time slot, all SUs see the same 
spectrum opportunities and that the sensing results are perfect. In addition, any sens-
ing overhead or delay is neglected.  

We assume that SUs connection requests arrive to the SU base station (SU-BS) as 
a Poisson process with an arrival rate ߣ. If there is a channel available to the incoming 
request, it immediately uses that channel. If no channel is available, the SU request is 
saved in an infinite buffer at the SU-BS. Whenever one channel or more become 
available, the SU-BS assigns available channels to the requests waiting in the buffer 
in a first come first serve (FCFS) discipline. The length of the SU connection is as-
sumed to be a random variable with a geometric distribution for the number of pack-
ets. A packet is the amount of data transmitted in a single time slot. The average 
length of the SU connection is assumed to be 1 ⁄ݏ . We assume that each SU is 
equipped with one transceiver, thus, each SU connection is assigned to at most one 
channel at a time. 

 If an SU is using a channel at a certain time slot and a PU occupies the channel on 
the next time slot, then if the SU connection has still some remaining packets not 
transmitted, the SU immediately switches to another available channel. This is called 
the handoff process. If no other channel is available, this indicates the failure of the 
handoff process. However, instead of dropping the failed-handoff connection, we 
propose suspending the SU connection while keeping a request at the infinite buffer in 
the SU-BS to complete the connection. The position of that request in the buffer is 
based on the timing the SU sent its request to the SU-BS as a new arrival (i.e., when it 
first entered the system). Priority is always given to the request with the earliest arriv-
al time as a new connection. By doing so, priority is given to interrupted connections 
over newly coming ones. This is often desirable in communication systems, as more 
delay in an ongoing connection is more annoying for the user than the delay encoun-
tered before the connection is setup.  

In this paper, we also make the assumption that arrivals at a certain time slot can-
not be transmitted before the next time slot. 
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3 System Analysis 

In this paper, we use the same analysis in [18] to model an OSA network with respect 
to the performance of SUs. However, instead of assuming the user’s connection as a 
single packet [18],[19], by a single and simple tweak we extend the model to be ap-
plied to users whose connection is constituted of a geometric number of packets. 

The discrete-time system they investigated can be described in detail as follows. 
They assumed general i.i.d bulk arrivals with a PGF ܣሺݖሻ for the number of packets 
arriving during a single time slot. In addition, they assumed a general i.i.d distribution 
for the number of available servers during a single time slot with a PGF ܥሺݖሻ, where 
transitions in the number of available servers can only occur at the boundaries be-
tween consecutive slots. Additionally, they put the assumption that packets arriving in 
a particular time slot cannot be transmitted during this same slot.  

Given that the mean bulk size തܽ is less than the mean number of available servers ܿҧ, the analysis yields the following expression of the steady state PGF of the system 
contents, ܸሺݖሻ ൌ  ሺ௖ҧି௔തሻ஺ሺ௭ሻሺ௭ିଵሻ௭ಾି௭ಾ஼൫ଵ ௭ൗ ൯஺ሺ௭ሻ ∏ ௭ି௭೔ଵି௭೔ெିଵ௜ୀଵ   , 

where ܯ is the maximum number of available servers during a time slot, and ݖ௜’s are 
the zeros of the denominator excluding ݖ଴ ൌ 1, i.e., ݖ௜’s are all the roots (except ݖ଴ ൌ 1) of the complex equation  ݖெ െ ൫1ܥெݖ ൗݖ ൯ܣሺݖሻ ൌ 0 . 

Since we assume Poisson arrival bulks, we have  ܣሺݖሻ ൌ  ݁ିఒೞሺଵି௭ሻ , 
where ߣ௦ ൌ  Δܶ is the mean number of secondary arrivals during a single slot and Δܶߣ
is the time slot duration. Additionally, since we assume i.i.d Bernoulli PU occupation 
of the channels with probability of occupation ݌ in a time slot, the PGF of the number 
of available channels during a time slot, denoted ܥሖ ሺݖሻ, can be expressed as ܥሖ ሺݖሻ ൌ ሾሺ1 െ ሻݍ ൅  , ሿெݖݍ
where ݍ ൌ 1 െ  .݌

Since the service time of a packet in [18],[19] was a single time slot, the PGF of 
the number of available servers during a single time slot ܥሺݖሻ therein played the role 
of describing the number of  actual departures at the end of each time slot. However, 
in this paper, we aim at extending the model to geometric service time. That means 
that the number of available servers only describes the number of potential departures 
in a time slot. In order to describe the number of actual departures during a time slot 
in the new model we must include the parameter ݏ of the geometric distribution  
of number of packets in a connection (i.e., the service time). Thus, for the case of 
geometric number of packets of each connection, the PGF of the number of depar-
tures during a time slot can be described as 
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ሻݖሺܥ ൌ ሾሺ1 െ ሻݏݍ ൅  . ሿெݖݏݍ
Accordingly, by applying the same analysis in [18], the PGF of the steady state num-
ber of users in the system can be described as ܸሺݖሻ ൌ  ሺெ௤௦ିఒೞሻሺ௭ିଵሻ௭ಾ௘ഊೞሺభష೥ሻିሾሺଵି௤௦ሻ௭ା௤௦ሿಾ ∏ ௭ି௭೔ଵି௭೔ெିଵ௜ୀଵ  , 
provided that ݏݍܯ ൐ ଴ݖ ௜’s are all the roots (exceptݖ ௦, whereߣ ൌ 1) of the complex 
equation  ݖெ݁ఒೞሺଵି௭ሻ െ ሾሺ1 െ ݖሻݏݍ ൅ ሿெݏݍ ൌ 0 . (1) 

4 Performance Analysis 

In this section, we compute the mean response time of an SU connection in the sys-
tem. The response time is defined as the total time an SU connection spends in the 
system. Because we assume that an arriving connection cannot depart in the same 
time slot it came in, the calculation of the response time is divided into two parts. 
Starting from the time instant the SU arrived to the system, the first part of the re-
sponse time is the time until the next time slot. Then, from the beginning of that time 
slot until the departure of the SU is the second part. The mean value of the first part is Δܶ 2⁄ . For the second part, we calculate it by using Little’s theorem as follows. The 
mean number of connections in the system can be computed from the PGF by calcu-
lating ܸᇱሺ1ሻ. The expression for ܸᇱሺ1ሻ is found in [19] to be, ܸᇱሺ1ሻ ൌ ∑ ଵଵି௭೔ெିଵ௜ୀଵ െ ܯ ൅ ᇱሺ1ሻܣ ൅ ஺ᇲᇲሺଵሻା஼ᇲᇲሺଵሻାଶ஼ᇲሺଵሻቀଵି஺ᇲሺଵሻቁଶ൫஼ᇲሺଵሻି஺ᇲሺଵሻ൯  . 
For our model, we have ܣᇱሺ1ሻ ൌ ᇱᇱሺ1ሻܣ ,௦ߣ ൌ ᇱሺ1ሻܥ ,௦ଶߣ ൌ ᇱᇱሺ1ሻܥ and ,ݏݍܯ ൌܯሺܯ െ 1ሻሺݏݍሻଶ. Then, by using Little’s result, the second part of the mean response 
time can be expressed as ሾܸᇱሺ1ሻ ⁄ᇱሺ1ሻܣ ሿ Δܶ. Hence, the mean SU response time can 
be expressed as 

mean SU response timeൌ ቀଵଶ ൅ ௏ᇲሺଵሻ஺ᇲሺଵሻቁ Δܶ . 
5 Numerical Results 

To illustrate the above analysis, we present the following numerical example to study 
the mean SU response time vs. the effective SU traffic intensity ܫ ൌ തܽ ܿҧ⁄ . We consider 
two scenarios. In the first scenario, the PU traffic is fixed while the maximum number 
of available channels is varied. In the second scenario, the maximum number of avail-
able channels is fixed while PU traffic is changed. We note that in order to find all the 
roots of (1), we replaced the right hand side with the 50th degree Taylor polynomial, 
then solved the resulting polynomial equation. 
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5.1 Scenario 1 

Fig.1 shows the relation between the SU mean response time and the SU effective 
traffic intensity with a fixed PU probability of time-slot occupation ݌ ൌ 0.5. The 
mean number of packets in an SU connection is assumed to be 4 packets. The relation 
is drawn for different number of channels, namely, 4,8,12 and 16 channels. The figure 
obviously shows that the mean SU response time is nearly stable until SU traffic in-
tensity ൎ 0.7. However, afterwards the mean response time increases rapidly as we 
approach the instability region (i.e., തܽ ൒ ܿҧ). As expected, increasing the number of 
available channels decreases the mean SU response time. Additionally, increasing the 
number of available channels widens the interval for which the mean SU response 
time is stable and makes the curve more acute. 
 

 

Fig. 1. SU mean response time vs. SU effective traffic intensity for different number of chan-
nels in the system. 

5.2 Scenario 2 

Fig.2 shows the relation between the SU mean response time and the SU effective 
traffic intensity with a fixed maximum number of available channels ܯ ൌ 12. As in 
scenario 1, the mean number of packets in an SU connection is assumed to be 4 pack-
ets. The relation is drawn for different PU traffic activity. Namely, the probability of 
PU time-slot occupation ݌ is taking the values 0.2, 0.4, 0.6 and 0.8. Expectedly, the 
figure shows an increase of the mean SU response time as the primary traffic  
increases. 
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Abstract. In this paper we present a prototype for a spectrum sensing
node for a cognitive radio sensing network. Our prototype consists of
a custom down-conversion front-end with an RF input frequency range
from 300 MHz to 3 GHz and a Power Spectral Density (PSD) estimation
algorithm implemented on a Virtex-6 Field Programmable Gate Array
(FPGA). The base-band processing part is capable of calculating the
PSD for a bandwidth upto 245.76 MHz achieving a resolution of 60 kHz
and an online variable averaging functionality with a maximum of 32767
averages. Real time performance and calculation of the PSD for real
world signals in the GSM downlink, DECT and the UHF DVB-T bands
is demonstrated.

Keywords: Spectrum sensing · Multiband · Cognitive radio · FPGA
implementation · Hardware prototype · Periodogram · PSD · FFT

1 Introduction

Cognitive radio is an appealing concept for solving the spectrum resource scarcity
problem caused by the current static allocation of frequency bands [1][2]. In
this context, the Primary User (PU) is the licensed user with priority to use
a frequency channel. A Secondary User (SU) is a cognitive user who can reuse
frequency white spaces that are channels unused by PUs. Once a PU transmission
is detected, the SU must leave the used frequency band immediately to avoid
interference. A key requirement for the CR concept is a reliable spectrum sensing
[3] with the aim of robust PU detection.

Multiband spectrum sensing deals with the detection of multiple white spaces
simultaneously. The main advantage is the quick detection of PUs and offering
multiple opportunities to the SU. An important decision metric for multiband
detection is the PSD, that describes the average density of the power distribution
within the detection bandwidth.

This paper deals with design, implementation and experimental deployment
of a spectrum sensing node prototype. The future goal is the hardware implemen-
tation of a multiband distributed spectrum sensing network, where cooperative
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 391–404, 2015.
DOI: 10.1007/978-3-319-24540-9 32
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detection takes place between all nodes. Each node contains a flexible front-end
and a bank of sensing algorithms for decision evaluation. The realized sensing
node in this paper consists of a customized RF front-end and a PSD evaluation
implemented on FPGA. The system diagram is shown in Fig. 1.

Fig. 1. Frontend connected to the base-band processing.

The main goal is the optimization of the sensing speed and the evaluation
in practical scenarios. Our prototype shows a sensitivity of -107 dBm and a
bandwidth of 245.76 MHz with a frequency resolution of 60 kHz. Economic use
of target FPGA resources was achieved through optimization of arithmetic and
memory operations. The RF front-end covers an RF input frequency range from
300 MHz up to 3 GHz. The flexibility in the hardware prototype is achieved
through the reconfiguration of parameters such as averaging and windowing in
real time, and a tunable external local oscillator to select the target frequency
band during operation. The prototype is tested and verified in realistic scenarios.

2 PSD Evaluation

The PSD is evaluated by averaging over several periodograms. This reduces the
estimation error as more averages are taken [4]. The periodogram is the squared
magnitude of the Discrete Fourier Transform (DFT) of the received signal. The
L-point DFT of a discrete time domain vector x of length L is calculated as
follows:

Xk =
L−1∑

n=0

x(n)
−j2πnk

L , k = 0, 1, ..., L − 1 (1)

A window function is used to reduce spectral leakage, on the other hand it
degrades the frequency resolution. Different window functions that offer different
trades between resolution and leakage reduction are available [5]. In this paper,
we use the Blackman window as it offers the highest sidelobe suppression. The
modified periodogram calculation becomes

Xk =
L−1∑

n=0

w(n) • x(n)
−j2πnk

L , k = 0, 1, ..., L − 1, (2)

where w is the window function of size L.
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The PSD is estimated by

P̂ =
1

Navg

Navg−1∑

m=0

| X̂ |2m, (3)

where

| X̂ |2m = Re{X̂m}2 + Im{X̂m}2, (4)

X̂ = {X0,X1,X2, ...XL−1}.
This is a special case of the Welch estimator described in [4] where there

is no overlap between the time domain signals used to calculate the averaged
periodograms.

3 Implementation Methodology

This section discusses the implementation of the PSD evaluation on the FPGA
and the performed optimization to operate at the target clock frequency while
choosing the precision to achieve a high sensitivity. In this section, D refers
to the complex data path between the consecutive arithmetic blocks. F denotes
complex signals that get stored in a First In First Out (FIFO) memory. Complex
in this context implies the concatenation of the real and imaginary parts of
the signal. Each block is enabled by a 1-bit signal en, it issues a signal valid
when it starts to stream its output into the following block. L refers to the
Fast Fourier Transform (FFT) size and Navg refers to the number of calculated
spectral averages. A delay of m clock cycles is denoted by z−m.

3.1 Main Building Blocks

A block diagram of the calculation is shown in Fig. 2. The DFT is practically real-
ized using the FFT. A window function is applied to the FFT to reduce spectral
leakage. The FFT is followed by magnitude evaluation and reordering that per-
forms the bit reversed indexing of the FFT output to show the PSD in natural
order of the frequency bins. This is followed by averaging of the calculated PSD
for a user selected number of averages. The implementation is done in VHDL with
generic parameters for each module for PSD calculation. This enables manual opti-
mization and achieving an improved performance on the FPGA. Xilinx ISE 14.5
was used for synthesis and bit file generation for the FPGA.

Fig. 2. Block diagram for PSD evaluation.
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3.2 Fast Fourier Transform

An FFT was designed based on the radix-22 architecture. The radix-22 algorithm
introduced in [6] offers a simple butterfly structure similar to the radix-2 algo-
rithm and a low number of multipliers similar to the radix-4. This technique was
used in our design to conserve area and reduce complexity. Single-path Delay
Feedback (SDF) architecture is used to reduce the control complexity and mem-
ory requirements. The implementation methodology in [7] was used for the FFT
implementation, where we use arithmetic optimization and extended pipelining
to increase clock frequency. Fig. 3 shows the block diagram of the FFT.

Fig. 3. Block diagram of the FFT unit.

It consists of consecutive stages where each stage comprises two butterfly
calculation units (BFI, BFII) and a complex multiplier to carry out the twiddle
factor multiplications. Twiddle factors are the complex factors multiplied by
the input samples in the DFT calculation. The number of stages r is equal to
�log4 L�. The last stage does not contain a multiplier and contains only one
butterfly (BFI) when the FFT length is an odd power of 2. When the length is
an even power of 2, it contains both BFI and BFII.

Butterfly Unit. The difference between the two butterfly units is the BFII
multiplication by −j which is carried by multiplexers to swap the real and imag-
inary parts. The structure of BFII is shown in Fig. 4. The selection lines to the
multiplexers from the control unit choose the samples that are multiplied by −j.

Fig. 4. Butterfly unit BFII.
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Twiddle Factor Multiplication. The twiddle factors were pre-calculated and
stored in ROMs on the FPGA. A MATLAB script was written to write the ROM
initialization file for a generic FFT length and precision. The method for the pre-
calculation was mentioned in [7]. Each stage k has a ROM of size N/22k. The
implemented complex multiplier for that purpose is shown in Fig. 5. The complex
multiplier was fully pipelined to achieve a minimum critical path delay. The real
multipliers need three pipeline levels.

Fig. 5. Twiddle factor multiplier implementation.

3.3 Reordering Unit

The reordering unit was designed according to the methodology shown in [8].
The design uses consecutive stages each with a memory feedback for reordering.
It achieves a lower clock cycle delay than direct reordering schemes that use
simple storing in a RAM and manipulating the read address.

3.4 Magnitude Evaluation Unit

This unit was realized by two multipliers and an adder, for performing addition
of the squared real and imaginary parts of the calculated FFT according to
Eq. (4).

3.5 Averaging Unit

An array accumulator was designed to perform the spectral averaging while
streaming the input PSD frames continuously. The control structure is shown in
Fig. 6. The first counter of size log2 L counts the output PSD points. The second
counter of size log2 Navg,max counts the number of accumulations. Resetting the
FIFO is accomplished by adding 0 to the incoming frame to replace the current
stored accumulation value.
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Fig. 6. Implementation of the averaging unit.

The critical path delay introduced by the large adder was reduced using a
conventional technique described in [9]. It is achieved by replicating the feedback
path into two partial accumulators and pipelining them through the carry bit.
It was used in our design where the registers in the partial accumulators were
extended to FIFO buffers in the feedback, where each FIFO stores half of the
bits of the accumulated PSD frame. In Fig. 7, an example of the structure for a
4-bit accumulator is given.

Fig. 7. Pipelined averaging to reduce the adder critical path delay.

3.6 Arithmetic Operations

The arithmetic operations were optimized by exploiting the upper bounds for
the expected intermediate calculations for the economic use of the arithmetic
resources. The fixed point format [10] was used for the representation of the
signal values. The notation Q(1, i, f) refers to a fixed point format where the
number is a signed number and i bits are assigned to the integer part and f bits
to the fractional part.

Fig.[8-10] show the format used for the window function, butterfly additions
and twiddle factor multiplications, respectively. The operator tr(n) refers to the
truncation of n Least Significant Bits (LSBs). A division by 2 to avoid overflow
was realized by a shift-right after the butterfly addition. The multipliers on the
target FPGA operate on 25 × 18 bit operands [11]. Therefore, a bit size of 25
bits was chosen for each of the real and imaginary parts of D to use an optimum
number of multipliers achieving the desired sensitivity.
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Fig. 8. Number format for the window function multiplication.

Fig. 9. Number format for the butterfly additions.

Fig. 10. Number format for the twiddle factor multiplication.

Fig. 11 shows the format used for the squaring and accumulation operations.
sxt(n) refers to sign extension by n bits. No truncation is performed to preserve
the sensitivity. Therefore, the implemented accumulator needs a sign extension
by log2(Navg,max + 1) bits to avoid overflow.

Fig. 11. Number format for magnitude evaluation and accumulation.

3.7 Memory Optimization

To realize large depth FIFO buffers in the data path, the buffer implementation
was optimized to achieve a low routing delay on the FPGA. As using a large
number of slice registers results in high routing path delay, RAM resources were
used instead. The idea was mentioned in [12] as a RAM based shift register.
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For each buffer, a Dual Port RAM (DPRAM) was used with custom manipu-
lation of the read and write address for the two ports to realize a FIFO function-
ality. A read before write scheme was used for the RAM implementation. Fig. 12
shows the control scheme for the addresses for the two RAM ports, where d is
the desired FIFO depth.

Fig. 12. Realization of a FIFO memory using RAM

4 Sensing Node

4.1 Analog Front-End

As shown in Fig. 1, the front-end used in this work is based on an up/down-
heterodyne architecture. It is capable of converting an input RF frequency range
from 300 MHz to 3 GHz into the base-band. The dedicated front-end relies on
external local oscillator sources and provides a base-band bandwidth of 100 MHz
per I and Q channel. A detailed description of the analog front-end is given in
[13]. For all the real world tests, a discone omni-directional antenna (frequency
range 300 MHz to 3 GHz) was connected to the front-end. The front-end is
followed by a dual channel Analog to Digital Converter (ADC) on the FMC150
evaluation board that provides the digital input of I and Q channels for the
Virtex-6 FPGA.

4.2 Base-Band Processing

The block diagram of the base-band processing for the implemented prototype
is shown in Fig. 13. The Chipscope software communicates with the Integrated
Logic Analyzer (ILA) [14] and Virtual Input Output (VIO) [15] Xilinx cores.
A software interface was written to control Chipscope from MATLAB to update
VIO with the user options for averaging and windowing, and to visualize the
output in real time.

The communication speed between the FPGA and the PC was the bottleneck
for the update rate (approx. 1 s) to the PC due to the JTAG interface used by
Chipscope. However, this only affects the data display update rate and not the
calculation speed, as some calculated data has to be discarded to cope with the
limited communication buffer size. In a real system, the communication between
the sensing nodes can be implemented with a higher data throughput than JTAG
to assist decision making speed.
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Fig. 13. Block diagram for base-band processing for the sensing node.

4.3 Overview of the Hardware Results

The detection performance is shown in Table 1. The target clock frequency is
245.76 MHz to operate in streaming mode from the ADC. For the FFT size of
4096, the Place And Route (PAR) process estimated a maximum clock frequency
of 262 MHz.

Table 1. Detection performance

Parameter Value

fs 245.76 MHz

Resolution 60 kHz

FFT size 4096

Calculation time
/clock cycle

10204 + 4096×Navg

fclk,max (PAR.) 262 MHz

The FPGA resource utilization is shown in Table 2. The low usage of the
DSP48E1 slices is a result of the performed arithmetic optimization. The RAM
resources were used to realize the ROM units used for storing the twiddle factors,
and to realize large delays in the data path for optimum performance. The RAM
resources used for buffering the output data to the PC are not shown.

Table 2. Design FPGA resource utilization (map results)

Resource
Number
used

Utilization(%)
XC6VLX240T-1

DSP48E1 slices 26 3.3

RAM36K
RAM18K

25
15

6
1

Logic Slices 1496 4
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4.4 Comparison with Other Prototypes

Comparison with two other published platforms that use an FPGA based calcu-
lation of the PSD for spectrum sensing is shown in Table 3. Our design achieves
superior performance regarding sensing bandwidth and calculation time. In [16],
an extra overhead for using a soft processor core for control on the Spartan-6
FPGA and streaming from a low frequency ADC could have affected the detec-
tion time. Compared to [17], the use of custom arithmetic units and memory
functions in this work helped to achieve a higher performance.

Table 3. Comparison with existing platforms

Platform
fclk
(MHz)

bandwidth
(MHz)

resolution
(kHz)

calculation
time(ms)

This work 245.76 245.76 60 0.042 + 0.017Navg

[16] 12.8 12.8 25 0.54(Navg=10)

[17] 125 62.5 122 N/A

5 Real Time Testing

5.1 Detection of DVB-T Signals

The detector was tested in the UHF digital TV band for a bandwidth of 245.76
MHz around a central frequency of 580 MHz. The TV signals in the received
bandwidth can clearly be observed as shown in Fig. 14.
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Fig. 14. PSD output from the FPGA based PSD calculation. A ripple in the noise
floor is observed. The calculation is performed using 100 averages.

This measurement is done for Navg = 100. A ripple in the noise floor can be
noticed due to the frequency response of the front-end. This ripple was calibrated



A Hardware Prototype of a Flexible Spectrum Sensing Node 401

by disconnecting the antenna, recording the PSD for 32767 averages and dividing
the calculated PSDs by the corresponding noise power for each bin.

The result of that calibration is shown in Fig. 15. The three 8 MHz wideband
signals at carrier frequencies 482 MHz, 626 MHz and 650 MHz are the DVB-
T channels 22, 40 and 43 respectively which are received in the city of Ulm
[18]. Image signals due to IQ mismatch can be also seen at 18 dB below the
corresponding signal powers. Digital calibration to compensate the IQ mistmatch
is a remaining future task.
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Fig. 15. Calibrated PSD output to achieve a flat noise floor. The calculation is per-
formed using 100 averages. Three TV channels can be observed at 482 MHz, 626 MHz
and 650 MHz with their corresponding image signals, with 18 dB image suppression.

5.2 Detection of Signals in the Band from 1788 to 2033 MHz

To assess the detection speed, the prototype was tested in the frequency range
1788 to 2033 MHz which contains two known signals which apply frequency
hopping; Global System for Mobile communication (GSM) downlink and Digital
Enhanced Cordless Telecommunications (DECT) signals.

GSM downlink signals apply frequency hopping with time slots equal to 576.9
µs according to [19]. DECT phone signals in the band from 1880 to 1900 MHz
have 5 ms frames [20]. Fig. 16 shows the spectrogram that is displayed real time
from the FPGA calculation.

The detection time here is 1.76 ms for Navg = 100. The frequency hopping
of DECT signals can be distinguished more clearly than GSM downlink signals
which exhibit faster changes. Image signals from high power DECT signals can
also be seen approx. 18 dB below the corresponding signal powers.

5.3 Sensitivity

To assess the sensitivity, a sinusoidal signal with adjustable power is connected
to the RF front-end’s input. The central frequency was set to 580 MHz. The
signal is generated at 600 MHz. It mimics a narrowband low power carrier in
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Fig. 16. Spectrogram for the band from 1788 to 2033 MHz for a duration 100 seconds.
The update rate is 1 PSD measurement /s. GSM downlink signals can be observed
as well as frequency hopping of DECT phone signals. Images of DECT phone signals
appear due to IQ mismatch

the TV band. By taking 32000 spectral averages, the lower bound for detection
was -107 dBm. The result is shown in Fig. 17. We can clearly distinguish two
peaks, at 580 MHz and 600 MHz respectively. The peak at 580 MHz is due to
the DC offset of the ADC.
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Fig. 17. Sensitivity test on a sinusoidal signal with input power -107 dBm and f = 600
MHz. Navg is set to 32000.

The IEEE 802.22 standard for Wireless Regional Area Networks (WRAN)
requires a sensitivity of -107 dBm for a signal within a 200 kHz bandwidth
[21]. As the PSD is calculated at a resolution bandwidth of 60 kHz, the system
needs to be sensitive to a -112 dBm sinusoidal signal to meet the standard
for microphone signals. The sensitivity is limited so far by the fairly high noise
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figure of the front-end [13], which is due to an unexpected reduced gain in the up-
conversion stage as well as due to the losses introduced through the realization
into a single module. A future re-design, including a low loss input BALUN
as well as a re-design of the high-IF filter is expected to further improve the
sensitivity of the system by lowering the front-end noise figure.

6 Conclusion and Future Work

In this paper, the design, implementation and real time testing of a sensing
node that calculates the PSD are shown. A MATLAB based interface controls
the FPGA design and displays the calculated PSD in real-time. The flexibility
of the node is demonstrated for spectrum sensing in different frequency bands
with different averaging options. The RF front-end down-converts signals in the
range of 300 MHz to 3 GHz to baseband. The achieved baseband detection
bandwidth is 245.76 MHz, with a frequency resolution of 60 kHz. The detection
is tested on UHF TV signals, GSM downlink signals and DECT phone signals.
A sensitivity test is performed and the node was able to detect signals at -107
dBm. Future work includes digital IQ mismatch compensation that is needed to
cancel the image signals that appear during testing. Moreover, the noise figure of
the front-end needs to be lowered in order to achieve a higher sensitivity. More
integration is targeted by incorporating the local oscillators in the front-end
chip, and implementation of wideband frequency sweeping over the full range of
the front-end RF bandwidth. The next step is the decision implementation on
FPGA and the deployment of several sensing nodes for evaluation of detection
algorithms in collaborative sensing scenarios.
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19. ETSI: Digital cellular telecommunications system (phase 2+) physical layer on the

radio path: General description. Technical report (1998)
20. ETSI: Digital Enhanced Cordless Telecommunications (DECT) - TR103089 v1.1.1.

Technical report (2013)
21. Stevenson, C.R., Cordeiro, C., Sofer, E., Chouinard, G.: Functional requirements

for the 802.22 WRAN standard. IEEE 802.22-05/0007r46 (2005)

http://dx.doi.org/10.1155/2008/610420
http://dx.doi.org/10.1155/2008/610420


© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015 
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 405–416, 2015. 
DOI: 10.1007/978-3-319-24540-9_33 

Development of TV White-Space LTE Devices 
Complying with Regulation  

in UK Digital Terrestrial TV Band 

Takeshi Matsumura1(), Kazuo Ibuka1, Kentaro Ishizu1, Homare Murakami1,2, 
Fumihide Kojima1,2, Hiroyuki Yano1, and Hiroshi Harada2,3 

1 NICT, Wireless Network Research Institute, Smart Wireless Laboratory,  
3-4 Hikarino-Oka, Yokosuka, Kanagawa 239-0847, Japan 

matsumura@nict.go.jp 
2 NICT, Social ICT Research Center, 4-2-1 Nukui-Kitamachi, Koganei, Tokyo 184-8795, Japan 

3 Department of Communications and Computer Engineering, Graduate School of Infomatics,  
Kyoto University, Yoshida-Konoe-cho, Sakyo-ku, Kyoto 606-8501, Japan 

Abstract. Recently, white-space communication system has been widely 
promoted as one of the spectrum sharing technologies for further efficient use 
of spectrum resource. In particular, white-spaces in the TV bands (TVWS, TV 
white-spaces) have attracted attentions worldwide and regulations have been 
established in the U.S.A, the U.K., Singapore, etc. In the U.K., pilot program 
has been started based on regulations established by the Ofcom and trial 
operation of TVWS communication systems in cooperation with authenticated 
white-space databases has been performed from July 2014. In this trial, to avoid 
interference with primary users such as TV broadcasters and wireless 
microphones, draft rules established by ETSI are employed as specifications of 
radio characteristics. In this study, to verify the feasibility of spectrum 
expansion of mobile communication systems by utilizing the TVWS, the 
authors have developed TVWS LTE devices complying with the Ofcom rules 
and performed field experiment in the U.K. Prototyped devices have been 
licensed by the Ofcom and TVWS LTE system has been successfully 
demonstrated in London urban area. As a result, it is confirmed that the existing 
LTE system can be operated in the U.K. TVWS without interference with the 
primary users. This is the first report on prototype of TVWS LTE devices 
conforming to the ETSI draft specification. 

Keywords: LTE · Spectrum sharing · TV white-spaces · Frequency conversion · 
Field experiment 

1 Introduction 

Recently, wireless communication services such as video streaming and social net-
working have been widely used with the explosive spread of portable devices such as 
smart phones and tablet computers, and thus, the demand for high-speed and large-
capacity communications are increasing day by day. In such a situation, data traffic in 
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mobile communication will continuously increase and further expansion of the as-
signed frequency bands is strongly required. ITU (International Telecommunication 
Union) estimated that a bandwidth (BW) of 1,280–1,720 MHz including current allo-
cated frequency bands is necessary for mobile communication system by 2020 [1]. 
However, it is difficult to squeeze out a wide space from current crowded frequency 
bands, especially under 6 GHz that is suitable for mobile communication system. 
Therefore, technologies which allow more efficient use of limited spectrum resource 
are entreated and the white-space access is expected as one of such technologies. In 
particular, white-spaces in TV bands (TVWS, TV White-spaces) have attracted atten-
tions due to a wide allocated frequency band for TV broadcasters and superior radio 
wave propagation and penetration characteristics in the UHF band, and thus, TVWS 
communication systems have been globally researched and developed. Furthermore, 
operational rules for practical use of the TVWS have been established in the U.S.A, 
the U.K. and Singapore, etc [2]-[4]. 

Toward the next generation of mobile communication system, TVWS utilization is 
also one of significant options, and operational scenarios, use cases and simulation-
level system evaluations about LTE (Long Term Evolution) communication systems 
have been studied [5]-[8]. Furthermore, prototype of TVWS LTE system including 
devices was reported in 2013 [9]. This system incorporates spectrum sensing technol-
ogy for enabling TVWS communication, however, white-space database (WSDB) 
approach is mainly employed as a basic direction in established rules. 

In the U.K., the Ofcom (Office of Communication) has conducted a pilot program 
for trial operation of TVWS communication systems in cooperation with the WSDB 
based on the established rules from July 2014, and a series of trials have been per-
formed [10]. In this study, the authors have also prototyped TVWS LTE eNB (en-
hanced Node B) and UE (User Equipment) conforming to the Ofcom rules, based on 
the frequency conversion technology [11]. Prototyped TVWS devices are licensed by 
the Ofcom and developed TVWS LTE system including the devices is operated in 
cooperation with the WSDB authenticated by the Ofcom. Also, by participating in the 
Ofcom trial, field experiment was performed in the King’s College London (KCL), 
Denmark Hill Campus. In this trial, prototyped TVWS LTE system has been success-
fully demonstrated in London urban area. 

The rest of this paper is organized as follows. TVWS regulation in the U.K. is 
summarized in Section 2. Performance of prototyped TVWS eNB and UE are charac-
terized in Section 3. Prototyped TVWS LTE system and results of field experiment in 
London are described in Section 4. Section 5 is conclusion. 

2 TVWS Regulation in the U.K 

2.1 Requirements for TVWS Devices 

In the U.K., a frequency band of 470–790 MHz is allocated to the digital terrestrial 
TV (DTT) and its channel BW is 8 MHz. In the pilot program for the secondary use 
of TVWS, TVWS devices are required to comply with the Ofcom regulation, and 
TVWS communication system is also required to operate in cooperation with the 
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WSDB authenticated by the Ofcom. Requirements for TVWS devices are defined by 
the draft specification developed by ETSI (European Telecommunications Standards 
Institute) and TVWS devices are licensed by the Ofcom based on this ETSI draft 
specification [12]. 

For avoidance of interference with the primary users, limitation of adjacent channel 
leakage power (ACLP) is defined as one of required specifications for TVWS devic-
es, but different in each country and region. For example, the limitation of ACLP is 
defined by the absolute value according to operational conditions in the U.S.A [2]. On 
the other hand, the limitation of ACLP is defined by the relative value to the output 
power, in the U.K. [12]. In the ETSI draft specification, the adjacent channel leakage 
power ratio (ACLR) is defined as the relative value of following equation. 

 

           POOB (dBm / (100 kHz)) ≤ max{ PIB (dBm / (8 MHz)) –  

                                  ACLR (dB), −84 (dBm / (100 kHz)) }, 
(1) 

 

where POOB is leakage power in a 100 kHz BW outside using DTT channel and PIB is 
output power in a 8 MHz BW of using DTT channel [12]. Here, the ACLR is defined by 
the suppression ratio of POOB to PIB. Table 1 shows required ACLR specification. De-
pending on the ACLR performance, TVWS devices are classified into five “Device 
Emission Classes,” i.e. device classes. In the pilot program in the U.K., before starting 
radio communication in the TVWS, TVWS devices inform the WSDB of device infor-
mation including geo-location and the device class, and then, receive an available DTT 
channel list including information of permitted maximum power for each channel from 
the WSDB. At this time, received parameters vary according to the device class. 

Table 1. ACLR for different device emission classes [12]. 

Where POOB falls within nth 
adjacent DTT channel 

ACLR (dB) 

Class 1 Class 2 Class 3 Class 4 Class 5 

n = ±1 74 74 64 54 43 

n = ±2 79 74 74 64 53 

n ≥ +3, n ≤ −3 84 74 84 74 64 

 

 
In the case that the signal BW is wider than 8 MHz and multiple DTT channels are 

used, limitation of POOB is calculated from (1) with the lowest PIB in used channels. 
Fig. 1 shows channel allocation of TVWS LTE system to DTT channels with a signal 
BW of 5 MHz, 10 MHz and 20 MHz. Here, it is required to use 2 and 3 contiguous 
DTT channels for 10 MHz and 20 MHz LTE system, respectively. In the case of 20 
MHz LTE system, center DTT channel is fully occupied, while a BW of only 6 MHz 
is occupied in two DTT channels at both ends, and thus, PIB of DTT channels at both 
ends is theoretically 1.25 dB decreased in comparison with the center DTT channel. 
Therefore, limitation of POOB is calculated from PIB in DTT channels at both  
ends. 
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In addition, transmitter unwanted emissions outside the TV band, transmitter in-
termodulation and receiver spurious emissions are defined as well as common radio 
standard, in the ETSI draft specification [12]. 

 

 
(a)  5 MHz LTE System 

 
(b)  10 MHz LTE System 

 
(c)  20 MHz LTE System 

Fig. 1. TVWS LTE channel allocation to DTT channels (based on 8 MHz wide channels). 

2.2 ACLR Requirement in 3GPP Standard 

Prototyped TVWS eNB and UE employs frequency conversion technology which al-
lows LTE communication in the TVWS by converting the frequency band of existing 
LTE system to the UHF band [11]. In our TVWS LTE system, 2.6 GHz LTE system is 
used as an existing LTE system. Therefore, RF characteristics of prototyped TVWS 
eNB and UE comply with the existing LTE standard regulated by 3GPP, and ACLR 
characteristics are also based on the existing LTE system. Table 2 shows ACLR re-
quirement for UE in 3GPP standard in comparison with that in the ETSI draft specifica-
tion for the TVWS. In the 3GPP standard, 29.2 dB is defined as the ACLR limit for 5 
MHz, 10 MHz and 20 MHz LTE system [13]. However, measurement frequency, i.e. 
frequency offset (Δf), and measurement BW are different between the 3GPP standard 
and the ETSI draft specification. As easier comparison, by converting ACLR of the 
3GPP standard to that with a 100 kHz measurement BW, ACLR(/100kHz) is calculated 
to 46.2 dB. This is about 3.2 dB lower than that in the ETSI draft specification. This 
means the possibility of TVWS utilization by existing LTE system, although Δf in the 
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3GPP standard is larger than that in the ETSI draft specification. In addition, the ACLR 
of eNBs in the 3GPP standard is more stringent than that of UEs, and thus, the ACLR of 
eNBs also complies with the ETSI draft specification. 

Table 2. Comparison of ACLR requirement [12],[13]. 

Signal BW 

3GPP standard ETSI specification 

Δf ACLR 
Measurement 

BW 
Δf ACLR 

Measurement 
BW 

MHz MHz dB MHz MHz dB MHz 

5 5 29.2 4.5 4-12 43 0.1 

10 10 29.2 9 8-16 43 0.1 

20 20 29.2 18 12-20 43 0.1 

3 RF Performance of Prototyped TVWS Devices 

We prototyped TVWS eNB and UE as shown in Fig. 2 by utilizing the frequency 
conversion technology, as reported in the previous work [11]. To comply with the 
TVWS regulation in the U.K., some alterations have been made to previous design; 
e.g. channel allocation to the DTT bands as depicted in Fig. 1. In our system, there-
fore, the FDD (Frequency Division Duplex) LTE system with a signal BW of 20 MHz 
can be operated, when 2 blocks of 3 contiguous DTT channels involving a moderate 
duplex spacing are available. 

In this section, performance of the prototyped TVWS eNB and UE in the TDD (Time 
Division Duplex) mode are characterized for each signal BW, and licensed by the Of-
com based on measured RF characteristics. Device class of each device is “Class 5.” 
Table 3 summarizes required specification and typical measurement result of prototyped 
TVWS UE in the TDD mode. Detailed measurement processes and results are  
described in each sub-section. All characteristics are basically measured in the mea-
surement processes elaborated in [12], except for transmission intermodulation. 
 

 

   (a) eNB                                      (b) UE 

Fig. 2. Prototyped TVWS LTE devices [11]. 
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3.1 Output Power 

Output power is measured by spectrum analyzer (SA) with the following settings: a 
resolution BW (RBW) of 10 kHz, a video BW (VBW) of 30 kHz, RMS (Root Mean 
Square) detector and max hold trace mode. Measured frequency range is set to 470 
MHz + RBW/2 to 790 MHz – RBW/2. Measurement result is compensated by com-
paring the summation of measured power for all the sampling points to the power 
measured by a calibrated power meter for the entire TV band. Subsequently, PIB is 
calculated as summation of measured powers for all the sampling points in each DTT 
channel with a BW of 8 MHz. POOB and P0 that is power spectral density in a BW of 
100 kHz are calculated by adding up 10 contiguous measured powers at an arbitrary 
frequency. 

LTE system using multiple DTT channels such as 10 MHz and 20 MHz LTE are 
required to calculate PIB and P0 for all using DTT channels as shown in Table 3. In 
the case of 20 MHz LTE system, occupied BW of three DTT channels are different, 
and thus, PIB of a center DTT channel is theoretically about 1.25 dB higher than that 
of DTT channels at both ends. In the measurement result, there is about 2–3 dB dif-
ference between center DTT channel and others, and slightly higher than the theoreti-
cal value. This is mainly caused by unflatten spectrum of prototyped LTE devices. 

3.2 ACLR 

As abovementioned, ACLR in Table 3 is calculated from the lowest PIB in all using 
DTT channels. As a result, it is confirmed that ACLR of prototyped TVWS LTE UEs 
complies with the ETSI draft specification for class 5 TVWS devices in all of 5 MHz, 
10 MHz and 20 MHz LTE systems. Therefore, it is also confirmed that the existing 
LTE system can be used in the U.K. TVWS without interference with primary users, 
since the prototyped devices just convert the frequency of existing LTE system to the 
UHF band. 

Fig. 3 shows typical spectrum mask of prototyped TVWS UE for 5 MHz, 10 MHz 
and 20 MHz LTE system in the TDD mode. Dashed lines are limited lines of POOB 
that are calculated from measured PIB and ACLR requirement for class 5 TVWS de-
vices shown in Table 1. Inclination is observed in measured spectrum masks. This 
asymmetry is mainly caused by frequency characteristics of the frequency conversion 
circuit including mixers and power amplifiers. In this study, limited lines of POOB are 
calculated from the lowest PIB in using DTT channels in consideration of this asym-
metry (PIB in the low CH is used for ACLR calculation in 20 MHz LTE system). In 
addition, asymmetry is also observed in slopes of spectrum mask, inter alia, for 20 
MHz LTE system. This is mainly caused by nonlinearity of power amplifier in the 
frequency conversion circuit. Since gain balance is different in each signal BW and 
gain of the power amplifier in the 20 MHz LTE system is higher than others, nonli-
nearity of power amplifier is notably emphasized in 20 MHz LTE system. 
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Table 3. Required specification and typical RF characteristics of prototyped TVWS UE in 
TDD mode. 

Item Conditions Unit Spec. 5 MHz LTE 10 MHz LTE 20 MHz LTE 
Center frequency MHz − 482 626 762 494 630 758 498 634 738 
Maximum output 

power  
dBm − 14.3 14.8 14.5 13.9 14.6 14.3 9.0 10.8 9.7 

PIB 
Low CH 

dBm/ 
8 MHz 

− 10.8 11.4 11.4 2.8 4.6 3.8 
Middle CH − 10.9 11.7 11.2 5.6 7.5 6.4 
High CH − − − − 3.6 5.5 4.2 

P0 
Low CH 

dBm/ 
100 kHz

− −4.8 −4.5 −4.6 −13.3 −11.5 −12.2 
Middle CH − −1.8 −1.0 −1.3 −4.9 −3.8 −4.5 −12.5 −11.0 −11.8 
High CH − − − − −12.7 −10.9 −12.0 

ACLR 

n=−1 dB ≥43 45.3 50.7 53.3 44.0 49.5 50.9 55.3 57.5 56.1 
n=+1 dB ≥43 45.4 49.9 53.8 44.9 51.6 52.9 50.0 51.4 51.3 
n=−2 dB ≥53 − 71.4 73.8 62.5 62.8 65.3 60.9 62.5 61.3 
n=+2 dB ≥53 62.8 69.6 72.9 62.1 60.4 63.5 56.0 56.7 57.5 
n≤−3 dB ≥64 − 81.7 79.7 − 71.7 73.9 − 67.1 65.8 
n≥+3 dB ≥64 74.4 81.8 80.2 68.8 69.7 72.2 65.3 67.1 66.5 

Transmitter un-
wanted emissions 
outside TV bands 

30−47MHz 

dBm/ 
100 kHz

≤−36 −59.8 −60.1 −56.1 −59.6 −59.6 −60.2 −57.5 −60.0 −59.6 
47−74MHz ≤−54 −58.8 −59.6 −56.4 −59.3 −59.4 −59.7 −57.1 −59.7 −59.0 

74−87.5MHz ≤−36 −59.8 −60.3 −56.2 −59.7 −60.2 −59.9 −54.4 −59.4 −60.1 
87.5−118MHz ≤−54 −58.9 −59.6 −56.5 −59.2 −59.5 −58.7 −55.8 −58.4 −59.6 
118−174MHz ≤−36 −59.2 −59.8 −56.0 −59.2 −58.4 −59.4 −59.4 −58.6 −59.3 
174−230MHz ≤−54 −57.5 −59.4 −54.9 −58.2 −59.0 −58.8 −58.6 −59.1 −59.1 
230−470MHz ≤−36 −38.8 −57.9 −55.1 −43.8 −58.4 −56.9 −38.8 −58.0 −58.2 
790−862MHz ≤−54 −58.9 −58.4 −54.6 −57.3 −58.2 −56.3 −58.5 −58.2 −56.4 

862−1,000MHz ≤−36 −48.4 −58.8 −54.8 −48.9 −58.3 −57.3 −49.2 −58.5 −58.1 

1−4GHz 
dBm/ 

1 MHz 
≤−30 −48.7 −48.5 −43.2 −48.1 −45.6 −45.4 −37.4 −44.9 −55.4 

3rd order reverse 
intermodulation 

attenuation (RIM3)

Lower dB ≥45 48.4 56.2 57.0 53.0 59.3 62.3 55.6 58.9 56.0 

Upper dB ≥45 46.8 51.3 55.0 52.6 57.8 59.8 50.0 50.5 49.6 

Receiver spurious 
emissions 

30MHz−1GHz 
dBm/ 

100 kHz
≤−57 −90.3 −89.8 −87.1 −93.2 −93.2 −92.3 −83.5 −89.2 −82.9 

1−4GHz 
dBm/ 

1 MHz 
≤−47 −63.2 −69.2 −65.2 −70.2 −69.1 −56.4 −61.8 −65.8 −60.2 

3.3 Unwanted Emissions and Intermodulation 

Transmitter unwanted emissions outside the TV band and receiver spurious emissions 
comply with the ETSI draft specification as shown in Table 3. 

Transmitter intermodulation is measured by using a typical measurement system as 
shown in Fig. 4, in lieu of the measurement system in [12]. In this measurement, 
TVWS UE, signal generator (SG) for unwanted signal generation and SA are con-
nected to each other through a power divider. Transmission frequency of the TVWS 
UE is set to fw and output power is set to maximum output power in Table 3. Un-
wanted signal with a frequency of fun is input from the SG and its signal level of Pu is 
set to –20 dBm, even though signal level of the unwanted signal is defined to 40 dB 
lower than that of transmission signal in the ETSI draft specification. During the mea-
surement with this setup, 3rd intermodulation with a signal level of PIM3 is observed 
at a frequency of 2 × fw – fun on the SA. Then, the third-order reverse intermodulation 
attenuation of RIM3 is calculated by substitution of PIB, Pu and PIM3 to the following 
equation. 

RIM3 = 2 × PIB + Pu – PIM3, (2) 
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(a)  5 MHz LTE System. 

 

 
(b)  10 MHz LTE System. 

 

 
(c)  20 MHz LTE System. 

Fig. 3. Spectrum mask of prototyped TVWS UE in the TDD mode. 
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In this measurement, unwanted signal is normally input to the adjacent DTT chan-
nel; i.e. 8 MHz offset. However, in TVWS systems that use multiple DTT channels, 
3rd order intermodulation will be generated in occupied frequency band. Therefore, 
fun is set to fw ± 12 MHz and fw ± 16 MHz for 10 MHz and 20 MHz LTE system, re-
spectively. For this measurement methods and results, consensus was obtained from 
the Ofcom. 

 

 

Fig. 4. Measurement system for transmitter intermodulation. 

4 Field Experiment 

Fig. 5 shows architecture of the developed TVWS LTE communication system dem-
onstrated in the TVWS pilot program conducted by the Ofcom. As this platform is 
elaborated in more detail in [14], we briefly introduce the overview in this section. 
The TVWS eNB is operated as an LTE base station, and the TVWS UE is operated as 
an LTE terminal in this system. Therefore, the TVWS eNB is used as a fixed device 
and the TVWS UE is used as a non-fixed device. In conformance with the ETSI draft 
specification [12] and the Ofcom WSDB specification [15], TVWS devices are cate-
gorized into two types of “Master device” and “Slave device,” and “Master device” 
should negotiate with the WSDB listing server and the WSDB before starting the 
TVWS communication. Procedures for the negotiation are generally as follows. First, 
“Master device” acquires a list of authenticated WSDBs from the WSDB listing serv-
er and select one WSDB for parameter exchange. Then, “Master device” informs the 
WSDB of “device parameters” including “device emission class,” and receives “oper-
ational parameters” such as time validity and available maximal output power from 
the WSDB. Here, both devices are categorized as “Master device” in this system. In 
general, non-fixed devices are operated as “Slave devices,” however, slave devices 
need to obtain “operational parameters” from master devices by using the TVWS 
communication system without directly access to the WSDB, and thus, slave devices 
cannot transmit any signal during the reception of “operational parameters.” By cate-
gorizing both WS eNB and UE as “master devices,” in this system, the existing LTE 
standard is used without any change while avoiding the difficulty to incorporate such 
parameter exchange in the current LTE system information.  



414 T. Matsumura et al. 

 

Fig. 5. Developed TVWS LTE communication system in the Ofcom TVWS pilot program. 

Field experiment with TVWS eNB and UE was performed in the London urban 
area. Connectivity and maximum throughput were measured in the Denmark Hill 
Campus of the KCL where the TVWS eNB was placed on the rooftop of the seven-
story building and the TVWS UE moved campus area around the building. Fig. 6 
shows maximum downlink throughput in the TDD mode as a function of RSRP (Ref-
erence Signal Receiver Power) in the conditions of a signal BW of 20 MHz and a 
SISO (Single-Input Single-Output) communication link. Despite the high-interference 
and high-temperature environment resulting in the performance degradation, a maxi-
mum downlink throughput of 19.5 Mbit/s was successfully achieved in the field expe-
riment. In the FDD mode, a maximum downlink throughput of about 45.4 Mbit/s was 
obtained in the same measurement conditions. In addition, a downlink throughput of 
more than 2 Mbit/s was achieved with a line-of-site distance of 250 m in the TDD 
mode with a signal BW of 5 MHz, while the TVWS UE was moving in the  
campus. 

TVWS UE
(Non-fixed Device)

WSDB

TVWS eNB
(Fixed Device)

Core Network

The Internet

WSDB
Listing
Server

Mobile 
Router

Local 
Network

TVWS

Ethernet

WLAN

Yokosuka, JapanOfcom, U.K.

Master device
Master device

WWAN



 Development of TV White-Space LTE Devices Complying with Regulation 415 

 

Fig. 6. Maximum downlink throughput as a function of RSRP. 

5 Conclusion 

In this study, TVWS eNB and UE complying with the ETSI draft specification were 
developed by utilizing frequency conversion technology, and licensed by the Ofcom. 
Even in the 10 MHz and 20 MHz LTE systems that use multiple DTT channels, it was 
confirmed that all the RF characteristics including ACLR complied with the ETSI 
draft specification. 

Also, the TVWS LTE system, which can operate in the cooperation with the 
WSDB authenticated by the Ofcom, was developed and trial operation of this system 
was performed in London urban area by participating in the Ofcom pilot program. 
Although measured maximum throughput was degraded due to tough measurement 
environment, decent maximum throughputs of 19.5 Mbit/s and 45.4 Mbit/s were 
achieved in TDD and FDD modes, respectively. Consequently, it is also confirmed 
that the existing LTE system can be operated in the U.K. TVWS without any interfe-
rence with the primary users and TVWS LTE system is expected as one of the tech-
nologies to extend spectrum access opportunities towards new generation of mobile 
communication system.  
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Abstract. License-Shared Access (LSA) has been regarded as a feasible solution 
for spectrum sharing. In LSA, regulators coordinate the spectrum use between in-
cumbents — the users who hold the licenses and have the exclusive access to the 
spectrum — and secondary licensees that need authorization before their access. 
In the midst of 2014, Taiwanese government proposed a draft of Frequency Pro-
vision Plan, in which 600~700MHz and 2.3~2.4GHz bands are considered to be 
opened for more flexible usage, presumably including LSA. The benefit that sec-
ondary licensees obtain from LSA depends on the behaviors of the incumbents. 
This paper evaluates the feasibility of LSA in these bands in Taiwan. Our experi-
ment is based on a 26-day spectrum measurement in Taipei, Taiwan. The behav-
iors of the incumbents are analyzed in both temporal and spectral domains. The 
results show that in 600~700MHz band, only narrowband incumbents were  
detected during small and sporadic time intervals. No incumbent activity was  
observed in 2.3~2.4GHz band. The experiment shows that low spectrum usage in 
these bands allows LSA licensees to provide services with predictable quality of 
service (QoS). 

Keywords: Spectrum observation · License-Shared Access (LSA) · Spectrum 
sharing 

1 Introduction 

The demand for frequency spectrum has never been higher since broadband wireless 
communication becomes an integrated part of our daily life. Operators require more 
bandwidth to support higher data rates and service more clients. The regulation of the 
spectrum, unfortunately, falls way behind such a trend. Under the current spectrum 
regulation, the Ultra-High Frequency (UHF) band is sliced into fragments, where 
some of them are allocated to satellite, civil, and military uses. The spectrum frag-

                                                           
  C.-T. Chou—This work was supported in part by National Taiwan University under Grants 
G0685 and the Ministry of Science and Technology (Taiwan) under Grants MOST 103-2221-
E-002-100. 



418 Y.-C. Chan et al. 

mentation makes contiguous bands scarce and even unavailable, thus preventing the 
adoption of new wireless technologies that need higher bandwidth. 

The frequency bands allocated for licensed uses scatter in the UHF band. Most of 
them are used in restricted areas or within limited time spans of a day. The rest of the 
time in most of the areas can be regarded as idle, and could be reused without causing 
interference to incumbents. Spectrum reuses at fixed locations during predictable time 
periods are most suitable for License-Shared Access (LSA) [1]. Proposed and devel-
oped in Europe in the last few years, LSA improves the utilization of licensed bands 
by sharing the frequency bands with regulated secondary users. According to the ar-
chitecture proposed in European Communication Committee (ECC) report [2], LSA 
involves three parties including regulator, incumbents and secondary licensees. The 
first coordinates the band usage between incumbents and secondary licensees based 
on predefined rules, which not only guarantee the availability of licensed bands for 
incumbents, but also offer a predictable level of QoS to secondary licensees. 

In midst of 2014, Taiwan Ministry of Transportation and Communication an-
nounced a draft of Frequency Provision Plan, in which the UHF sub-bands may be 
released for commercial mobile communication [3]. In addition to these bands, the 
draft also includes some bands that have never been licensed for commercial commu-
nication, including 608~698MHz band and 2.3~2.4GHz band. These bands, if being 
used in an integrated way, could provide a considerable amount of spectrum for mo-
bile communication without incurring a formidable expense in spectrum 
refarming/reclaiming, if the idea of LSA can be applied. 

The feasibility of LSA relies heavily on the behaviors of incumbents. Such behav-
iors vary with the bands and the regions where the incumbents are located. In [4], 
spectrum usage from 30MHz to 3GHz in Chicago, US, had been studied from 2007 to 
2010. The results of the three-year observation are used to not only assess the long-
term trend in spectrum usage, but also capture significant events such as the release of 
digital dividends in 700MHz band after the analog-digital TV conversion. Their re-
sults confirm the presence of some TV white spaces in 30~1000MHz band. In a six-
month spectrum observation in 300~4900MHz band in Bristol, UK, [5] the usage is 
divided into three categories including continuously occupied, permanently free, and 
temporally occupied, according to the temporal occupancy pattern. Their measure-
ment shows that TV broadcast bands contribute most of the temporally-occupied us-
age. In [6] and [7], cellular radio and ISM bands had been observed at multiple loca-
tions in London, UK, for a week. The results suggest that GSM bands are less occu-
pied in suburb areas or during the weekends. In [8], the measurements of 2.3~2.4GHz 
bands were carried out in Chicago, US, and in Turku, Finland, respectively, for two 
weeks. This band in Turku, according to the results, was occupied in an unpredictable 
manner due to wireless cameras, while in Chicago the occupancy pattern was relative-
ly stable. The results suggest that even though only a smaller proportion of the band is 
available in Chicago, the more stable occupancy patterns make LSA a feasible solu-
tion in that area.  

However, to the best of our knowledge, few reports regarding the usage of 
600~700MHz or 2.3~2.4GHz bands were made available to the public in Asian  
countries. In this paper, we present the results of a 26-day spectrum measurement in 
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Taipei, Taiwan --- a typical modern Asian metropolitan area. The received power and 
the time duration of the spectrum usage in 600~700MHz and 2.3~2.4GHz bands were 
recorded. The behaviors are analyzed in time and frequency domains to assess the 
feasibility of LSA in these bands. The results show that in 600~700MHz band, only 
some narrowband incumbents were detected during small and sporadic time intervals. 
No incumbent activity was observed in 2.3~2.4GHz band. The experiment shows that 
low spectrum usage in these bands allows LSA licensees to provide services with 
predictable QoS in Taipei, let alone other areas in the rest of Taiwan.  

The rest of the paper is organized as follows. The architecture of LSA proposed by 
European ECC is introduced in Section 2. The settings of our measurement are pre-
sented in Section 3 along with a snapshot of the spectrum usage in these two bands. 
The spectrum usage of both bands are analyzed in both time and frequency domains 
in Section 4. The feasibility of LSA is also discussed. Finally, conclusions are given 
in Section 5. 

2 A Review on the Architecture of LSA 

The concept of LSA is intended to accommodate users within a licensed spectrum in 
different time or locations, so that they may share the spectrum and operate with some 
QoS guarantee. Users are usually divided into two categories including incumbent 
users and secondary licensees. Their spectrum usage is coordinated by the regulator 
based on some predefined rules. Incumbent users are licensed to use the spectrum. 
From the perspective of traditional regulators, incumbent users are the only legitimate 
users in the designated bands. In the architecture of LSA, they still have the highest 
priority in using the spectrum. Secondary licensees do not have the license as the 
incumbent users. They can use the spectrum only when they are authorized by the 
regulator and when no incumbent user is present. Whenever an incumbent user re-
claims the spectrum for its own use, all licensees are required to evacuate within a 
short time, thus keeping the spectrum clear.  

The relationships between regulators, incumbents, and secondary licensees are  
depicted in Fig. 1. In addition to the three parties, two more components are needed in 
the architecture: LSA repository and LSA controller. The LSA repository is a data-
base containing the information of incumbents and licensees, including their geo-
locations, radio-frequency (RF) characteristics, and intended operation frequencies 
and times. The LSA controller, on the other hand, is served as a gatekeeper between 
licensees and the repository. The controller receives queries from the licensees, and 
releases the information of the vacant bands and the spectrum-sharing authorization to 
the licensees. It also sends evacuation requests to the licensees whose authorizations 
are reclaimed on the (re)entry of incumbents. In addition to message delivery, the 
controller also protects the fidelity of the database content from being erroneously or 
even maliciously modified.  

The licensees are authorized to use LSA-regulating bands based on the policy of 
regulators, the status of incumbent spectrum usage, and the locations and RF charac-
teristics of the licensees. A licensee sends its location and RF characteristics (such as 
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3 Measurement Setup 

Although the identities of the users in 600~700MHz and 2.3~2.4GHz bands in  
Taiwan are not fully revealed by the regulator, both bands are not licensed for com-
mercial use. The activities of the incumbents affect the potential advantage of the 
licensees under LSA. To gain better knowledge regarding the incumbent activities, we 
conducted a 26-day spectrum measurement from 09/13/2014 to 10/08/2014. A spec-
trum observatory is set up on the rooftop of Barry Lam Hall, National Taiwan Univer-
sity, which is located in the center of Taipei metropolitan area.  

Our observatory consists of a spectrum analyzer (Rohde & Schwarz FSV-4), a  
wideband antenna (Rohde & Schwarz HE500), and a computer for control and stor-
age. In order to provide better frequency resolution, resolution bandwidth was set as 
100Hz with a noise floor of approximately -133dBm. The root-mean-square detector 
of the analyzer was chosen to measure the average spectral power within signal acqui-
sition. The control computer recorded spectral power measurement in the respective 
bands every 3 minutes. As a result, a total of 12,500 records were collected for each 
band. 

Fig. 2 show a two-second snapshot of our spectrum measurement for both bands. 
Their neighboring bands were also measured and are plotted for comparison. For 
example, the neighboring 700~800MHz band is also given for comparison with the 
600~700MHz band as shown in Fig. 2(a). While the identities of the incumbents in 
600~700MHz band are unclear, their neighboring band mostly belongs to commercial 
use in Taiwan. For example, 703~748MHz and 758~803MHz are licensed to 4G 
Long-Term Evolution (LTE) operators, and the rest (i.e., 748~758MHz) is assigned to 
unlicensed wireless microphones [10]. Compared with the occupancy patterns in the 
700~800MHz band, the 600~700MHz band is rather vacant with some scattering 
spikes. The spikes indicate the presence of narrow-band incumbents in the band. The 
sparse spikes confirm the existence of relatively clean bands that are potentially avail-
able for LSA.  

Fig. 2(b) shows a two-second measurement snapshot of the 2.3~2.4GHz band and 
its neighboring 2.4~2.5GHz band. The latter is globally known as the Industrial, Sci-
entific, and Medical (ISM) band, in which wireless local area networks (WLAN) and 
Bluetooth devices operate. As shown in the figure, this band is occupied with several 
wideband WLAN signals, and one Bluetooth signal somewhere near 2.4GHz. In con-
trast, no spectral activity except noise was detected in the 2.3~2.4GHz band. The 
results show that either the incumbents of this band remained silent during our meas-
urement period, or there was no incumbent at all. In any case, the band is perfect for 
LSA to provide predictable QoS support.  

Although Fig. 2 suggests the potentials of LSA in these bands, a more long-term 
spectral observation is needed as the behaviors of incumbents may vary at a larger 
time scale. In what follows, our complete (26 days) measurement results are presented 
and analyzed. 
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(a) 600~800MHz 

 
(b) 2.3~2.5GHz 

Fig. 2. Snapshots of the measured spectrum 

 
(a) 600~800MHz 

 
(b) 2.3~2.5GHz 

Fig. 3. The corresponding spectrum occupancy status of Fig 2 (1 for occupied and 0 for  
vacant) 
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4 Variation in Spectrum Occupancy 

In order to quantify the incumbents’ behaviors based on the measurement results, the 
occupancy state of a measured spectrum must be determined first. Since there is no 
prior knowledge about the RF characteristics of the incumbents in these bands, energy 
detection is applied to determine the occupation status. The measured spectral power 
at each frequency is compared with the noise floor. The noise floor is estimated with 
Forward Consecutive Mean Excision (FCME) [11]. Since the spectral power of an 
incumbent signal may vary within its transmission bandwidth, direct comparison be-
tween the spectral power and the noise floor leads to an underestimate in spectrum 
usage. Therefore, the occupancy status is determined with Localization Algorithm 
with Double-thresholding and Adjacent Channel Clustering (LAD-ACC) [12]. Take 
the spectrum snapshots in Fig. 2 as an example. The corresponding occupancy status 
determined with LAD-ACC is shown in Fig. 3.  

The spectrum of the incumbents may vary in both time and frequency domains. To 
capture the statistics of spectrum occupancy in each domain, we define so-called tem-
poral and spectral occupancy rates as follows. Let O(f, t) be the indicator of occupa-
tion status at frequency f (f = 1, 2, …, NF) and time t (t = 1, 2, …, NT). The temporal 
occupancy rate is defined as 

( ) ( )1
1

,
=

=  T

T

N

T N t
R f O f t , (1) 

which is the proportion of the measurement time occupied by the incumbents at fre-
quency f. On the other hand, the spectral occupancy rate is defined as 

( ) ( )1
1

,
=

=  F

F

N

F N f
R t O f t , (2) 

which is the proportion of the spectrum occupied by the incumbent at time t. It is 
often referred to as duty cycle in literature [13]. The occupancy statistics in different 
domains have different interpretations. A high temporal occupancy rate usually indi-
cates frequent incumbent usage. In this case, the licensees may not benefit from LSA 
due to frequent evacuation. On the other hand, a high spectral occupancy rate indi-
cates that a large number of incumbents operate simultaneously in these bands, or a 
few incumbents with large transmission bandwidth exist. Either of the cases makes 
the corresponding bands unsuitable for LSA with predictable QoS support. 

The temporal occupancy rates of our 26-day measurement results are calculated for 
600~700MHz band and shown in Fig. 4(a). The rate is about 70% at frequencies 
around 685MHz, roughly 20%~25% at some frequencies in the lower and upper parts 
of 600MHz band, and is almost zero for the rest of the band. The result shows that the 
majority of the incumbents in 600~700MHz band used spectrum in a concentrated 
manner; that is, few of them used other frequencies and the majority of 600~700MHz 
was left unused during the 26-day observation. The rates evaluated in 2.3~2.4GHz 
band are uniformly zero, as shown in Fig. 4(b). The uniformity implies either the 
incumbents remained dormant, or there were no incumbent near our observatory.  
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(a) 600~700MHz 

 
(b) 2.3~2.4GHz 

Fig. 4. Temporal occupancy rate 

 

Fig. 5. Spectral occupancy rate 

The spectral occupancy rates are also evaluated with all the 26-day records of spec-
trum measurement. Fig. 5 shows the result in a chronological order with two traces 
corresponding to the respective bands. The spectral occupancy rates in 600~700MHz 
fluctuate with a period of roughly a day. The rates are higher from Day 4 to Day 9, 
but they remain below 3% except for two days, which are less than 12%, on Day 7 
and Day 17. The low occupancy in the frequency domain for most of the observation 
indicates there was no wideband incumbent user observed during our 26-day meas-
urement period. On the other hand, the spectral occupancy rates are zero in 
2.3~2.4GHz band. The zero rates in spectral occupancy, together with the zero rates 
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in temporal occupancy in Fig. 4(b), confirm the absence of the incumbents in this 
band during our measurement. 

As mentioned in Section II, the incumbent behaviors significantly affect the per-
formance of LSA. Based on the temporal and spectral occupancy rates observed in 
600~700MHz, it is found that the incumbents occupied less than 2% of this band for 
most of the time. The concentration of the incumbents in spectrum usage shows that 
the licensees could benefit from LSA in these white spaces without frequent evacua-
tion. In addition, zero occupancy in 2.3~2.4GHz indicates no active incumbents found 
during the measurement period. The result shows that LSA licensees can provide 
predictable QoS or even guaranteed QoS in this band in Taipei and presumably the 
rest of Taiwan. 

5 Conclusion 

Both 600~700MHz and 2.3~2.4GHz bands, according to the draft of Taiwan Fre-
quency Provision Plan, are considered to be opened for commercial mobile communi-
cation in the near future. The two bands are currently assigned or licensed to some 
incumbents. Given that the expense of spectrum refarming/reclaiming is very high, 
LSA seems to be a good alternative for efficient spectrum usage. The usage behaviors 
of the incumbents, however, determine the feasibility of LSA. To assess the feasibility 
of LSA in Taiwan, we conducted a 26-day spectrum observation in Taipei, Taiwan, in 
the midst of 2014. Our measurement results show that in 600~700MHz band, the 
temporal occupancy rates are considered high only at 685MHz (about 70%), moderate 
at a few others (about 20~25%), and almost zero for the rest of the band. The result 
indicates that the incumbents only use some fixed frequencies for their narrowband 
transmission. In 2.3~2.4GHz band, both temporal and spectral occupancy rates are 
zero throughout the 26-day observation period. The results of this band indicate that 
the entire band is purely white space. Such low spectrum usage, along with predicta-
ble patterns in temporal and frequency domains, makes LSA an economic and feasi-
ble solution in Taiwan. 
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Abstract. Cognitive radios require an intelligent MAC layer coupled
with a flexible PHY layer. Most implementations use software defined
radio platforms where the MAC and PHY are both implemented in soft-
ware, but this can result in long processing latency, and makes advanced
baseband processing unattainable. While FPGA based SDR platforms
do exist, they are difficult to use, requiring significant engineering exper-
tise, and adding dynamic behaviour is even more difficult. Modern hybrid
FPGAs tightly couple an FPGA fabric with a capable embedded pro-
cessor, allowing the baseband to be implemented in hardware, and the
MAC in software. We demonstrate a platform that enables radio design-
ers to build dynamic cognitive radios using the Xilinx Zynq with partial
reconfiguration, enabling truly dynamic, low-power, high-performance
cognitive radios with abstracted software control.

Keywords: Cognitive radio platforms · Field programmable gate arrays

1 Introduction

Cognitive radios can adapt to channel conditions to effectively utilise available
radio frequency spectrum. Their adoption is driven by increasing demand for pre-
cious frequency spectrum while statically allocated spectrum is often significantly
under-utilised by primary users. Designing cognitive radio systems requires con-
sideration on multiple fronts. High performance baseband processing is neces-
sary to support advanced wireless standards with high data throughput. Yet,
the baseband should be modifiable at runtime for a wide range of deployment
scenarios. Additionally, an easily programmable software stack is necessary to
provide higher level functions and programmability (cognitive logic) by applica-
tion experts. A radio that combines these features can respond to environmental
changes to maximise radio performance, as shown in Fig. 1. This performance
and flexibility should be achieved within a low power budget to enable deploy-
ment in a range of scenarios.

The flexibility requirement has often meant general purpose processors are
chosen for cognitive radio implementations. However, processors are not ideally
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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Fig. 1. Baseband adaptation under the control of software cognitive logic, in response
to an external event.

suited to the high throughput signal processing required for baseband processing,
and as a result, experimental radios are often implemented on fully-functional
desktop computers that consume significant power, precluding deployment in
scenarios with restricted power, space, and portability requirements. As a result
much cognitive radio systems research has been restricted to investigations in
labs.

Field programmable gate arrays (FPGAs) have been used for signal process-
ing for over two decades. They enable highly advanced baseband systems to be
implemented within a low computational power budget, by exploiting the fine-
grained parallelism found in such algorithms. FPGAs are also volatile devices
that can be reprogrammed with different functionality at runtime. However,
designing FPGA based systems has remained difficult for non-experts.

Recently, new platforms have emerged that couple high performance embed-
ded processors with a flexible FPGA fabric on a single die. In such systems,
the processor can host a fully functioning software stack while the baseband
can be implemented in the reconfigurable fabric, with high throughput connec-
tivity between them. This represents a promising platform for cognitive radio
systems, offering both high computational performance and flexibility that can
be leveraged from higher software layers.

We have developed a prototyping system incorporating the Xilinx Zynq
hybrid FPGA, allowing us to combine software programmability for upper layers
of the radio with a high-performance flexible baseband implemented in hardware.
The software portion of the radio has full control of baseband configuration, and
we have abstracted control to enable radio experts to leverage advanced features
like FPGA partial reconfiguration. In this paper, we present our platform and
a case study, before characterising its dynamic properties. We show that with
the proposed abstraction layer, it is possible to bring together the flexibility of
software control with the performance of a hardware baseband.
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2 Background and Related Work

Modern radio protocols rely on flexibility to make efficient use of lim-
ited communication spectrum, resulting in the need for highly adaptable
baseband and RF processing systems. Research on cognitive radio plat-
forms has focussed primarily on software platforms with component level
architectures to afford flexibility as in the case of GNU Radio [1] and
Iris [2]. The use of software enables dynamic configurability of the base-
band, coupled with an easily programmable MAC layer. While these plat-
forms have been useful for prototyping and academic research, the over-
head of implementing advanced baseband processing in software running
on general purpose processors means prototyping advanced systems is
unrealistic.

Field programmable gate arrays (FPGAs) are silicon devices with a pro-
grammable architecture that is flexible enough to implement arbitrary custom
datapaths [3]. To implement a datapath circuit, the designer describes it using a
hardware description language like Verilog. This design is synthesised and con-
verted, using vendor tools, to a set of configurations that describe how the basic
components are to be set up. This “bitstream” is loaded into the FPGA configu-
ration memory to implement the described circuit. As FPGAs are ideally suited
to parallel algorithms with large amounts of regular computation, they have
been widely used in software radio systems [4]. What makes modern FPGAs
attractive for cognitive radios is that besides the high performance of a static
datapath implementation, they offer flexibility too.

Multiple radio test beds have leveraged FPGA capabilities for acceleration,
like the WARP project from Rice University [5] and the SDC Testbed from
Drexel [6]. Iris [2] was also extended with FPGA baseband processing support [7],
demonstrating the ability to minimise power consumption in the baseband as
channel conditions change [8]. KAUR [9] closely couples a general purpose pro-
cessing platform, a Xilinx Virtex-II Pro FPGA, and RF front-end in a compact
form factor with software and hardware API functions for managing computa-
tion. CRUSH [10] integrates a Xilinx Virtex 4 platform with GNU Radio and the
USRP front end, offering the performance benefits of a custom baseband datap-
ath, but none of the programmability benefits of FPGAs. CRKIT [11] also aims
at integrating hardware baseband processing with software radio management
in a system-on chip on an FPGA. It hosts multiple hardware baseband process-
ing chains with support for switching between them and adapting parameters
at run-time. Fundamentally, these platforms do offer the performance benefits
of hardware, but in many cases, these are limited by the latencies of software-
hardware communication due to distinct subsystems being used for the two
components, or outdated embedded processor integration on older FPGAs.

Beyond performance, FPGAs offer the advantage of flexibility as they can
be reprogrammed with different hardware depending on requirements. Partial
Reconfiguration (PR) is an advanced technique that allows parts of the hardware
to be modified at runtime while other parts continue to run, enabling designers
to swap modules at any given time. Though PR provides adaptability and power
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savings, it requires explicit management of reconfiguration and synchronisation,
which is difficult in heterogeneous radio systems. Designing efficient PR systems
is non-trivial and is an area explored only by FPGA experts. Iris has explored
the use of partial reconfiguration, but the software portions of the radio are
deployed on a PowerPC hard processor on the Virtex 5 FPGA, resulting in low
performance [8]. Furthermore, the use of soft and hard processors in FPGAs
remains difficult for anyone other than FPGA designers.

In this paper, we present a radio platform based on the hybrid Xilinx Zynq
FPGA that offers a strongly integrated processing system and reconfigurable fab-
ric. It enables low latency data movement and close integration between higher
layers of the radio stack and the computational baseband processing with pred-
icable performance. In [12], the authors showed that the tight coupling and pre-
dictable latency afforded by moving even MAC layer functions into hardware can
improve radio performance. We believe hybrid FPGAs offer an ideal architecture
for integrating the computational capabilities of hardware processing with high
level management of dynamic radio behaviour. However, design complexity must
be addressed if such platforms are to be adopted by the radio community. The
team behind Iris demonstrated an initial attempt at using the Zynq processor
to run a radio management system, but with no hardware support [13].

We present the first platform to demonstrate interacting software on the
ARM processor and a reconfigurable hardware baseband in programmable logic
on the Xilinx Zynq. We abstract the low-level baseband management operations,
allowing the software radio designer to use high-level function calls to cause
parametric and structural reconfiguration of the baseband, simplifying the man-
agement process. Our platform integrates a high speed partial reconfiguration
controller to allow reconfiguration of the radio baseband with very low latency.
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3 System Architecture

Intelligent cognitive radio designs can be conceptualised as two independent
planes, as shown in Fig. 2: the data plane which performs the baseband mod-
ulation/demodulation and the control plane that performs radio control func-
tions; the cognitive part. In essence, the control plane implements medium access
schemes, enabling the same channel to be used by multiple devices with collision
avoidance or detection, and higher layer protocols that ensure reliable trans-
mission. With cognitive radios, the control plane takes on more complex tasks
like monitoring channel conditions, triggering sensing, and modifying the con-
figuration of the baseband in response to varying conditions, e.g., by switching
the modulation scheme, modifying coding, or changing the baseband transmis-
sion standard entirely. The data plane responds to such requests by altering its
functions, and should hence support all required types of signal processing to
support the various possible modes the system may operate in.

The control plane may use complex intelligent algorithms. Ideally, this cog-
nitive part of the radio should offer maximum flexibility, easy programmability,
and being control-intensive, is suited to implementation in software running on a
processor. The data plane, however, deals with heavy computational processing
on streams of data samples, and so when implemented in software, suffers from
long computational latency, and a reliance on powerful processors for advanced
baseband schemes or radio standards.

We propose that the strength of FPGAs in data processing be leveraged as
in the case of some of the platforms discussed in Section 2, and the data plane be
implemented in custom hardware. The key novelty in our platform is to enable
dynamic modification of the data plane from the control plane without the need
for detailed FPGA knowledge. Previous attempts at building such platforms
have used software running on a soft processor on the FPGA fabric with the
data plane also in the FPGA as custom hardware blocks, but radio control
and reconfiguration still required low-level FPGA knowledge. Essentially, the
designer would need to prepare a set of valid hardware configurations for the
data plane, store this configuration information in off-chip memory, then manage
the loading of the required configurations at runtime through the low-level driver
provided by the FPGA vendor. This meant that only FPGA designers could use
these systems, and the software programmability was still at a very low-level.

Hybrid FPGAs like the Xilinx Zynq present a compact and efficient architec-
ture for building such software/hardware systems. They tightly couple a highly
capable dual-core ARM processing system with a reconfigurable fabric, pro-
viding computational capability and flexibility for both the control and data
planes. These platforms offer the benefit of a fully functional software side with
the ability to add hardware processing in the FPGA fabric. However, managing
hardware adaptation on FPGAs at runtime remains difficult and is achieved by
a complex sequence of operations, requiring low-level control and knowledge of
the underlying hardware.

The unique feature of our proposed framework is that it abstracts such low-
level details from the user while also integrating efficient high-speed dynamic
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Fig. 3. Proposed cognitive radio architecture on the Zynq.

partial reconfiguration for hardware-level support of baseband adaptation. The
simplified architecture of our platform is shown in Fig. 3. The Zynq allows a clear
partition between the control plane and data plane with its hybrid architecture
comprising the processing system (PS) and the programmable logic (PL). A high
speed datapath enables data to be moved to/from the external interfaces (like
DDR memory or Ethernet in the PS region) to the data plane in the PL region
using dedicated direct memory access (DMA).

The logic in the PL implements the baseband, antenna interfaces, buffers
and control/status registers for efficient interaction with the control software
running on the ARM core. A key benefit of our platform is that the RF interface
is directly connected to the baseband chain, avoiding the need for a round-trip
in software as required by some other platforms. This ensures minimal latency
and high throughput. The Tx and Rx buffers form the high-speed data interface
between the PS and baseband processing system in the PL. DMA-based data
movement allows high speed full-duplex data streaming to the Tx/Rx buffers
from the software or other interfaces within the PS, like Ethernet. Baseband
control and status monitoring is established via the Register Set, that provides
configuration and status information for both Tx and Rx interfaces. The register
set also sets the parameters of the RF interface, providing a unified view of all
the parameters a radio designer may wish to modify at runtime.

A baseband radio chain with tunable parameters is loaded into the PL at
system start-up. The control registers in the register set configure the parameters
of the baseband, allowing them to be altered at run-time. This provides fast
adaptation without requiring any changes in the physical design of the baseband
block, and is called parametric reconfiguration. This works for small changes
like modifying the carrier modulation scheme or selecting a new coding scheme.
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The antenna interface provides the interface to off-the-shelf RF boards, and
we initially support the Analog Devices AD-FMCOMMS4-EBZ (based on the
AD9364) that interfaces with the FPGA using an FPGA Mezzanine Card (FMC)
connector.

The control plane implements the Observe (Obs)–Decide–Act (Act) loop,
which observes events, either through changes in values in the register set,
or external events triggered from software. If modification of the baseband is
required, it can trigger parametric and/or physical reconfiguration. Higher layer
protocols may be integrated on top of this to provide a complete network stack.

While parametric reconfiguration allows us to modify some aspects of the
baseband, any significant changes, e.g. changing from sensing mode to transmis-
sion, require more significant changes in hardware. This is achieved using par-
tial reconfiguration, which is standard across the entire range of Zynq devices
and other 7-series FPGAs from Xilinx. The baseband processing chain is imple-
mented in a partially reconfigurable region (PRR) within the PL, enabling its
physical implementation (and thus function) to be modified at runtime beyond
just parametric changes. Effectively, the whole PRR can be replaced with new
hardware blocks at runtime by writing new configuration bits into the FPGA’s
configuration memory.

The standard PR flow supported by Xilinx requires extensive understand-
ing of FPGA architecture and programming such reconfiguration is complex,
requiring low-level access to memory addresses, and understanding of configura-
tion bitstream details, making it difficult for radio designers. Furthermore, the
reconfiguration speed attainable with the supported flow is very slow, resulting
in considerable latency when switching between different baseband modes.

To address this challenge, we use ZyCAP, a custom-designed reconfiguration
manager that enables seamless management of partial reconfiguration from the
ARM processor via its own software/libraries [14]. ZyCAP is added as a periph-
eral to the PS and connected to the internal configuration circuitry of the FPGA.
At the software level, the ZyCAP driver manages the low level commands for
reconfiguration, memory organisation for the different bitstreams, and perfor-
mance enhancements like bitstream caching, all of which are abstracted from
the system designer through high-level API functions.

The application designer is able to call different physical configurations of the
baseband using function calls like set baseband(receive1). The driver handles
all the steps required for physical reconfiguration. ZyCAP provides non-blocking
operation, which returns from the reconfiguration call immediately, allowing pro-
cessor load to be minimised, and hence supporting more complex cognitive algo-
rithms. By using DMA-based bitstream reconfiguration, ZyCAP also minimises
reconfiguration time by a factor of 20 times or more.

4 Case Study

To evaluate the capabilities of our platform, we have implemented a dynami-
cally modifiable radio on a Xilinx ZC702 evaluation board. We have created a
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Fig. 4. Test setup for DVB-S/C case study.

hypothetical scenario with two baseband standards based on the digital video
broadcasting (DVB) cable (DVB-C) and satellite (DVB-S) standards. The two
baseband processing chains are distinct and implemented as custom hardware
designed in Verilog. Each configuration supports a number of parameters that
modify the coding mechanism (like modes of convolutional/differential coding
in DVB-S/C) or a variation in the code rate (2/3, 3/4, or 7/8). The parameter
changes for both baseband configurations are present as multiplexed hardware
and the active path is chosen by setting multiplexer control signals in the register
set. This allows low latency parametric adaptation, representing system changes
that may be required to adapt to instantaneous channel conditions using the
same baseband scheme. Switching between baseband schemes requires partial
reconfiguration of the FPGA.

The baseband output is interfaced to the Analog Devices AD-FMCOMMS4-
EBZ FMC module with a tunable operating frequency, providing a highly flexible
air interface. The transceiver is configured over an SPI interface from the PS
providing complete software control over the data-plane (from baseband to RF).
Fig. 4 shows the laboratory setup for evaluating the case study.

Our experiments aim at quantifying overall data-path latency and the delay
incurred for data-plane adaptation (both parametric and full reconfiguration
adaptation). For our experiments, we have simple software control in C that
initialises the baseband modules and initialises transmission of data: no medium
access control is implemented. Baseband adaptation is managed from software by
modifying the transmit and receive status registers, that can trigger a parametric
reconfiguration or a physical hardware reconfiguration. In a full cognitive radio
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Table 1. Resource utilisation on ZC-7020.

Function LUTs FFs BRAMs DSPs

DVB-S 1487 2812 0 24

DVB-C 1109 2580 0 24

PRR 5400 8000 50 40

RF I/F 13389 21086 15 69

Reconfig 806 620 0 0

Total 15682 24518 15 93

(%) 29.5% 23% 10.6% 42.3%

implementation, more complex software can be used to decide on the correct
configuration, and would use the same abstracted interface. We keep the software
simple to provide us with meaningful latency numbers in our experiments.

Table 1 shows the resource utilisation of the different modules in the case
study. The PRR is large enough to include all resources required for the DVB-S
or DVB-C baseband scheme, with PR used to switch between them. It still con-
sumes a minimal amount of resources considering the simplicity of the baseband
in this case. The entire design does not consume more than 42% of the resources
(DSPs) in the relatively small Zynq XC7020 device. More complex baseband
schemes based on OFDM would consume more resources, but our initial exper-
iments have shown that a flexible OFDM baseband consumes just over half the
resources on this same device.

Table 2 shows the end-to-end latency of the data-plane for transmitting one
complete frame of 188 Bytes. The path delay is composed of two components: the
delay for loading data from external memory (DDR) into the internal buffers and
the processing delay of the baseband logic. The packet from the external DDR
memory is loaded into (or read from) the Tx (Rx ) buffer through a dedicated
DMA into the baseband, enabling high speed uninterrupted data flow. The path
latency of the processing chain depends on the different baseband configurations
and different parameter settings chosen by the control software at runtime. We
can see that overall latency is dominated by the baseband logic and is largest in
case of DVB-S with the 1/2 coding rate. These latencies are 400× less than what
can be achieved by implementing the baseband in software (in C) running on the
ARM processor in the Zynq, with the DVB-S baseband consuming 39.18 ms to
encoding each frame at 1/2 code rate. It is also worth noting that data movement
from external memory to the hardware baseband consumes only a fraction of the
total time, and can be effectively hidden by overlapping data movement with
baseband operation.

To determine the latency incurred during parametric and physical reconfig-
uration, the Tx/Rx status registers were used to trigger changes in the system
from the control plane. Parametric adaptation incurred a delay of 150 ns from
the time the register values were changed and hence detected by the software
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Table 2. End-to-end latency of the Data Plane at 100MHz.

DDR Latency Baseband Code Rate Latency

3.70µs
DVB-S

1/2 96.25µs

2/3 72.19µs

3/4 64.19µs

5/6 57.73µs

7/8 54.98µs

DVB-C NA 24.06µs

(periodic polling). The delay incurred accounts only for the write path delay
from the processing system to the Tx/Rx control registers in the register set as
these controls are directly wired to multiplexers controlling the different paths.
A complete baseband adaptation using PR incurred a delay of 786µs from sta-
tus decode, primarily due to ZyCAP achieving a reconfiguration throughput of
380 MB/s — nearly 95 percent of the theoretical bandwidth. This is more than
3× faster than the normal blocking reconfiguration control possible in the Zynq.

5 Conclusion

Cognitive radio systems require highly flexible hardware support for implement-
ing adaptive and computationally complex baseband functions, with further con-
straints on the power budget for mobile applications. Hybrid FPGAs like the
Xilinx Zynq show promise for such platforms as they closely integrate adapt-
ability at the hardware level with a computationally capable processing system.
However, managing runtime adaptation through reconfiguration and exploiting
the benefits of partial reconfiguration on the Zynq is generally too difficult for
radio designers used to software, instead requiring experienced FPGA engineers.
In this paper, we have presented a cognitive radio prototyping platform based
on the Xilinx Zynq which uses a high level reconfiguration management sys-
tem to abstract low level details of hardware management from the application
designers.

We demonstrated a case study with a DVB baseband, showing that hardware
level adaptation (including parametric and full baseband reconfiguration) can be
achieved with minimal latency, while still being abstracted. This opens the door
to radio designers with no FPGA experience to benefit from the capabilities of
new hybrid architectures like the Zynq to build dynamic radios with minimal
latency, high baseband performance and true hardware reconfigurability.

We are working on a public release of our framework and developing a library
of baseband blocks for flexible OFDM cognitive radios in the hope that more
radio designers will be able to benefit from this technology.
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Abstract. In this paper, a novel algorithm is proposed to blindly detect
the number of transmit antennas by exploiting the time-diversity of
the fading channel. It employs a second-order moment and a fourth-
order statistic of the received signal when the transmission occurs over
a time-varying multiple-input single-output channel. When compared
with information theoretic algorithms, it does not require the num-
ber of received antennas be larger than the number of transmit anten-
nas, and when compared with existing feature-based algorithms, it does
not require a priori information about the transmitted signal, such as
preambles or pilots. Simulation results show that the proposed algo-
rithm exhibits a good performance over a wide range of signal-to-noise-
ratios (SNRs), and the probability of correct detection approaches one at
low SNR values for various numbers of transmit antennas. Furthermore,
it is robust to the modulation format and carrier frequency offset, and
exhibits a good performance in the presence of the noise power mismatch
and spatially correlated fading.

Keywords: Number of antenna detection · Second-order moment ·
Fourth-order statistic · Time-diversity

1 Introduction

With the advent of multiple-input multiple-output (MIMO) systems, the prob-
lem of the number of transmit antennas detection has emerged in both military
and commercial communications, such as spectrum surveillance, electronic war-
fare, and cognitive radio [1–6]. For the cognitive radio systems, the coexistence
of the secondary users (SUs) and the primary users (PUs) equipped with multi-
ple antennas ameliorates when the SUs have a priori information about the PUs
number of transmit antennas, as the interference tolerated by the PUs from the
SUs depends on that; hence, such knowledge allows the SUs to better adjust their
transmit power to avoid destructive interference to the PUs [3]. Furthermore, the
radio front end has a complexity, size and price that scales with the number of
transmit antennas. Recently, the antenna selection technique was proposed to
alleviate this cost and at the same time to capture many of the advantages of
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MIMO systems [7–9]; in this case, detecting and tracking the number of trans-
mit antennas is of interest to eliminate the need for additional signaling, which
introduces overhead and transmission latency [5].

There are two main approaches for the detection of the number of transmit
antennas: information-theoretic [1,2] and feature-based [3–6]. The Akaike infor-
mation criterion (AIC) and the minimum description length (MDL) algorithms
are two well-known information-theoretic methods. With these algorithms, the
problem of the number of transmit antennas detection is formulated as a model
order selection problem, which relies on the rank estimation of the received sig-
nal correlation matrix. However, such algorithms usually suffer from high com-
putational complexity, as they require the eigen-decomposition of the sample
covariance matrix. Further, they fail to detect the number of transmit antennas
when this is larger than the number of received antennas. On the other hand, the
existing feature-based algorithms rely on a priori information about the trans-
mitted signals, e.g., pilot patterns [3,4] or preamble sequences [5,6]. As such
information is actually not available at the blind receiver, it represents the main
drawback of these feature-based algorithms.

A novel feature-based algorithm for the blind detection of the number of
transmit antennas is presented in this paper, where a single receive antenna is
used. The proposed algorithm employs a second-order moment and a fourth-
order statistic of the received signal, and exploits the time-diversity of the fad-
ing channel. In contrast with the information theoretic algorithms, it does not
require the number of received antennas be larger than the number of transmit
antennas, and when compared with the existing feature-based algorithms, it does
not require a priori information about the transmitted signals.

The rest of the paper is organized as follows. The signal model is presented in
Section 2, the proposed algorithm is introduced in Section 3, simulation results
are provided in Section 4, and conclusions are drawn in Section 5.

Notation: Throughout the paper, bold-faced letters are used for vectors, [.]†

represents the transpose operator, (.)∗ denotes the complex conjugate, n! is the
factorial of n, Ex[.] is the statistical expectation of the random variable x, and
x̂ is the estimate of x.

2 System Model

A multiple-input single-output (MISO) block fading channel with nt transmit
antennas is considered, where nt is unknown at the receive-side [10]. We assume
that the receiver observes Nb blocks, each with a length of Nc symbols. Each
block is affected by independent and identically distributed (i.i.d.) fading char-
acterized by an (1×nt) matrix Hb, b = 1, ..., Nb, and corrupted by additive white
Gaussian noise. With the assumption of the Clarke-Jakes Doppler spectrum, the
block length is Nc = �0.2/fdTs�, where fd and Ts are the maximum Doppler fre-
quency and symbol period, respectively [10]. Thus, the received complex-valued
signal can be expressed as

rk,b = Hbsk,b + wk,b k = 1, ..., Nc, b = 1, ..., Nb, (1)
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where rk,b is the kth received symbol in the bth observation block, sk,b =
[s(1)k,b, s

(2)
k,b, ..., s

(nt)
k,b ]† represents the transmitted symbols from the nt transmit

antennas, whose variance Es[|s(m)
k,b |2] = σ2

s , m = 1, ..., nt is unknown at
the receive-side, wk,b is complex additive white Gaussian noise with zero-
mean and variance σ2

w assumed to be known at the receive-side, and Hb =
[h(1)

b , h
(2)
b , ..., h

(nt)
b ] denotes the channel coefficients, with h

(j)
b , j = 1, ..., nt as the

channel coefficient between the jth transmit antenna and the receive antenna
for the bth observation block. It is assumed that the channel coefficients in each
block are independent complex-valued Gaussian random variables with zero-
mean and variance EHb

[|h(j)
b |2] = σ2

h, where σ2
h is unknown at the receive-side.

3 Number of Transmit Antennas Detection

The proposed algorithm for the number of transmit antennas detection exploits
a second-order moment and a fourth-order statistic of the received signal, along
with the time-diversity of the fading channel, as subsequently presented.

Let us first consider the second-order moment and the fourth-order statistic
of the received signal within an observation block. By using (1) and the lin-
earity property of the statistical expectation, one can express the second-order
moment/ one conjugate, μ21,b

Δ= Es,w[|rk,b|2], as in (2). With the assumptions

that the additive noise, wk,b, is independent of the transmitted symbols, s
(m)
k,b ,

m = 1, 2, ..., nt, the symbols transmitted with different antennas are indepen-
dent, i.e., Es[s

(m1)
k,b s

(m2)
k,b ] = σ2

sδ(m1 − m2), with δ(.) as the Dirac delta function,

and by using that Es[s
(m)
k,b ] = 0 for the symmetric constellation points, μ21,b is

further expressed as

μ21,b = σ2
s

nt∑

m=1

|h(m)
b |2 + σ2

w. (3)

Similarly, for the fourth-order/ two-conjugate statistic, ω42,b
Δ= Es,w[|rk,b|4] −

2(Es,w[|rk,b|2)2, 1 one can easily obtain

1 Note that ω42,b is related to the fourth-order/ two-conjugate cumulant, with a dif-
ference of μ20,bμ22,b, where μ20,b and μ22,b are the second-order/ zero-and two-
conjugates, respectively.
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ω42,b = ωs
42σ

4
s

nt∑

m=1

|h(m)
b |4, (4)

where ωs
42 denotes the fourth-order/ two conjugate statistic for unit variance

constellations.
With the channel coefficients corresponding to different transmit antennas

being independent2 complex-valued zero- mean Gaussian random variables with
variance σ2

h, i.e., EHb
[HT

b Hb] = σ2
hI, and employing the following property of a

complex Gaussian random variable x ∼ CN
(
0, σ2

x

)
that [11]

Ex

[
|x|2n

]
= n!σ2n

x , (5)

the expectations of the second-order moment and fourth-order statistic in (3)
and (4) over channel distributions are

μ21
Δ= EHb

[μ21,b] = σ2
s

nt∑

m=1
EHb

[
|h(m)

b |2
]

+ σ2
w

= ntσ
2
hσ2

s + σ2
w

(6)

and
ω42

Δ= EHb
[ω42,b] = ωs

42σ
4
s

nt∑

m=1
EHb

[
|h(m)

b |4
]

= 2ntω
s
42σ

4
sσ4

h.
(7)

Furthermore, with the modulation type and noise power2 known at the
receive-side, by employing (6) and (7), nt can be straightforwardly expressed
as

nt =
2ωs

42

(
μ21 − σ2

w

)2

ω42
. (8)

In practice, the statistical moments are estimated by time averages [12]. Fur-
thermore, an unbiased estimator is of interest, as on average, the expected value
of the parameter being estimated equals its actual value. For (8), the following
unbiased estimators are employed to estimate the corresponding statistics, i.e.,
μ21 , ζ

Δ= (μ21)
2 and ω42 , respectively.

μ̂21 =
1

NbNc

Nb∑

b1=1

Nc∑

k1=1

|rk1,b1 |2, (9)

ζ̂ =
1

Nb (Nb − 1) Nc (Nc − 1)

Nb∑

b1=1

Nb∑

b2=1
b2 �=b1

Nc∑

k1=1

Nc∑

k2=1
k2 �=k1

|rk1,b1 |2|rk2,b2 |2, (10)

2 Note that the deviation from this assumption is considered later in the paper, in
Section 4.
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ω̂42 = 1
NbNc

Nb∑

b1=1

Nc∑

k1=1

|rk,b|4

− 2
NbNc(Nc−1)

Nb∑

b1=1

Nc∑

k1=1

Nc∑

k2=1
k2 �=k1

|rk1,b1 |2|rk2,b1 |2.
(11)

It can be easily shown that E[μ̂21] = μ21, E[ζ̂] = (μ21)
2, and E[ω̂42] = ω42,

where E[.] Δ= EHb
[Es,w[.]]. It is worth noting that (μ̂(1))2 cannot be employed

for the estimation of ζ, as it results in a biased estimator.
With (8), (9), (10), and (11), one obtains the following decision statistic for

the number of transmit antennas,

Ψ =
2ωs

42(ζ̂ − 2μ̂21σ
2
w + σ4

w)
ω̂42

. (12)

It can be easily noticed that Ψ is a continuous random variable, whereas nt

takes discrete values; hence, regions of decision need to be set up to estimate the
number of transmit antennas, along with their corresponding thresholds. Since

E[Ψ ] ≈ 2ωs
42E[ζ̂ − 2μ̂21σ

2
w + σ4

w]

E[ω̂42]
=

2ωs
42

(
μ21 − σ2

w

)2

ω42

= nt, (13)

the decision is made according to the following criterion:

Γnt−1 < Ψ ≤ Γnt
→ n̂t = nt nt = 1, 2, 3, ... (14)

where Γ0, Γ1, Γ2, ... represent the decision thresholds, with Γ0 = −∞ and nt <
Γnt

< nt +1. A formal description of the proposed algorithm is presented below.

Algorithm 1

1. Acquire the measurement rk,b, k = 1, ..., Nc, b = 1, ..., Nb

2. Compute the decision statistic Ψ according to (12)
3. Initialize i = 1
4. Set the threshold value Γi

If Γi−1 < Ψ ≤ Γi

n̂t = i
else

5. Increment i = i + 1 and go to step 4
end

4 Simulation Results

In this section, we examine the detection performance of the proposed algorithm
through several simulation experiments.
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4.1 Simulation Setup

We consider a system employing spatial multiplexing transmission scheme, with
Nc = 100 (e.g., fd = 200 Hz and Ts = 10 μs). Unless otherwise mentioned,
Nb = 100 and the modulation is quadrature phase-shift-keying (QPSK). The
channel coefficients are independent complex Gaussian random variables with
zero-mean and variance σ2

h. The additive white noise is modeled as a complex
Gaussian random variable with zero-mean and variance σ2

w. The average SNR per
transmit antennas is defined as γ

Δ= 10 log
(

σ2
hσ2

s

σ2
w

)
dB. Without loss of generality,

we consider σ2
hσ2

s = 1. The thresholds to make a decision are set as Γnt
=

nt + 1/2, nt = 1, 2, .... The overall detection performance is presented in terms
of the probability of correct detection, P (n̂t = m|nt = m), m = 1, 2, ..., 4, and

the average probability of correct detection, Pc = 1
3

3∑

m=1
P (n̂t = m|nt = m),

obtained from 1000 Monte Carlo trials for each m.

4.2 Simulation Results

Fig. 1 shows P (n̂t = m|nt = m) versus SNR for different number of transmit
antennas, nt, nt = 1, ..., 4, and different Nb values. As can be seen, the proposed
algorithm exhibits a good performance over a wide range of SNRs for Nb = 100
and 1000, and the probability of correct detection goes to one even at negative
SNRs for Nb = 1000. The performance improves as either Nb or SNR increases,
which can be easily explained, as each leads to a reduced estimation error of the
statistics in (9), (10), and (11). Additionally, the probability of correct detec-
tion decreases as the number of transmit antenna increases; this is because the
variance of the decision statistic Ψ in (12) increases with nt, as confirmed by
simulation experiments.

In Fig. 2, the effect of the noise power mismatch, i.e, σ̂2
w − σ2

w, on the prob-
ability of correct detection is illustrated at SNR=10 dB. As can be observed,
the proposed algorithm is relatively robust to the noise power mismatch. This
can be easily explained, as the effect of the noise power mismatch on the test
statistic Ψ in (12) is not significant for a large enough observation interval.

Fig. 3 shows the effect of the frequency offset normalized to the data rate,
Δf , on Pc. As can be seen, the proposed algorithm is completely robust to the
carrier frequency offset. This is because such an effect is eliminated through the
absolute value operator in the definition of the second-order moment and the
fourth-order statistic.

Fig. 4 presents the effect of the modulation format on the average probability
of correct detection, Pc. As can be seen, while the proposed algorithm is rela-
tively robust to the modulation format at positive SNRs, a better performance
is achieved for M-ary PSK when compared with M-ary quadrature amplitude
modulation (QAM) at negative SNRs. This can be explained, as the effect of the
modulation format, ωs

42 is not totally eliminated through ω̂42 for M-ary QAM
due to less accurate estimates, particularly at negative SNRs.
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Fig. 1. The probability of correct detection, P (n̂t = m|nt = m) versus SNR for differ-
ent nt and Nb values.
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Fig. 2. The effect of the noise power mismatch on the probability of correct detection,
P (n̂t = m|nt = m) at SNR=10 dB.
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Fig. 3. The effect of the frequency offset on the average probability of correct identifi-
cation, Pc.
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Fig. 5 shows the effect of the spatially correlated fading on Pc versus SNR
for a correlation coefficient ρ = 0, 0.4, 0.6, and 0.8. As can be observed, the
performance of the proposed algorithm is robust to the spatial correlation for

ρ < 0.6. This can be explained, as for low values of ρ, EHb

[
nt∑

m=1
|h(m)

b |2l

]

, l = 1, 2,

remains approximately equal to l!2ntσ
2l
h (see (6) and (7)), and (8) remains valid

for the number of transmit antennas detection.
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Fig. 5. The effect of the spatially correlated fading on the average probability of correct
identification, Pc.

5 Conclusion

A novel feature-based algorithm was introduced for the detection of the number
of transmit antennas. This relies on a second-order moment and a fourth-order
statistic of the received signal, and exploits the time diversity of the fading chan-
nels, while employing a single receive antennas. The proposed algorithm attains
a good performance at low SNRs, being robust to the carrier frequency offset
and relatively robust to the modulation format. Additionally, it exhibits a good
performance in the presence of noise power mismatch and spatially correlated
fading.
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Abstract. Accurate localization of Primary Users (PUs) is an extremely
useful procedure which can improve the performance of Cognitive Radio
(CR) by more efficient dynamic allocation of channels and transmit pow-
ers for unlicensed users. In this paper, we analyze the performance of a
Compressive Sensing (CS) method which simultaneously yields the PU
transmitter locations and transmit powers for any channel in a Cogni-
tive Radio Network (CRN). Additionally, we propose a novel approach
of selectively eliminating Secondary User (SU) power observations from
the set of SU receiving terminals such that pairs of the remaining SUs are
separated by a minimum geographic distance. The modified algorithm
demonstrates substantial performance improvements compared to ran-
dom deployment of receiving terminals. Simulations were run for both
the cases of uniform and Gaussian distributions for the SU random loca-
tions. The simulation results indicate that the new approach significantly
reduced the number of received power measurements from SU terminals
required to achieve a particular level of performance.

Keywords: Cognitive Radio · Radio Environment Map · Compressive
sensing · Localization power · Measurements

1 Introduction

The spectrum scarcity along with inefficient spectrum usage has motivated the
development of Cognitive Radio (CR). The increasing demand of high data rates
due to large numbers of portable hand-held devices initiated significant research
in the field of interference mitigation and effective spectral utilization. CR pro-
vides a promising solution to the existing problem by efficiently using the under-
utilized spectrum to facilitate services by Dynamic Spectrum Sharing (DSS) for
both licensed and unlicensed users. CR technology is based on the concept of
learning the state of channel use of PUs, and subsequent efficient allocation of
channels and transmit parameters to SUs. This allocation takes into account
maximum acceptable interference levels to PUs and the throughput and perfor-
mance requirements of SUs.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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In a Cognitive Radio Network, both PUs and SUs share the same channels.
Since SUs have lower priority, the channel use is constrained by a maximum
acceptable level of interference to PUs. Many efforts have been made in previ-
ous literature [1][2] to tackle the issue of interference mitigation but only a few
research papers have been published on channel collision avoidance based on
the utilization of a Radio Environment Map (REM). To generate a REM, the
locations of the transmitters and their transmit power levels need to be accu-
rately estimated. From this estimation, the received power level throughout a
two dimensional area may be estimated. For the REM, the received power levels
interpolated over a two dimensional geographic area are obtained through the
use of analytic equations for signal propagation.

In CR, the REM is extremely useful in secondary user channel and transmit
parameter selection. This selection must be made with the dual requirements of
SU communication effectiveness and bounded interference to PUs. The bounded
interference to PUs can only be maintained if the PU locations and received
power levels from other PUs, are known by SUs. Therefore an accurate REM is
crucial for effective CR operation.

In [3], a cooperative algorithm is formulated that takes the received signal
strength at each SU to create a weighting function and uses it to compute the
location of multiple PUs. Although it has relatively low computational complex-
ity, it requires a high density of SUs, and the performance degrades with channel
fading. The work in [4] and[5] is based on the concept of using sectorized anten-
nas to detect Direction of Arrival (DOA) of a signal. The phase information of a
received signal is exploited to estimate the position of PUs. However, this tech-
nique might not be feasible for a practical CRN implementation due to antenna
requirements which may be impractical for portable devices.

In this paper we adopt a Compressive Sensing (CS) technique to retrieve the
locations of multiple transmitting PUs in a CRN. The approach relies on a loca-
tion fingerprinting approach, where a certain geographic area is discretized into
equally spaced grid points. The PUs are assumed to be positioned at a subset
of the grid points. The SUs are also assumed to be positioned at some known
locations in the area of interest. Each SU measures Received Signal Strength
(RSS) from target PUs. From this set of measurements, there is an attempt to
recover the PU locations and transmit power levels. It is usually the case that the
number of PUs is much smaller than the number of grid points. Consequently,
the set of equations for power levels transmitted by PUs is underdetermined and
there are many possible solutions. When the number of PUs is much smaller
than the number of grid points, the sparsest solution for the set of equations
yields accurate power levels at the correct grid points. Compressive sensing can
be used to obtain the data required for the formulation of the REM. Similar
techniques were used in [6], [7], [8] and [9].

In a physical system, some of the SUs will be closely geographically located.
Having closely placed SUs introduces correlated observations which increases the
observation coherence. This may have a negative impact upon the performance
of CS algorithm. To improve the performance of the CS algorithm, we propose a
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novel approach. The measurements of closely spaced SUs are removed from the
set such as to increase the minimum distance separation between adjacent SUs
in the measurement set. Our method achieved superior detection of multiple PUs
with significantly fewer SU measurements, compared to random deployment of
SUs.

In this paper, the locations of SUs are specified by two dimensional vectors.
Both the cases of uniform distribution and Gaussian distribution were considered
for the random assignment of SU positions. Irrespective of distribution used, our
novel approach of pre-selecting SU power measurements appears to reduce the
number of measurements required to achieve reliable detection. Section 2 dis-
cusses the background of compressive sensing. Sections 3-5 describe the system
model. Section 6 presents the simulation results which validate the effectiveness
of our proposed method. The conclusion is given in Section 7.

2 Compressive Sensing

The CS technique is an approach for the solution of an under-determined set
of equations for which the solution vector is known to be sparse. Some data
vectors are sparse while others can be made more sparse by an appropriate basis
transformation. A typical example would be the time frequency pair. A signal,
which is a linear combination of several frequency components, can be easily
retrieved by exploiting the sparsity in frequency domain. The complex Fourier
Transform basis functions can be used to represent the time domain signal with
few non-zero coefficients. In such case the CS algorithm can be used to obtain
a sparsest solution vector to a set of underdetermined equations. The sparse
vector, xN×1 is the solution with the minimum number of non-zero elements.
If yM×1 is the raw observation vector obtained by the SU power measurments,
there exist the following relationship,

y = φx, (1)

where φM×N is a measurement matrix, representing the power propagation
losses from each grid point to each SU. In [7] it states that, a matrix φ satis-
fies Restricted Isometry Property (RIP) condition, when all subsets of S columns
chosen from φ are nearly orthogonal. Once this is true, there is a high probability
of completely recovering the sparse vector with at least M = CK × loge(N/K)
measurements (where K is the number of PUs and C is a positive constant)
using l1 -minimization algorithm [10]. This can be can be expressed as,

min ‖x‖1 = min
∑

i

|xi|

subject to
y = φx. (2)

This formulation is valid for a noiseless scenario but when external noise is
considered the algorithm is modified to a Second-Order Cone Program for an
optimized solution for a defined threshold [10]. This can be stated as,
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min ‖x‖1 = min
∑

i

|xi|

subject to
‖y = φx‖2 ≤ ε, (3)

where ‖·‖p is the lp−norm and ε is the relaxation constraint for measurement
errors. The sparest solution for x is the solution with minimum ‖x‖0. How-
ever, the CS algorithm is effective because the same solution vector usually has
minimum l0 norm and minimum l1 norm.

3 System Model

Let us consider a square area discretized into equally spaced P ×P grid where, K
PUs are randomly positioned at unique grid points. For simplicity of illustration,
we assume that each PU is assigned a single dedicated sub-channel to carry out
duplex communication with the base station. Now to observe radio environment
and detect the free spectrum, M SUs are deployed randomly in the area of inter-
est. Unlike [6] and [8] the SUs are not placed on the grid points. We adapted a
more realistic approach of allowing the SUs to be placed at some known locations
in the area. They have the added flexibility of being positioned at non-discretized
points on the map. The SUs are controlled and managed by a central node called
the Fusion Centre (FC). There exist a common control channel between central
node and SUs for effective communication of RSS observations and channel allo-
cation information. The FC processes the signal level measurements and manages
SU channel allocation. The most crucial assumption in the model is that, spa-
tial coordinates of both the grid points and SUs are known a priori by the FC
which receives sensing information from each individual SU. The received power
at a SU is a function of distance between the PU and SU as well as shadowing
loss. The wireless channels are corrupted by noise and are also considered to be
affected by lognormal shadowing. The simplified path-loss model as a function
of distance may be described as,

PathlossdB(d) = K1dB + 10ηlog10(
d

d0
) + α, (4)

where,

d is transmission distance in meters,
d0 is the reference distance of the antenna far field,
K1 is a dimensionless constant,
η is the propagation loss exponent,
α is the shadowing loss in dB.

K1 is a unit-less constant that relies on the antenna characteristics and average
channel attenuation and K1dB = 10log10(K1) [11]. α accounts for the random
attenuation of signal strength due to shadowing where α in dB scale is a Gaussian
random variable with zero mean and standard deviation σdB = 5.5dB [3]. This
model was used in [3] for both multipath and shadowing characterization.
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4 Localization Using Compressive Sensing

This section combines the location dependent RSS information at each SU to
formulate a sparse matrix problem, which can then be solved using the CS
method to obtain the exact location of PUs in a CRN. Our grid layout consists of
N grid points, with grid resolution w in both x-axis and y-axis. The N grid points
are located at {Vn, 1 ≤ n ≤ N}, where Vn is a two dimensional position vector.
The M SUs are located at {Um, 1 ≤ m ≤ M}, where Um is also a two dimensional
position vector. Earlier in Section 3 we mentioned K PUs are positioned only at
K discrete grids where K < N . The FC is assumed to have prior knowledge of Vn

and Um. Using the distance information and signal propagation model described
in (4) a measurement matrix Φ is constructed. The entries of the matrix are the
channel gain and are expressed using the following equations,

dmn =‖ Um − Vn ‖2, (5)

Φmn = 10
−PathlossdB(dmn)

10 , (6)

where dmn is the distance between mth SU and nth grid point and Φmn is the
pathloss between mth SU and nth grid point. Let Y be a M × 1 column vector
where the mth element, Ym, represents the summation of received power from
K PUs on mth SU.

Ym =
K∑

k=1

Qm,k, (7)

where,

Qm,k = 10
Qm,k,dB

10

and,

Qm,k,dB = Pk,t − PathlossdB(dmk)

where, Qm,k is the power received at SU m which
was transmitted by PU k,
Pk,t is the power transmitted by user k,

and, dm,k is the distance between SU m and PU k.

Equation (6) and (7) may be combined to formulate a CS problem similar to
(2). It is assumed that the FC has complete knowledge of Φ. Therefore,

Y = ΦX (8)

with XN×1 being a N×1 column vector that is to be recovered using CS approach
described in Section 2. In a realistic scenario, the observations are corrupted
with noise power vector Pn. The elements of Pn are statistically independent
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with variance σ2
n, and are chi-square distributed with 1 degree of freedom. We

can include the effect of additive noise by,

Yn = ΦX + Pn. (9)

Since the model assumes having only few PUs on a large grid size N , the vec-
tor XN×1 satisfies the sparsity requirement for accurate recovery using a CS
algorithm. Due to its sparse condition, the vector will have only few nonzero ele-
ments representing the transmit powers while the indices corresponding to non-
zero elements indicate the grid points on which transmitting PUs are located.
Hence using a single compressed sensing problem we can jointly estimate both
the locations and transmit powers of multiple PUs by solving (3) described in
Section 2. From the estimation, FS can approximate the received power level
throughout a two dimensional area, using the path loss model in (4).

5 Data Processing

Based on the problem formulation in Section 4, YM×1 is a power observation
vector with each row representing sum of RSS received from K PUs on mth SU,
and ΦM×N is the measurement matrix with channel gain from each grid point.
The small grid separation adds large coherence between the columns of the mea-
surement matrix and this may violate the RIP condition[12]. A matrix trans-
formation may be employed to increase the incoherence between the columns.
We adopt a data processing technique described in [6] and [8] to decorrelate the
rows which are the observation of signal strength from grid points on each SU.
Let T be a processing operator,

T = QR+ (10)

where, Q = orth(ΦT )T . The built in function of Matlab, orth(B) returns an
orthonormal basis of the range of B, and BT returns the transpose of B. R+is
the Moore-Penrose pseudoinverse of a matrix R, where R = Φ. Applying the
operator T on both sides of (9) yields,

QR+(Yn) = QR+ΦX + QR+Pn = QΦ+ΦX + QR+Pn = Ax + ω

Y
′
= AX + ω. (11)

Let Y
′
be QR+(Yn), the noisy processed observation vector. A = QΦ+Φ be the

processed measurement matrix and ω = QR+Pn is the processed measurement
noise. The row vectors are being orthogonalised by Q while the columns are
decorrelated by the influence of Φ+Φ. Hence we can claim that matrix A satisfies
the RIP condition. Note that [6] and [8] considered Φ+Φ = IN , as a diagonal
identity matrix. Although Φ+Φ acts like an identity on a portion of the space
in the sense that it is symmetric. However it is not an identity matrix. After
applying the processing operator, CS may be used to recover the sparse vector
from processed observation Y

′
, via l1-minimization program [6].
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6 Simulation and Results

The localization accuracy of the CS algorithm can be effected by certain external
factors such as Signal to Noise Ratio (SNR), shadowing, density of SUs and
distribution of SUs. This section analyses the dependency of these factors on the
performance parameters of three l1 constrained optimization algorithms (L1-
Magic, OMP and CoSAMP) to produce an accurate result. L1 Magic, CoSAMP,
and OMP are three numerical algorithms for constrained l1 vector optimization
[13], [14] and [15]. The performance parameters are categorized as,

DetectionRatio =
[

PUDet

PUTotal

]

Normalized Error Per Grid =
1
N

‖Xorg − Xest‖

where PUDet is the number of detected PUs; PUTotal is the sum of the PUs in
the network; Xorg is the original sparse vector; Xest the recovered vector using
CS algorithms. The average absolute error between the vectors Xorg and Xest is
obtained by simulation. This is used to evaluate the accuracy of the algorithms
to reconstruct a sparse vector with minimum non-zero coefficient. Furthermore
to study the impact of each factor, the simulation is analyzed independently to
demonstrate the robustness and reliability of the algorithms.

6.1 Simulation Setup

The simulation is carried out on a 43 × 43 (i.e. N = 1849) square grid with
a grid separation of 80m. Among the 1849 grid points, 10 PUs are uniformly
distributed on the grid points. The transmit power is random and uniformly
distributed over the range of 1 to 5 Watts. The scenario consists of 160 SUs
with a two dimensional, zero mean, Gaussian spatial distribution with standard
deviation σsd. The shadowing factor is log normal distributed.

Simulation (I) - Impact of SNR. Signal to noise ratio is one the crucial
factors effecting the performance of each algorithm. SNR is calculated at the
receiver as the ratio of sum of received powers at a SU to σ2

n. Where,

σ2
n is the variance of the additive, zero mean, Gaussian noise.

Then,

SNR(dB) = 10 log10(
1
M

M∑

i=1

Yi

σ2
n

).

Yi is the received RSS from all transmitting PUs at ith SU. As the received signal
power is position dependent, SNR will vary with respect to the positioning of
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SUs. Such scenario prompted us to take the average SNR over M elements of the
observation vector. Fig 1(a) and (b) shows the plots for detection ratio of PUs
and normalized error per grid versus average received SNR in dB. As shown in
Fig. 1 (a) when SNR < 12dB, L1-Magic performs better than CoSAMP however
when SNR > 15dB, CoSAMP outperforms L1-Magic and OMP. At a higher SNR
= 25dB, both CoSAMP and L1-Magic achieved a detection ratio of 1 while OMP
is at 0.6. Fig. 1(b) shows that, with gradual increase in SNR, CoSAMP generates
fewer normalized errors per grid compared to L1-Magic and OMP. Even at a low
SNR = 15dB, CoSAMP produces 50% and 54% less errors compared to L1-Magic
and OMP.

Fig. 1. (a) SNR vs detection ratio and (b) SNR vs normalized error per grid

Similation (II) - Sampling Ratio. Sampling ratio M
N is another major factor

that has a significant impact on the performance of these algorithms. In this
simulation we start with 200 SUs to detect the position of 10 PUs, where at
each iteration 20 SUs are randomly removed to observe the effect of reduced
sampling points. The SNR is kept constant at 25dB. The plots in Fig.2 follows
a similar trend as in Fig. 1. At very low sampling ratio of 0.05, almost all three
algorithms fails to recover an accurate sparse solution as solving an undermined
system with such small number of measurements is not feasible regardless of
any methods used. However with increase in sampling ratio CoSAMP achieves
detection ratio of 1 using 10% less SUs compared to L1-Magic. OMP seems
to require higher number of SUs to meet the accuracy of CoSAMP and L1-
Magic. Similar conclusion can be drawn from Fig. 2(b), where the graph of
normalized error per grid for CoSAMP as a function of sampling ratio decreases
much rapidly compared to the other two algorithms. Results from simulation (I)
and (II) indicate that, CoSAMP is more robust and can perform with superior
results compared to other two algorithms. The next set of simulations will be
carried out using CoSAMP algorithm only.



Localization of Primary Users by Exploiting Distance Separation 459

0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.11
10

−4

10
−3

10
−2

10
−1

Compression Ratio

E
rr

or
 P

er
 G

ri
d 

(L
og

−
Sc

al
e)

 

 

L1

CoSAMP

OMP

0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.11
0

0.2

0.4

0.6

0.8

1

Compression Ratio

Pr
ob

ab
ili

ty
 o

f 
D

et
ec

tio
n

 

 

L1

CoSAMP

OMP

Fig. 2. (a) Sampling ratio vs detection ratio (b) sampling ratio vs normalized error
per grid

Refinement of Secondary User Set. From the theory of CS we learn that,
columns with higher incoherence increases the probability of accurate recovery
in CS [12]. In a typical scenario, we randomly distribute the SUs in the area of
interest. This might cause a few SUs to be placed very closely to each other.
Though close sensor spacing might be useful for some localization algorithms
such as weighted centroid [3], this condition produces similar observations at
different SUs and does not yield good performance using CS. The effectiveness
of our technique to refine the SU measurement set was verified by Matlab. To
test our refinement technique, we extracted two sets of SU positions from both a
uniform and Gaussian spatial distribution. Our Matlab script takes the 2D posi-
tion matrix of SUs and min− dist (minimum distance separation parameter) as
an input and generates a refined set of SUs such that each SU is separated from
an adjacent SU by min − dist. We assume in Section III that the spatial coor-
dinates of the SUs are known a priori to FC. The known coordinates are then
used to calculate the distance between pairs of SUs. The script identifies pairs of
SUs with min−dist separation and removes one of the SUs from each pair. The
script iterates through a loop until all SUs have a min−dist or greater separation
between them. Fig. 3 shows that, as we sweep across minimum distance sepa-
ration between SUs, the number of SU curve deceases even while maintaining a
detection ratio of 1 for both sets of SUs. Our novel approach achieved reduction
in the number of SU measurements by 21% and 30% for uniform distribution
and normal distribution, respectively. The algorithm fails at a minimum distance
separation of 400m for uniform and 600m for normal. This because at that point
there are insufficient measurements to solve an undetermined linear system.

Simulation (III) - SU Distribution. In this section we observe the impact
of the spread of a particular spatial distribution, used to obtain location of
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Fig. 3. (a) spread of distributions vs detection ratio (b) spread of distributions vs
coherence (c) spread of distributions vs SNR

SUs in a CRN. The two dimensional SU positions are two dimensional random
vectors with statistically independent elements. Two cases were considered. In
the first case each element is uniformly distributed over [−Xmaxσsd,Xmaxσsd].
In the second case, each element is zero mean Gaussian distributed with standard
deviation {Xmaxσsd}.

While keeping the SNR constant and the number of SUs and PUs constant,
the σsd is varied in the range [1, 6]. The following simulation is carried on
CoSAMP algorithm only. Fig. 4 shows the impact of σsd on the detection ratio
of CoSAMP; coherence of the measurement matrix Φ and average SNR at SUs.
When σsd < 2 both sets of SUs generate poor detection of PUs. This is because of
high coherence of Φ as shown in Fig. 4(b). As σsd > 2, coherence of measurement
matrix for both plots monotonically decreases which enables CS algorithm to
perform efficiently. Fig. 4(a) shows that, each set of SUs from different spatial
distribution reaches a maximum detection ratio before dropping to a minimum.
This behavior can be explained from the SNR plot in Fig. 4(c). When σsd > 1,
SUs are being spread out widely across the area causing some SUs to have
large distance separation from target PUs. This reduces the RSS and lowers the
average SNR at the SUs. The SNR reaches a minimum, where it is difficult for
CS algorithm to offer perfect recovery. However the rate at which average SNR
decreases is dependent on distribution. Normal distribution having an infinite
tail, might push some SUs further away from the area of interest. This influences
the performance by having corrupted observations and can reduce the average
SNR significantly. From the plots we can observe that, when σsd is too large,
CS fails to perform efficiently in spite of having lower coherence between the
columns of Φ.
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Fig. 4. (a) spread of distributions vs detection ratio (b) spread of distributions vs
coherence (c) spread of distributions vs SNR

7 Conclusion

In this paper we formulated a sparse problem to jointly determine the locations
and transmission power of target PUs in a CRN using CS algorithm. Useful
information about PUs can be extracted with selective positioning of SUs. We
proposed a novel approach of pre-selecting a refined set of SUs from a ran-
domly distributed set. A minimum distance separation is used as a constraint
to remove closely placed SUs as well as highly correlated observations. This
enables CS algorithms to accurately reconstruct a unique sparse vector with
location and transmit power level information for transmitting PUs. Simula-
tion results suggest that our approach achieved a reliable determination of PU
positions and transmit powers in a practical CRN with a small number of SUs,
as sensing stations. Reliable determination was demonstrated when the number
of SUs are very close to the theoretical measurement bound of CS. To further
test the effectiveness of our method, simulations were run for two spatial prob-
ability distributions for SU positions. In both cases our approach achieved the
maximum detection ratio with relatively few secondary users performing receive
power sensing.
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Abstract. In this paper, we introduce a belief propagation based tech-
nique to combat the effects of primary user emulation attacks (PUEA)
in Cognitive Radio (CR) Networks. Primary user emulation attacks have
been identified as the most serious threat to CR security. In a PUEA, a
malicious user emulates the characteristics of a primary user and trans-
mits over idle channels. As a result, secondary users that want to use
the channels are tricked into believing that they are occupied and avoid
transmitting on those channels. This allows the malicious user to use
the channels uncontested. To moderate the effects of PUEA, we propose
a defence strategy based on belief propagation. In our solution, each
secondary user examines the incoming signal and calculates the proba-
bility that it was transmitted from a primary user. These probabilities
are known as beliefs. The beliefs at secondary users are reconciled to an
agreed decision by comparison to a predefined threshold. The decision is
made by a secondary user on whether it is believed that received trans-
mission on a channel originated from a legitimate primary user or from
a primary user emulation attacker.

Keywords: Cognitive radio networks · Belief propagation · Primary
user emulation attacks · Security

1 Introduction

Traditional spectrum allocation methods allocate spectrum over large geographic
regions and time spans to primary users (PUs). Primary users are licensed by
a government regulatory office, such as the Federal Communications Commis-
sion in the United States. Channels in the licensed spectrum bands are allocated
exclusively to primary users and are inaccessible to other users [1]. Users, other
than primary users who could potentially use these channels, are called sec-
ondary users (SUs). It has been shown that the traditional allocation method
of fixed channel allocation to primary users is leading to a very low utilisation
across the licensed spectrum [2] [3]. Cognitive Radio, a collection of intelligent
methods designed to use the radio spectrum in an efficient and dynamic manner,
has been proposed as a solution to the frequency spectrum shortage. Cognitive
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 463–476, 2015.
DOI: 10.1007/978-3-319-24540-9 38
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Radio proposes to increase the efficiency of radio spectrum use by allowing sec-
ondary users to use channels when they are unoccupied by primary users. In this
way, the average percentage of time for which the channels are actively carrying
communication signals is increased. As a result, the total data throughput for
the same bandwidth allocation is also increased. This must be achieved, while
bounding the interference to a level which causes negligible degradation to the
quality of primary user communications[1].

Despite its tremendous potential, Cognitive Radio is yet to be accepted as
the solution to the radio spectrum shortage problem. One of the reasons for
this is cognitive radio networks are susceptible to a number of types of jamming
attacks. The most exploited area in cognitive radio is the spectrum sensing phase,
where secondary users scan the frequency spectrum looking for available chan-
nels which are unoccupied by primary users. During this phase, if an attacker is
able to mimic the signal properties of a primary user, he would be able to trick
secondary users into believing that available channels are being used by primary
users. This would result in secondary users vacating channels and leaving them
available for malicious users to utilise uncontested. This form of attack is called
a Primary User Emulation Attack (PUEA).

The remainder of this paper is organized as follows. In section 2, we introduce
our system model. In section 3, our defense strategy based on belief propagation
is presented. In section 4, we present our simulation result and analysis. Lastly,
In section 5, we conclude the paper.

1.1 Related Work

A number of mitigation techniques have been proposed to combat primary user
emulation attacks. The most promising of these use localisation of the transmit-
ter. A number of methods exist for localisation of transmitters. These localisation
methods can be classified into two categories: distributed localisation and cen-
tralised localisation. The first approach uses secondary user cooperation. This
type of method involves secondary users trying to solve the localisation problem
individually using information from cooperating nodes. The second approach is
the central approach. In this approach nodes are scattered around the network
and collect snapshots of the transmitted signal. These measurements are sent to
a central node that processes the information and makes a decision on whether
the suspect is a legitimate user or an attacker.

Locdef [4] is a localisation method that uses both localisation of the trans-
mitter and signal characteristics to determine if the transmitter is a malicious
user or not. The Locdef scheme uses sensor nodes scattered around the network
to take snapshots of the incoming Received Signal Strength (RSS) at different
locations in the network. These measurements are sent to a central location for
processing. By identifying peaks in the RSS, a central node is able to determine
the location of the transmitted signal. Locdef uses a three stage verification
scheme to determine the validity of the incoming signal. The first stage uses the
RSS of the signal to determine if it is coming from a primary user location or
not. In the second stage the receiver looks at the energy of the received signal.



Mitigation of PUEA Using BP 465

The reason for this is that secondary users are not able to transmit at high
power levels, whereas primary users often are. If a suspect passes the first two
stages, the scheme moves on to the last stage where it compares the signal char-
acteristics of the incoming signal with the known characteristics of the idle pri-
mary user. If the characteristics of the incoming signal do not match the known
signal characteristics of the primary user, the transmitter is deemed to be a
malicious user.

Papers [5] and [6] present two primary user emulation attack mitigation
schemes based on authentication and encryption. In [6] the author outlines a
centralised scheme in which each primary user is given a unique ID number and
a random variable (HM) by a centralised base station. Every time a suspect
becomes active, the base station goes through a two-step authentication process
to insure that the suspect is a valid primary user. Before a primary user can
access the network, the user must send their ID number to the BS for authen-
tication. The primary user ID is compared to a pool of identification numbers
that correspond to all primary users in the area. If the ID number corresponds
to one of the ID numbers in the pool, the scheme moves on to step two of the
authentication process. If it does not, the user is treated as a malicious user and
is ignored. The second step of the process is called the information displacement
step. In this step the HM variable is multiplied by an encryption matrix which
returns a value M that is compared to a set of expected values. If the value cor-
responds to the expected values, the transmitter is authenticated as a primary
user. If it does not, the transmitter is treated as a malicious user and is ignored.

In [1] the author presents a technique based on belief propagation. This
technique uses cooperation between secondary users to localise a transmitter.
Comparing this to the known location of a primary user each secondary user is
able to determine with a certain probability whether the transmitter is a pri-
mary user. The author denotes this probability as a belief. Secondary users in the
network calculate their own local belief and exchange them to their neighbours.
Then, each secondary user calculates a final belief using its own beliefs and all
the beliefs from its neighbours. This paper modifies the algorithm described in
[1] and suggests a useful procedure for determining whether the received signal
originates from an attacker or not. Our paper presents substantial improvements
to the algorithm described in [1].

2 System Model and Assumptions

In this section, we describe the basic system model that is used throughout this
paper. To model the relationship between the transmit signal power and the
received signal power, the author in [1] considers both path loss and log normal
shadowing of the channel. Using these assumptions, we define an equation for
the received signal strength from a primary user k as:

Pr(PUk) = Pt(PUk)d
−α
PUk

h, (1)

where, Pr(PUk) represents the received signal power from primary user k, Pt(PUk)

represents the transmit power of the primary user k, dPUk
represents the distance



466 S. Maric and S. Reisenfeld

between a secondary user and a primary user k, h is the shadow fading constant
defined as h = eab where a = ln10

10 , b is defined as a random Gaussian variable
with a mean 0 and variance σ2, and α is a propagation loss exponent. From Eq.
(1) we are able to derive a similar equation to define the received signal power
from an attacker as:

Pr(attacker) = Pt(attacker)d
−α
attackerhattacker, (2)

where, Pr(attacker) represents the received signal power from the attacker,
Pt(attacker) represents the transmit power of the attacker, dattacker represents
the distance between the attacker and a secondary node and hattacker is a shad-
owing constant similar to the one used in Eq. (1).

3 Detecting PUEA Using Belief Propagation

3.1 Original Belief Propagation Method

Belief propagation provides high accuracy detection of primary user emulation
attacks. In belief propagation, each secondary user performs local observations
and calculates the probability that an incoming signal belongs to a primary user.
To accurately detect the presence of a malicious user, neighbouring nodes must
communicate with each other and exchange local observations. Local observa-
tions are exchanged in the form of messages. Each secondary user computes a
belief about whether the suspect is a primary user or an attacker according to its
own local observations and the sum of all incoming messages from all its neigh-
bours. A final belief is calculated using the sum of all beliefs of all SUs. This
final belief is compared to a predetermined threshold. If the final belief is above
the threshold, the suspect is deemed to be a primary user. If it is below, the
suspect is considered to be a malicious user. The belief propagation framework
is based on pairwise Markov Random Fields (MRF)[7].

Relative power observations of secondary users represent a pattern of receive
powers generated by the location of the transmit station. The exchange of infor-
mation between secondary users enables recognition of patterns for the purposes
of determining whether or not the transmission originates at a known primary
user location. In MRF we define Yi as the local power observation at secondary
user i, and Xi as the state of the suspect observed at user i. If Xi=1 the suspect
is a primary user, if Xi=0 the suspect is a malicious user. The local function
at user i is defined as φi(Xi, Yi). The local function represents the observations
made by a secondary user i about whether the suspect is a primary user or not.
The compatibility function ψij(Xi, Yj) is used to model the relationship between
secondary users. The higher the compatibility function between two users is the
more relevant the local observations of the two users become to each other. For
example, if SU1 is 1m away from SU2 and SU1 is 30m away from SU3, then
local observations that come from SU2 to SU1 will contribute more to the final
belief of SU1 than local observations that come from SU3. The joint probability
distribution of unknown variable Xi is given by:
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P ({Xi}, {Yi}) =
I∏

i=1

φi(Xi, Yi)
∏

i�=j

ψij(Xi, Yj), (3)

where, I denotes the number of SUs in the network. We aim to compute the
marginal probability at secondary user i, which we denote as the belief. The
belief at a secondary user i is given in Eq. (4). It is the product of the local
function at user i and all messages coming into user i from all the neighbours
of i:

bi(Xi) = kφi(Xi, Yi)
∏

i�=j

mij(Xi), (4)

where, mij is a message from a secondary user i to a secondary user j and, k is
a normalisation constant that insures that the beliefs sum to 1. Therefore:

k =
1

∏
i�=j mij(1)

. (5)

In order to compute the belief at each user, we introduce a message exchange
equation that is used to iteratively update the belief at each secondary user. In
the lth iteration a secondary user i sends a message ml

ij(Xi) to secondary user j
which is updated by:

ml
ij(Xi) = C

∑

Xi

ψij(Xi, Yj)φi(Xi, Yi)
∏

k �=i,j

ml−1
ki (Xi), (6)

C is another normalisation constant such that mij(1)+mij(0) = 0, and therefore:

C =
1

∏
k �=ij ml−1

ij (1)(ψij(1, 0) + ψij(1, 1))
. (7)

Finally, after all secondary users finish computing their beliefs, these beliefs
are added up and averaged to derive a final belief. The final belief is then com-
pared to a predefined threshold. If the final belief is higher than the threshold,
the suspect is believed to be a primary user. If the final belief is lower than the
threshold the suspect is believed to be a malicious user:

Honest,
1
M

M∑

i=1

bi ≥ bτ

Malicious,
1
M

M∑

i=1

bi < bτ , (8)

where, M is the total number of secondary users in the network,
M∑

i=1

bi denotes

the sum of all the beliefs of all the secondary users on the network and bτ denotes
the pre-set threshold. It is possible that some users would relay false information
to other users in the network. However, false information by a small number of
nodes would not influence the final belief value significantly.
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Local Function. The local function represents the local observations at a single
secondary user. Each secondary user calculates its own local function which
corresponds to a probability of a suspect being a primary user. To calculate
the local function we must compute two probability density functions (PDFs).
The first PDF is computed using the RSS measurements that are acquired from
the primary user and is denoted by PDFpuk

. The second is a PDF that is
computed using RSS measurements acquired from the attacker and is denoted
by PDFattacker. The local function corresponds to the similarity between the
two PDFs. If the PDFs are the same the local function returns a probability
equal to 1, which indicates that the suspect is transmitting from a primary user
location. The further apart the distributions are the lower the local function and
the higher the probability that the suspect is an attacker. The received signal
from the primary user can be obtained using the following equation:

Pr1(PUk)

Pr2(PUk)
=

(
d1(PUk)

d2(PUk
)

)−α (
h1(PUk)

h2(PUk)

)

, (9)

where, Pr1(PUk) and Pr2(PUk) are the RSS values from a primary user(PUk)
to SU1 and SU2, d1(PUk) and d2(PUk) are the distances between PUk and SU1

and SU2. h1(PUk) and h2(PUk) represent the shadow fading between PUk and
secondary users SU1 and SU2. It is assumed that the channel response is a
circular Gaussian variable CN (0,1). If we define q as:

q =
h1(PUk)

h2(PUk)
, (10)

we can then define Bi,j as:

Bi,j =
(

d1(PUk)

d2(PUk
)

)−α

, (11)

therefore, the primary user’s PDF of q can be written as follows:

PDFPUk
(q) =

1
| Bi,j |

2 q
Bi,j

(( q
Bi,j

)2 + 1)2
. (12)

The PDF for the attacker is defined in a very similar way to the PDF of a
primary user. SUs collect RSS measurements which they then exchanged with
their neighbours. We define Pr1(attacker) and Pr2(attacker) as the received sig-
nal strength from the attacker to SU1 and SU2 respectively, and the distances
between SU1 an SU2 and the attacker as d1(attacker) and d2(attacker) respectively.
We can then define the value of A as follows:

Ai,j =
(

d1(attacker)

d2(attacker)

)−α

=
Pr1(attacker)/Pr2(attacker)

π
, (13)
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therefore, the attackers PDF can be written as follows:

PDFattacker(q) =
1

| Ai,j |
2 q

Ai,j

(( q
Ai,j

)2 + 1)2
. (14)

To compare the two PDFs we use the Kullback Leibler distance. The Kullback
Leibler distance is defined as:

KL(PDFPUk
,PDFattacker) =

∫ ∞

0

PDFPUk
log

PDFPUk

PDFattacker
dq. (15)

The Kullback Leiber (KL) distance calculates the difference between the two
PDFs. If the difference between the PDFs is large the KL formula will return
a large number and if the distance is small the KL formula will return a small
number. To obtain the local function from the KL distance we use the following
formula:

φ = exp(−min
k

KL(PDFPUk
,PDFattacker)). (16)

The local function returns a probability that a suspect is a primary user. The
higher the probability the more likely the suspect is a primary user, the lower
the probability the less likely it is that the suspect is a primary user.

Compatibility Function. The compatibility function is essential for coopera-
tion between secondary users. In the belief propagation framework, the compat-
ibility function is a scalar. The higher the compatibility function between two
SUs the more relevant the two SUs are to each other. A reasonable compatibility
function may be defined by the following expression:

ψi,j(Xi, Yj) = exp(−Cdβ
Xi,Yj

), (17)

where, C and β are constants and, dXi,Yj
represents the distance between sec-

ondary users i and j. The compatibility function is heavily dependent on the
distance between the two secondary users. If the distance between the secondary
users is large then the compatibility function tends to zero. If the distance
between secondary users is small the compatibility function tents to 1.

The compatibility function is used to insure that SUs that are far away do
not have a large contribution to a particular SUs beliefs. The reason for this is
that secondary users at different locations suffer from different shadow fading
and the more distant users are the less likely to make a significant contribution
to the accuracy of a SUs belief. It also insures that closer cooperating SU beliefs
have a greater impact on the belief of a SU.

Complete Algorithm. The belief propagation algorithm used in this paper is
summarised in Algorithm 1. Each secondary user performs measurements and
calculates their PDFPUk

and their PDFattacker using Eq. (11) and Eq. (13).
Using these measurements, each secondary user iteratively computes their local
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and compatibility functions using Eq. (16) and Eq. (17). Each secondary user
then computes and exchanges messages with all its neighbouring nodes. The last
step of the algorithm is where each secondary user calculates their belief using
their own local observations and the product of all the messages from all their
neighbours.

After a number of iterations the mean of all the beliefs is calculated and
compared to a predefined threshold. If the final belief is lower than the threshold
the suspect is thought of as an attacker, if the final belief is greater than the
threshold the suspect is deemed a primary user. The algorithm converges when
there is no significant change in the final belief from the previous iteration to
the current iteration. Therefore, the algorithm terminates when:

| f l−1
b − f l

b |
f l−1

b

< 0.001, (18)

where, f l
b = 1

M

M∑

i=1

bi, for the lth iteration.This insures that Algorithm 1 con-

verges when there is a change corresponding to less than 0.1% between iterations.

Algorithm 1. Complete defence strategy against the PUEA
using belief propagation
1: Each secondary user performs measurements using Eq.

(11) and Eq. (13)

2: While |f l−1
b −f l

b|
f l−1
b

< 0.001

3: for Each iteration do
4: Compute the local function using Eq. (16) and the

compatibility function using Eq. (17)
5: Compute messages using Eq. (6)
6: Exchange messages with neighbours
7: Compute beliefs using Eq, (4)
8: end for
9: Break
10: The PUE attacker is detected according to the mean of all

final beliefs based on comparison against threshold.
11: Each SU will be notified about the characteristics

of the attacker’s signal and ignore them in the future.

3.2 New Belief Propagation Method

This section provides an outline of the changes that were made to the origi-
nal technique presented in [1]. The two most significant improvements made to
the old algorithm are the new simplified local function the new compatibility
function.
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Local Function. The local function that was used in the original technique
suffered from being overly complicated and introducing a high level of complex-
ity into the algorithm making it slow to converge. Our key contribution is the
identification of a simpler more efficient local function. The new local function
is just as accurate as the previous function. However, instead of doing a large
number of numerical evaluations of integrals for each secondary user in the net-
work, the new function calculates a simple arithmetic equation that allows the
system to grow linearly instead of exponentially. The new local function that
exhibits these desirable characteristics is:

φi,j =
| Ai,j − Bi,j |
Ai,j + Bi,j

. (19)

The local function is a measure of the similarity between the RSS measure-
ments from a PU and the RSS measurements from a suspect. The closer the
correlation between the two RSS values the more likely it is that the suspect is a
primary user. The method used to obtain the local function in the old algorithm
was computation time intense and had large computational complexity. This
was primarily due to the fact that the KL distance was used to calculate the
difference between the two probability density functions. The problem with the
KL distance is that it uses an integral to determine the dissimilarity between two
functions. As the number of secondary users on the network increases, we see a
significant difference between the two methods. This is primary due to the fact
that the local function has to be evaluated for each pair of secondary users in
the network. As the number of SUs in the network increases the number of cal-
culations of the local function increase exponentially. In the sections that follow
we present results that prove that our new local function achieves results that
are more accurate and efficient than those obtained by the old local function.

Compatibility Function. The compatibility function that was presented in
the original paper discouraged cooperation between secondary users in the CR
network and as a result decreased the accuracy of the final belief. This was
primarily due to the fact that the compatibility function returned values that
were very close to zero unless secondary users are located in close proximity.
To increase cooperation between SUs we propose the following compatibility
function:

ψi,j(Xi, Yj) = exp
(

− dXi,Yj

100

)

. (20)

This compatibility function insures that secondary users that are close to
each other are able to cooperate and share their result effectively to increase the
accuracy of the results. The goal of the modified function is to insure that the
messages between secondary users on the network are more relevant. We show
in the next section that the new compatibility function is able to improve the
performance of the algorithm by allowing a greater degree of cooperation.
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4 Simulation Results and Analysis

In this section we present the results of the original BP algorithm against the
improved BP algorithm. We chose to use similar simulation parameters as those
presented by the authors in [1]. We set the path loss exponent α as 2.5, the
transmit power of the secondary user is 0.1W (since the malicious user is also
using a cognitive radio this is also the transmit power of the malicious user, we
assume this corresponds to a transmission range of about 20 meters). There are
30 secondary users, one primary user and one malicious user deployed in a 100m
by 100m grid.

4.1 Original BP Results and Analysis

This section outlines the results that were obtained in [1]. The authors went
through a number of scenarios where they moved the locations of the primary
and malicious users around the grid. They noted that as the distance between
the primary user and malicious user increased, the final belief decreases, meaning
that it is easy to distinguish between a primary user and a malicious user if they
are far apart. Fig. 1 shows the plot that was obtained using the original BP
algorithm.

Fig. 1. Final belief Vs Distance (original technique).

We see from the results presented by the authors that the original algorithm is
able to distinguish between a legitimate primary user and a malicious user with
fairly high accuracy. However, the algorithm that is proposed in the original
paper has several deficiencies. The key among these is its high computational
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complexity. During our simulations we observed an exponential growth in the
computational complexity as the number of secondary users in the network is
increased. Fig. 2 shows the effects that increasing the number of secondary users
has on the computational complexity.

Fig. 2. Computational time of the old technique.

From these results we concluded that although the original algorithm is fairly
effective in identifying a malicious user from a primary user, its high computa-
tional complexity means that it is not a feasible option for implementation using
low power consumption cognitive radio terminals. We identified that the primary
reason for the high computational complexity of the original BP algorithm is the
computation of the local function. The Kullback Leibler function that is used
to evaluate the difference between the primary user probability density function
and the attackers probability density function was recognised as the main prob-
lem. The reason for this is that the KL function evaluates the difference between
two function using an integral expression. If there are n secondary users in the
network the KL function has to be evaluated once for each pair of secondary
users, which means that it is calculated n2 times. This is a serious deficiency
which makes this algorithm infeasible for practical networks, where the number
of users is large.

4.2 New BP Results and Analysis

To combat the deficiencies of the original algorithm, we present a new and
improved algorithm that makes two important improvements which increase the
accuracy and decease the computational complexity of the original algorithm.
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To decrease the computational complexity of the original algorithm we propose
a new simplified local function which provides the same level of accuracy with a
reduced level of complexity. In addition, we modify the old compatibility func-
tion to help increase the level of cooperation between secondary users in the
network.

Computational Complexity / Run Time. The most significant improve-
ment obtained by the new technique is the reduced computational complexity
and run time of the algorithm. The new algorithm is able to reduce the run
time of the original algorithm by a introducing a simplified local function. The
new local function insures that the computational complexity grows much slower
than in the old algorithm which insures that the algorithm is flexible, scalable
and still just as effective. Table 1 presents results that were obtained using an
Intel(R) Core(TM) i7-3930k CPU and all simulations were performed and timed
using MATLAB.

Table 1. Algorithm run times

Number of users Comp time Old Comp Time New
5 22 seconds 0.0491 seconds
10 101 seconds 0.0496 seconds
15 262 seconds 0.0564 seconds
20 648 seconds 0.0682 seconds
25 1337 seconds 0.071 seconds
30 2605 seconds 0.10 seconds

From Table 1 it is clear that the new algorithm is much less computation-
ally complex than the original algorithm. We note that the run times of the new
algorithm increase slowly as the number of secondary users in the network is
increased. This presents a significant step forward for the algorithm and allows
it to be utilised in larger and more complex networks.

Performance and Accuracy. In addition to the reduced computational com-
plexity of the new algorithm, the new algorithm exhibits superior performance
to the algorithm presented in [1]. This is primary due to the introduction of a
modified compatibility function that allows for a larger degree of cooperation
between secondary users. The greater the degree of cooperation between sec-
ondary users in the network the lower the chance of false or missed detection
of a malicious user. Fig. 3 shows a comparison between the performance of the
new algorithm and the performance of the original algorithm.

The perfect BP algorithm would result in a final belief value of 1 when the
malicious user and the primary user are at the same location and would result
in 0 in all other cases. Through analysis of results we observe that the new
algorithm has an average final belief that is smaller than the average of the final
belief of the old algorithm. This simple and effective comparison shows that the
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Fig. 3. Comparison of performance between the old and the new techniques.

new algorithm is not just less complicated but also detects PUEA with a higher
degree of accuracy.

5 Conclusion

In this paper we present a belief propagation based algorithm to combat the
effects of primary user emulation attacks on cognitive radio networks. We intro-
duce key improvements to the algorithm described in [1] in relation to both
performance and computational complexity. Through simulation we were able
to show that our technique has lower complexity and improved accuracy rela-
tive to the technique in [1]. We have shown that the new technique reduces the
time of convergence of the BP algorithm from hours to less than a few seconds.
Furthermore, despite the simplification of the algorithm we were able to accu-
rately distinguish between primary user and primary user emulation transmis-
sions. These improvements are a direct result of the new local and compatibility
functions, which reduce complexity and allow a greater degree of cooperation
between secondary users on the CR network. The new algorithm is scalable,
efficient, and effective and may be implemented in a low complexity secondary
user terminal. The new algorithm provides a significant step forward in the
mitigation of primary user emulation attacks in cognitive radio networks using
belief propagation.
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Abstract. Self-Organizing Networks (SONs) have an important role in the  
development of the next generation mobile networks by introducing automated 
schemes. Cell outage detection is one of the main functionalities in self-healing 
mechanism. Outage detection for small cells has not been discussed in literature 
with greater emphasis yet. The Femtocell Collaborative Outage Detection 
(FCOD) algorithm with built-in Sleeping Mode Recovery (SMR) is introduced 
in this paper. The proposed algorithm is mainly based on the femtocell colla-
borative detection with incorporated sniffer. It compares the current Femtocell 
Access Points FAPs’ Reference Signal Received Power (RSRP) statistics with a 
benchmark data. An outage decision is autonomously taken by each FAP de-
pending on a certain threshold value. Moreover, the FCOD algorithm is capable 
of differentiating between the outage and sleeping cells due to the presence of 
the built-in SMR technique. 

Keywords: Self-organizing networks · Self-healing · Cell outage detection · 
Heterogeneous cellular network 

1 Introduction 

Self-Organizing Networks (SONs) have lately been a captivating paradigm for the 
next-generation cellular networks via standardization bodies [1]-[3]. The aim of SON 
is to introduce autonomic features such as self-configuration, self-optimization and 
self-healing functionalities. SON functionalities will therefore enable the automation 
of certain activities performed by the network operator, thus leading to lower operat-
ing expenditure, simplified management and improved efficiency [4]. Self-healing 
involves automated remote detection of faults and recovery processes to compensate 
the faults in the network. Cell outage detection is considered as an important stage in 
the self-healing functionality. The basic function of the detection phase is to automat-
ically detect the cells in outage, i.e. the cells that cannot offer services due to software 
failures, environmental disasters, technical fault, or component malfunctions [3]. Cell 
outage causes coverage and capacity gaps, which lead to high user churn rate, as well 
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as increased operational costs [5]. In some cases, cell outage can easily be detected by 
the Operations and Support System (OSS), while some detection might require un-
planned site visits, which is a costly task [5], [6]. 

Cell outage detection algorithms proposed in [7]-[9] are focused on macro-cells. It 
is expected that future cellular networks will be heterogeneous networks (HetNets), 
i.e., a mix of macro-cells for ubiquitous user experience and small cells or femto 
access points (FAPs) for high data rate transmission. Hence, the algorithms proposed 
in [7]–[9] are not suitable for such networks due to the dense deployment nature of 
FAPs in the HetNets, as compared to the macro only deployments. Furthermore, there 
is high possibility of having sparse user statistics in small cells, since they usually 
support very few users as compared to macro-cells. Recently, [1] proposed a Colla-
borative Outage Detection (COD) scheme, which is based on the implementation of a 
distributed outage trigger mechanism and sequential hypothesis testing within a pre-
defined cooperation range. This scheme depends mainly on the Reference Signal 
Received Power (RSRP) statistics of the users within the cooperative range. Conse-
quently, this approach will fail in detecting cell outage if there are no active users 
within the cooperation range. Furthermore, the COD and the conventional cell outage 
detection schemes in literature do not consider sleep mode of FAPs. Therefore, a FAP 
in idle/sleep mode will be mistakenly taken as in outage, which results in unnecessary 
compensation procedures and extra costs. 

As a solution to the aforementioned challenges, energy efficient Femtocell Colla-
borative Outage Detection (FCOD) with a built-in Sleeping Mode Recovery (SMR) 
algorithm is proposed to automatically detect cell outage, by using performance statis-
tics analysis of the collaborative FAPs. The FCOD technique is able to detect cell 
outage, even in the absence of users and scenarios with low FAPs density within the 
collaborative range.  We consider the energy efficient node controlled mode for the 
FAPs sleep/wakeup mode. This self-controlled process requires a sniffer and a micro 
controller to be added to the FAPs to control the sleep and the wakeup cycles [10]. 
The rest of this paper is organized as follows: In Section 2, we present the  
network model. In Section 3, we present our proposed FCOD algorithm with SMR.  
In Section 4, we present extensive simulation based results to substantiate the perfor-
mance of our proposed algorithm. Finally, we draw the conclusions in Section 5. 

2 Network Model 

We consider a typical heterogeneous network (HetNet) with FAPs ℱ= {1,…, F} 
overlaid on a macrocell. We also consider that one of the femtocells suffers an outage 
with certain probability in the operational process. The FAP in outage is not able 
transmit or receive any signal. Furthermore, another femtocell is switched into the 
sleep mode. The locations of FAPs are assumed to be known to the macrocell base 
station (MBS). The FAPs transmission powers are assumed to be constant through the 
outage detection process. In the downlink, FAPs are periodically transmitting reference 
signals, which assist the channel measurements of the user i.e., RSRP measurement. 
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These measurements are reported to the FAPs as feedback messages, which help to 
decide whether there is an outage or not. 

We consider that users' positions are unknown to the FAPs and MBS. The users pe-
riodically report the neighboring FAPs’ RSRP statistics periodically to their serving 
FAPs, which is used in handover decision and cell reselection process. We assume that 
the users in a certain area A follow a Poisson point process, nA ∼ Poi(n;ρ|A|), where ρ 
is the density and nA is the number of users within a certain area A. 

The channel gains of a user u to a FAP f are expressed based on the model described 
in [11] as: 

 ݄ ൌ ൬ ௗ೚ ௗೠ,೑ ൰௔ ݁ ௑ೠ,೑݁௒ೠ,೑ ,                                                    (1) 

 
where do is the reference distance (1 m), du,f the distance between FAP f  and user u, a 
is the path loss exponent, while ݁௑ೠ,೑, and ݁௒ೠ,೑ are the shadowing fading factor and 
multi-path fading factor, respectively. The shadowing fading follows a Gaussian dis-
tribution defined by Xu,f ∼ N(0,σ),∀ u,f. The multipath fading is Rayleigh fading with 
zero mean, and therefore E[݁௒ೠ,೑] = 0. We assume that the effects of shadowing-
fading are independent over time. According to this hypothesis, the user’s RSRP sta-
tistics are independent random variables. All the RSRP statistics can be described 
using (1). Therefore, this distribution can be described according to [12] as follows: 
 

                                   

(2)

 
  

where ru  is the RSRP statistics for user u, Pu is the received signal strength for user u, 
No is the noise power, M is the number of samples of the signal (1.4 × 103 /ms for 1.4 
MHz bandwidth). H0 and H1 denote the outage and normal hypothesis. 

3 FCOD-SMR Algorithm 

3.1 FCOD with Trigger Stage 

Sleep Mode Recovery (SMR) Technique is introduced in this paper to prevent the 
sleeping FAP from been mistaken as in outage. When a FAP wants to switch to the 
sleeping mode, it informs the other FAPs within the collaborative range. These FAPs 
will then replace the current statistics of the sleeping FAP with the benchmark  
data for this FAP, which represent the normal state, before they start sensing  
the outage. 
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Fig. 1. FCOD Algorithm 

When the sleeping FAP becomes active, it informs the FAPs within its collabora-
tive range, in order to be treated as normal. Fig. 1 shows the flowchart for the FCOD 
algorithm, which includes the SMR approach.  The FCOD algorithm involves two 
stages: the trigger stage and the detection stage. 

The energy efficient FCOD technique is based on the node controlled mode, where 
the FAP detecting outage (i.e. FAP 4 in Fig. 2) uses a sniffer and a micro controller to 
sense UE activity in order to switch between the sleeping and wakeup mode. When 
the FAP senses UE activity, it wakes up only if the sensed UE is its subscriber, this 
avoids the unnecessary activation of the FAP in case of presence of a non-subscriber 
UE in the vicinity [10].  Once no authorized UE activity is detected the SMR ap-
proach will be initiated, FAP 4 will inform the rest of the neighboring FAPs (i.e. FAP 
2 and FAP 3) and users within the collaborative range before it switches to the sleep 
mode as shown in Fig. 2. The collaborative FAPs (i.e. FAP 2 and FAP 3) and users 
will use the benchmark data (database of normal RSRP statistics) to replace the cur-
rent RSRP statistics for the sleeping FAP (i.e. FAP 4). Consequently, the sleeping 
FAPs will not be falsely detected as in outage. After the sleeping FAP becomes active 
again, it informs the collaborative FAPs in order to be treated normally. 

The benchmark data is frequently updated in case new FAPs are introduced into 
the network or any other changes occur within the collaborative range. The trigger 
stage, which includes the SMR, is used to check any abnormality (usually an outage) 
in the FAPs by using the reported user’s RSRP statistics to trigger the detection stage.  
Consequently, the sniffer is not kept on all the time. In the detection stage each FAP 
within a certain collaborative range (R) uses a sniffer (such as the one used in the 
node controlled mode to sense the UE activity but with different sensitivity) to sense 
the neighboring FAPs’ current RSRP statistics within a certain collaborative range 
(the range will be determine according to the sensitivity of the sniffer). 
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Fig. 2. Conceptual Model for FCOD 

The current RSRPs statistics are compared to the benchmark data, which is the 
previously stored FAPs’ RSRP statistics in the normal state. This benchmark data can 
be stored and exchanged between a group of collaborative FAPs. If the decision 
statistic (D) for a certain FAP is greater than a certain Threshold value (T), this FAP 
(i.e. FAP 1) will be initially decided as in outage. The rest of the FAPs within the 
collaborative range will start sensing using their sniffers. Centralized synchronization 
is used to manage the initiation of detection for the collaborative FAPs. The initial 
decision for an outage will be reported to the MBS. The detection stage will always be 
able to detect the outage regardless of the number of users within the collaborative 
range. ܦ is determined as follows: ܦ ൌ ܴܴܵܲ െ ܴܴܵ ଴ܲ  ,                                                 (3) 

where ܴܴܵܲ is the normal RSRP statistics from the benchmark data and ܴܴܵܲ0 is 
the sensed current RSRP statistic for a certain collaborative FAP. 

The outage decision is based on the following equation: 

ܦ                              ൐ ܶ ,                                                           (4)                                            

where T  is a heuristically predefined threshold, which is dependent on the false 
alarm and misdetection rates.  

The MBS will check the initial decision reported from the collaborative FAPs (FAP 
2 and FAP 3) as shown in Fig. 2. If more than 5% of the FAPs within a certain 
collaborative range reported an initial decision of an outage for the same FAP, then the 
MBS will take the final decision that this FAP is in outage. Subsequently, the MBS 
will start the necessary outage compensation scheme.  

The FAPs might need to sense the collaborative users from time to time, in order to 
avoid delay or undiscovered outage in the trigger stage in case there is no user in the 
collaborative range. If there are no users sensed, the detection stage will be triggered 
immediately without waiting for the trigger stage. Another solution for the absence of 
users is that the detection stage might be triggered randomly from time to time or at a 
regular time interval.  
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Fig. 3. Detection Accuracy with SMR versus the Threshold for FCOD 

3.2 FCOD without Trigger Stage 

This scenario is similar to the previous scenario but it only includes the detection 
stage. The trigger stage is replaced by a timer, to initiate the detection stage in regular 
time intervals. This eliminates the overhead caused by the trigger stage. However, this 
scheme might increase the outage detection delay, especially if the outage occurs just 
after the detection stage, which means the outage won’t be detected until the next 
detection interval. 

4 Simulation Results 

Simulation Scenario: We consider a two-tier cellular system, which contains mul-
tiple femtocells within a macrocell. Femtocells are randomly distributed within the 
macrocell area (with radius r=1000m). We assume that FAPs transmit with fixed 
power and the carrier frequency is 2.5GHz with channel bandwidth of 1.4MHz. The 
users of the femtocell are randomly distributed within the femtocell area (with radius 
r=50 m). Furthermore, the users are connected with the FAP with the strongest RSRP. 
The path loss exponent a is set to 4. The number of FAPs and users will vary accord-
ing to the different scenarios considered. However, the maximum number of FAPs 
used is 49 and the minimum number of users is 1.  The transmission power of the 
FAP Po = 5 dBm, maximum cooperative range considered R = 600 m, and the sha-
dow fading standard deviation σdB = 8 dB. The FCOD algorithm does not have any 
restriction on the parametric values (number of users or FAPs).  

Fig. 3 illustrates the performance of the FCOD algorithm with SMR. It  shows the 
detection accuracy versus the heuristically set threshold. Furthermore, it illustrates 
that by using small threshold values, the accuracy is improved significantly. The rea-
son is that if the difference between the normal RSRP statistics from the  
 

0 1 2 3 4 5 6 7

x 10
-18

0.4

0.5

0.6

0.7

0.8

0.9

1

D
et

ec
tio

n 
A

cc
ur

ac
y 

W
ith

 S
M

R

Threshold

 

 

 = 2dB

 = 5dB

 = 8dB



 Femtocell Collaborative Outage Detection (FCOD) 483 

 

Fig. 4. False Detection versus Threshold for FCOD 

benchmark data and the current RSRP is not large, it will be able to detect the outage. 
Moreover, the figure also shows that when shadowing fading increases (σ=8), the 
detection stage becomes less accurate than in case of less shadowing (σ=2). This is 
because of the errors introduced by the shadow fading.  

Another algorithm is developed to evaluate the false detection with several thre-
shold values in different channel conditions. Fig. 4 shows the performance of the 
FCOD algorithm with SMR. It shows the false detection (due to choosing inappro-
priate threshold value) versus the threshold. Furthermore, it illustrates that by using 
higher threshold values, the false detection rate increased significantly. The reason is 
that if the difference between the normal RSRP statistics and the current RSRP is not 
large, it won’t be able to detect the outage. Moreover, the figure also shows that when 
shadowing fading increases (σ=8), the false detection rate increases during the detec-
tion stage compared to the less shadowing (σ=2) case. This is because of the errors 
introduced by the shadowing fading. Due to the significant importance of differentiat-
ing between the outage case and the sleeping mode case, the SMR technique is intro-
duced in this paper to avoid the false detection of the sleeping FAP as an outage. It’s 
also crucial to presents the false detection due to the absence of SMR with several 
threshold values in different channel conditions. 

Fig. 5 demonstrates the performance of the FCOD algorithm without SMR. It 
shows the false detection versus the threshold. Furthermore, it illustrates that by using 
small threshold values, the false detection rate increased significantly. As the detec-
tion (either false or correct detection) is better with smaller threshold values. The 
reason is that if the difference between the normal RSRP statics and the current RSRP 
is not large, it will still be able to detect the outage. However, in this case it’s a false 
detection as it is a sleeping FAP not outage FAP. Moreover, Fig. 5 also shows that 
when shadowing fading increases (σ=8), the false detection rate decreases compared 
to the case of less shadowing (σ=2). This is because of the errors introduced by the 
shadowing fading, which affects the false detection. 

Fig. 6 illustrates the performance of the FCOD algorithm with SMR. It shows the 
detection delay versus FAP transmission power. Furthermore, it shows that the  
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Fig. 5. False Detection-FCOD without SMR versus Threshold 

  

Fig. 6. Detection Delay versus FAP Transmission Power for FCOD 

average delay for the FCOD with and without the trigger stage is one round, which 
means that the trigger stage doesn’t affect the delay of the FCOD. The trigger stage 
function is to optimize the use of the sniffer by not keeping it on all the time. If the 
trigger stage senses an abnormality of a certain FAP it will initiate the detection stage 
by turning on the sniffer of the sensing FAP. However, the trigger stage increases the 
overhead of the FCOD algorithm. 

Fig. 7 illustrates the performance of the FCOD algorithm with SMR. It shows  
the detection accuracy versus FAP transmission power with different threshold  
values. Furthermore, it demonstrates that by using a lower threshold value it is possible 
to achieve 100 % accuracy without increasing the FAP transmission power.  
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Fig. 7. Detection Accuracy versus FAP Transmission Power 

 

Fig. 8. The Percentage of FAPs Sensing the Outage versus Cooperative Range 

However, when a higher threshold value is required due to a limitation of channel 
condition (power variation will set a limitation for using lower threshold as it might be 
misleading), a higher accuracy is still be achievable but at a cost of higher transmission 
power. 

Fig. 8 illustrates the performance of the FCOD algorithm with and without SMR. It 
represents the percentage of FAPs sensing the outage versus the cooperative range, for 
the case of false and correct detection. Furthermore, it demonstrates that in case of 
using SMR technique when the collaborative range increases the percentage of FAPs 
sensing the outage increases, which improve the reliability of the FCOD algorithm. 
However this collaborative range is limited by the sniffer sensitivity. This figure can be 
used by the MBS to decide on an outage FAP based on a certain criteria. For example, 
if the collaborative range R=600m, 100% of the FAPs should detect the outage. The 
MBS then decide (according to the criteria) that if 5% of these FAPs report an outage 
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for a certain FAP, a final decision about the outage will be taken by the MBS. Fig. 8 
also shows the case of false detection without the use of SMR technique. In this case 
nearly half the percentage of the FAPs falsely detected the sleeping FAP as an outage 
FAP. Consequently, more costs will be required to compensate the false outage. 

5 Conclusion 

The energy efficient FCOD algorithm with a high level of accuracy in detecting FAP 
outage is introduced. The proposed algorithm offers significant reduction in the commu-
nication overhead and the detection delay for the adopted two-tier macro-femto scenario. 
Also it is capable of detecting the outage with minimum users or FAPs density within the 
collaborative range. Furthermore, the FCOD algorithm is able to differentiate between 
cell outage and sleeping cells with the aid of the SMR technique. 
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Abstract. This paper addresses the cognitive Geostationary Orbit
(GSO) satellite uplink where satellite terminals reuse frequency bands
of Fixed-Service (FS) terrestrial microwave links which are the incum-
bent users in the Ka 27.5-29.5 GHz band. In the scenario considered
herein, the transmitted power of the cognitive satellite user has to ensure
that the interference impact on potentially present FS links does not
exceed the regulatory interference limitations. In order to satisfy the
interference constraint and assuming the existence of a complete and
reliable FS database, this paper proposes a Joint Power and Carrier
Allocation (JPCA) strategy to enable the cognitive uplink access to GSO
Fixed Satellite Service (FSS) terminals. The proposed approach identi-
fies the worst FS link per user in terms of interference and divides the
amount of tolerable interference among the maximum number of FSS
terminal users that can potentially interfere with it. In so doing, the cog-
nitive system is guaranteed to never exceed the prescribed interference
threshold. Subsequently, powers and carriers are jointly allocated so as to
maximize the throughput of the FSS system. Supporting results based
on numerical simulations are provided. It is shown that the proposed
cognitive approach represents a promising solution to significantly boost
the performance of conventional satellite systems.

Keywords: Cognitive radio · Satellite communications · Resource
allocation

1 Introduction

The Digital Agenda for Europe foresees broadband interactive access as a cor-
nerstone in the recovery and development plan for Europe [1]. The challenging
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 487–498, 2015.
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488 E. Lagunas et al.

Fig. 1. Spectral coexistence of FSS uplink with the FS terrestrial link in the Ka-band
(27.5-29.5 GHz)

objectives set forth by the European Commission are to provide basic broad-
band access to all Europeans by 2013 (at least 30 Mbps) and to ensure that at
least 50% of the households get 100 Mbps by 2020 [2]. In this context, Satel-
lite Communications (SatCom) can play a key role to ensure ubiquitous coverage
including remote and rural regions, where terrestrial deployment cannot be guar-
anteed or its cost is prohibitive. Traditional single-beam satellites operating in
C/Ku-band show limitations in supporting the flexible distribution of bandwidth
needed for broadband applications [3,4]. Novel multi-beam satellites operating in
the Ka-band frequency spectrum have recently gained attention among satellite
telecommunication industries because they can significantly enhance the system
capacity as a result of higher frequency reuse and multiple narrowly focused
beams. Examples of high throughput satellites operating in Ka-band are Eutel-
sats KaSat [5], VIASAT 1 [6] and SES-12 [7].

The provision of widely available and competitively-priced broadband satel-
lite services critically depends on the availability of radio spectrum resources.
Spectrum congestion has been identified as the main limiting factor in providing
solutions meeting the user expectations by 2020 [8]. Cognitive Radio (CR) [9] is
conceived as an ideal spectrum management tool to solve the spectrum scarcity,
as it enables unlicensed systems to opportunistically utilize the underutilized
licensed bands. As far as cognitive SatCom is concerned, recently a number of
research projects have been undertaken to address the spectrum sharing concept
between two satellite systems or between satellite and terrestrial systems [10–
13]. Within [10], three scenarios have been identified as potentially positively
impacted by the use of CR techniques. In this paper, we consider one of the
preselected scenarios in [10]: an uplink Ka-band FSS cognitive system reusing
frequency bands of Fixed-Service (FS) terrestrial microwave links (incumbent
systems), as depicted in Fig. 1. In this scenario, the FSS terminal users can max-
imize frequency exploitation by flexible utilization of the FS segment through
the adoption of CR techniques in the satellite uplink. Therefore, this scenario
falls within the underlay CR paradigm [14], whereby the uplink power density
of the FSS system has to ensure that the interference impact on the poten-
tially present FS links does not exceed the regulatory interference limitations.
The applicability of CR in the aforementioned scenario was discussed in [15,16],
considering realistic channel propagation conditions, concluding that both satel-
lite and terrestrial systems could potentially operate in the same band without
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degrading each other’s performance. Here, we go a step further, and consider
designing efficient resource allocation algorithms for this scenario. Our goal is to
optimally assign carriers and adjust the transmit power of the cognitive devices
so that the individual QoS requirement is satisfied and the interference at each
of the FS stations is kept below the given threshold. Assuming a FS database-
assisted approach in which the interference caused at the incumbent system can
be perfectly determined and assuming free space path loss between satellite ter-
minal and terrestrial stations, the proposed approach identifies the worst FS
link per user in terms of received interference and divides the amount of tolera-
ble interference among the maximum number of FSS terminal users that might
potentially interfere with it. In so doing, a transmit power limit is obtained per
user and carrier level. This simple and conservative strategy guarantees the cog-
nitive system to never exceed the prescribed interference threshold. The severe
restriction in transmit powers is compensated by an efficient Joint Power and
Carrier Allocation (JPCA) module that allocates the available resources so as
to maximize the overall satellite system throughput.

The remainder of this paper is structured as follows. Section 2 reviews
the regulatory context as applied to the frequency bands under consideration.
Section 3 introduces the signal model. The proposed cognitive exploitation
framework is described in detail in Section 4. Section 5 provides supporting
results based on numerical data. Finally, conclusions are given in Section 6.

2 Regulatory Context

Satellites featuring Ka-band transponders have existed for more than a decade.
At ITU-R level, the frequency allocations to the FSS uplink span across the
whole 27.5-30 GHz, with only 500 MHz available exclusively for FSS terminals
and the remainder is shared with terrestrial FS links. In Europe, the CEPT
framework provides for FSS Earth stations exemption of individual licensing in
certain parts of the Ka-band [17]. CEPT sets the band 29.5-30 GHz for exclusive
FSS use (same as ITU) and the rest is segmented into specific portions designated
for use by uncoordinated FSS Earth stations and for the use by terrestrial FS
links. It should be noted, however, that CEPT decisions are not mandatory
instruments, and CEPT administrations may choose not to implement them.
Examples of european counties not following this decision are UK, Denmark,
Austria, Sweden and Lithuania. At the time being, the FSS satellite system is
only allowed to operate in the exclusive 29.5-30 GHz band, which is insufficient
to meet future demands. Different research projects [10,12] are investigating
whether CR techniques could help resolve this specific sharing scenario. In this
respect, this paper investigates FSS cognitive satellite terminals operating in
the Ka band 27.5-30 GHz, reusing frequency bands of FS links with priority
protection.
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3 Signal Model

In the Ka band scenario being addressed in this paper, the cognitive FSS ter-
minals might impose interference to the terrestrial FS incumbent system. Let
us assume a scenario with L FSS terminal users and N FS microwave links.
The aggregated interference power caused by the L cognitive transmitters at the
n-th FS microwave station for a particular carrier frequency fm, m = 1, . . . , M ,
is given by,

In(m) =
L∑

l=1

pl · gl,n(m), (1)

where pl denotes the transmit power of the l-th FSS terminal and gl,n(m) =
|hl,n(m)|2, with hl,n(m) being the average cross-channel coefficient from the l-th
FSS terminal to the n-th FS station when the FSS user is transmitting at fm.

This average cross-channel gains gl,n(m) can be seen as the Cross-Channel
State Information (CCSI). Throughout this paper, we assume a FS database-
assisted approach in which perfect CCSI is assumed available at the FSS system.
Clearly, the accuracy and completeness of the available database determines
the quality of the CCSI. In this respect, verification of available database via
measurements will be considered in future works. The cross-channel gains gl,n(m)
can be expressed as follows,

gl,n(m) = GFSS
Tx (θl,n) · GFS

Rx(n, θn,l) · L(dl,n, fm) (2)

where,

– GFSS
Tx (θ): Gain of the FSS transmitting antenna at offset angle θ.

– θi,j : Offset angle (from the boresight direction) of the i-th station in the
direction of the j-th station.

– GFS
Rx(n, θ): Gain of the n-th FS station antenna at offset angle θ.

– L(d, f) =
(

c
4πdf

)2

: Free space path loss with d being the transmitter-receiver
distance and f being the carrier frequency.

– di,j : Distance between the i-th transmitter and the j-th receiver.

The radiation patterns GFSS
TX (θ) and GFS

Rx(n, θ) can be obtained from ITU-R
S.465-6 and ITU-R F.1245-2, respectively. Unlike [15,16], we consider the worst
case propagation model that would result from a line-of-sight path through free
space, with no obstacles nearby to cause reflection or diffraction. In (2), it is
assumed that the interfering signal falls within the victim bandwidth. If the
spectra do not overlap completely, then a compensation factor of Boverlap/BFS

is applied, where Boverlap stands for the portion of the interfering signal spectral
density within the receive filter bandwidth given by BFS.

Satisfying Quality of Service (QoS) requirements of the incumbent FS link
requires guaranteeing received interference less than a tolerable level Ithr,n. This
protection condition is expressed mathematically as,

In(m) ≤ Ithr,n (3)



Resource Allocation for Cognitive Satellite Uplink 491

Fig. 2. Block diagram of the cognitive exploitation framework.

Such limitations are defined by the regulatory authorities. Typical reference
limitations are given by ITU recommendations such as ITU-R F.758, where the
interference level is recommended to be −10 dB below the receiver noise.

Apart from the transmit power limits given by the interference constraints,
each FSS terminal has its own power limits. According to CEPT, the maximum
EIRP of FSS terminals shall not exceed a value in a range from 55 dBW to 60
dBW. As far as cognitive QoS is concerned, a minimum signal-to-interference
and noise ratio (SINR) shall be guaranteed for correct decoding. Therefore,
Pmin(m, l) ≤ pl ≤ Pmax where Pmax denotes the maximum allowable trans-
mission power due to regulatory issues and Pmin(m, l) denotes the minimum
required power for l-th FSS user to close the link over the m-th carrier.

4 Cognitive Exploitation Framework

One of the major challenges for cognitive uplink satellite communications is,
thus, how to optimally assign carriers and adjust the transmitted power so that
the individual QoS requirement is satisfied and the aggregate interference at each
of the FS stations is kept below the given limit. The level of received interference
at each FS station depends both on the transmitted powers pl, l = 1, . . . , L, and
also on the carrier assignment. Therefore, power and carrier allocation should
be considered jointly, which lead to cumbersome optimization problems [18].

In this paper, we follow a simple, but efficient approach in which the trans-
mit power and the assigned carrier of the FSS terminals are determined based
on the worst cross-channel condition. The proposed approach first evaluates the
cross-channel gains at the carrier level based on the available information at the
FS database. With this information, the Network Controller (NC) of the FSS
systems is able to identify the worst FS link in terms of received interference
per user and per carrier. Next, the amount of tolerable interference of the worst
incumbent FS link is divided among the maximum number of FSS terminals
that can potentially contribute to its aggregate interference. Subsequently, the
maximum transmitted power of each FSS station is derived per each carrier
and user. The resulting powers are fed to the JPCA module in order to allo-
cate the resources by maximizing the overall throughput of the FSS system.
The schematic diagram of the cognitive exploitation framework is depicted in
Fig. 2. Next sections are devoted to describe in detail the proposed cognitive
exploitation blocks.
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4.1 Cross-Channel Evaluation and Identification of Worst FS
Receiver

Having complete information on FS database allows the NC to compute the
cross-channel gains gl,n(m), l = 1, . . . , L, n = 1, . . . , N , m = 1, . . . , M , as in (2).
Therefore, for each carrier frequency, the cross-channel matrix G(m) ∈ R

L×N

can be described as follows,

G(m) =

⎡

⎢
⎣

g1,1(m) · · · g1,N (m)
...

. . .
...

gL,1(m) · · · gL,N (m)

⎤

⎥
⎦ . (4)

For each l-th FSS user, the identification of the worst FS station in terms of
interference consists in determining the one with maximum cross-channel gain,
nw(m, l) = maxn [G(m)]l, where [G(m)]l denotes the l-th row of matrix G(m)
and nw(m, l) indicates the worst FS station of user l operating in carrier m.
These worst FS stations in terms of received interference will determine the
maximum allowable transmit power per user.

4.2 Transmit Power Limits

The first step is to obtain the interference power limit for each FSS terminal
user at a carrier level. For a particular l FSS user, the interference limit of the
worst FS receiver, Ithr,nw(m,l) [W], is broken into different portions according to
the maximum number of FSS users that can potentially interfere with it. This
is,

Iw(m, l) = Ithr,nw(m,l)

(
BFS

BFSS

)−1

. (5)

where the fraction BFS

BFSS gives the maximum number of FSS terminals that fit
in the FS frequency band. Therefore, the transmit power limit is established to
ensure that the following individual interference constraint is satisfied,

Iw(m, l) ≤ pl · GFSS
Tx (θl,n) · GFS

Rx(n, θn,l) · L(dl,n, fm). (6)

As a consequence, we can obtain the maximum transmission power that FSS
terminals should not exceed to guarantee the incumbent system protection in
the following way,

pmax(m, l) =
Iw(m, l)

GFSS
Tx (θl,n) · GFS

Rx(n, θn,l) · L(dl,n, fm)
. (7)

Note that there could be some frequencies where no FS is deployed leading to
pmax(m, l) → ∞ or very good conditions in which pmax(m, l) > Pmax. More-
over, we might face the opposite situation in which the interference constraint
is too strong and the value of pmax(m, l) is below the minimum required power.
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To overcome this infeasibility conditions, the resulting pmax(m, l) are subject to
the following adjustments,

p(m, l) =

⎧
⎨

⎩

Pmax if pmax(m, l) > Pmax

pmax(m, l) if Pmin(m, l) ≤ pmax(m, l) < Pmax

0 otherwise
(8)

For notational convenience, we define P ∈ R
M×L as the matrix containing

the maximum allowable powers due to interference constraint,

P =

⎡

⎢
⎣

p(1, 1) · · · p(1, L)
...

. . .
...

p(M, 1) · · · p(M,L)

⎤

⎥
⎦ . (9)

Assuming the worst-case interference in which the complete FS receiver band-
width is shared with cognitive transmitters is a very conservative assumption
which, although protects FS terrestrial system to the maximum extent, it might
cause undesirable reductions in the FSS system throughput. This loss in perfor-
mance, however, can be efficiently compensated with proper carrier allocation by
favoring uplink transmissions on carriers with better cross-channel conditions.

The conservative power derivation, thus, ensures that any combination of
the powers contained in P never results in an aggregate interference above the
acceptable threshold Ithr,nw(m,l). Next section is devoted to optimally choose a
power and carrier combination from P that maximizes the sum-rate of the FSS
system.

4.3 Joint Power and Carrier Allocation (JPCA)

Having tackled the problem of incumbent terrestrial system protection, this
section is devoted to optimally allocating the carriers and powers among FSS
terminal users by maximizing the total FSS system throughput. We denote
bl ∈ R

M×1 the carrier assignment of l-th FSS user. The elements of bl work
as an indicator function: “1” if m-th carrier is assigned to the l-th user and “0”
otherwise. For notational convenience, we stack all the carrier assignments in
the matrix B =

[
b1 · · · bL

]
. Here, we assume that the FSS users are allocated

within the same beam, and each carrier includes a frame which can accommo-
date a maximum number of users. However, for simplifying the description of the
resource allocation module, we assume herein that each carrier can be assigned
to only one user. Extension to the case where a given number of users share
the same carrier using time division multiplexing (MF-TDMA or Mx-DMA) is
then straightforward. Since we assume that at each time, only one user can use
a carrier, thus for each carrier m, we have ∀m:

∑L
l=1 b(m, l) = 1. Note that hav-

ing obtained the carrier allocation matrix B, it is straightforward to compute
the corresponding power allocation as pl = bH

l pl, where pl stands for the l-th
column of P.

As discussed in the previous section, the information regarding the maximum
allowable power for each user over each available carrier is available in the NC.
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This information is used to determine the value of b(m, l) to be zero or one
by maximizing the overall throughput of the system according to the following
optimization problem,

max
B

‖vec(B � R(SINR))‖l1
s.t.

L∑

l=1

b(m, l) = 1, (10)

where � denotes the Hadamard product, vec(·) denotes the vectorization opera-
tor, ‖·‖l1

denotes the l1-norm and R(SINR) denotes the rate matrix with rl,m,
l = 1, . . . , L, m = 1, . . . , M , elements indicating the DVB-S2X rate [19] associ-
ated with the corresponding SINR value. In (10), SINR ∈ R

M×L denotes the
SNR values derived from P as follows,

SNR(m, l) =
p(m, l) · GFSS

Tx (0) · [G/T ]SAT
Rx (l) · L(D, fm)

kBFSS
, (11)

where [G/T ]SAT
Rx (l) is the satellite gain over noise temperature for the l-th FSS

terminal user, GFSS
Tx (0) denotes the FSS terminal antenna gain in the boresight

direction (θ = 0◦) and D is the distance between the FSS terminal and the
satellite. On the denominator, k is the Boltzmann constant. The SINR values
are obtained considering a [C/I]SAT

Rx term which accounts for the co-channel
interference.

We solve the optimization problem in (10) using the Hungarian algorithm
[20], which provides an efficient and low complexity method to solve the one-to-
one assignment problem in polynomial time.

5 Numerical Evaluation

In this section, we present some numerical results to demonstrate the perfor-
mance of the proposed JPCA technique to give Ka-band cognitive uplink access
to the FSS terminals reusing frequency bands of FS terrestrial microwave links
with priority protection.

5.1 Simulation Setup

The FS database is extracted from the ITU-R BR International Frequency Infor-
mation Circular (BR IFIC) database [21]. In particular, we focus on the database
related to Slovenia with more than 3,300 records, which is one of the most com-
plete database available for this scenario in BR IFIC. We consider an FSS multi-
beam satellite system and focus on a representative beam of 155 km radius with
its center located in the capital and largest city of Slovenia, Ljubljana (46.0553◦N
and 14.5144◦E). The beam gain [G/T ]SAT

Rx (l) is computed as [22],

[G/T ]SAT
Rx (l) = [G/T ]SAT

Rx,max ·
(

J1(u(ϕl))
2u(ϕl)

+ 36
J3(u(ϕl))

u(ϕl)3

)2

(12)



Resource Allocation for Cognitive Satellite Uplink 495

where [G/T ]SAT
Rx,max is the maximum satellite antenna gain, Jp is the first kind

of Bessel’s function of order p and u(ϕl) = 2.07123 · sin(ϕl)/ sin(ϕ3dB), with ϕl

and ϕ3dB = 0.2◦ being the satellite nadir angle corresponding to user l and the
half-power beamwidth, respectively.

The performance was evaluated by averaging over 50 independent FSS ter-
minal geographical distributions, which were selected uniformly at random for
each realization within the considered beam footprint according to the popula-
tion density database obtained from the NASA Socioeconomic Data and Appli-
cations Center (SEDAC) [23]. The number of FSS terminals L is set to be 356,
which coincides with the number of carriers to be assigned. A summary of the
most relevant parameters and the FSS link budget details are presented in Table
1. An example of FSS terminal users distribution together with the location of
the FS stations and the beam pattern of the FSS satellite obtained with (12) is
depicted in Fig. 3.
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Fig. 3. Beam pattern of the FSS satellite
over Slovenia.

Table 1. Simulation Parameters

Parameter Value

BFSS 7 MHz
Shared band 27.5 − 29.5 GHz (285 carriers)

Exclusive band 29.5 − 30 GHz (71 carriers)

Parameters for FSS system

Reuse pattern 4 color (freq./pol.)
Satellite location 13◦E

[G/T ]SAT
Rx,max 29.3 dB/k

EIRP 50 dBW

[C/I]SAT
Rx 10 dB

GFSS
Tx (0) 42.1 dBi

Antenna pattern ITU-R S.465
Terminal height 15 m

Altitudes above the sea level From [24]
D 35, 786 km

Parameters for FS system From database

BFS 7 or 28 MHz
GFS

Rx(n, 0) ∀n 34 dBi
Antenna pattern ITU-R F.1245-2
Antenna height 10 m

Ithr,n −137.55 dBW @ 7 MHz
−131.53 dBW @ 28 MHz

5.2 Numerical Results

Fig. 4 shows the aggregate interference caused by the cognitive FSS system and
received at the FS stations in terms of Cumulative Distribution Function (CDF)
with and without the proposed JPCA module. For the latter, a random carrier
assignment is considered and pl = Pmax, ∀l. For the JPCA case, the optimal and
one sub-optimal combination of the powers contained in P are plotted in Fig. 4.
The minimum aggregate interference threshold is depicted as well in the figure
for comparison purposes. It can be observed that the interference generated by
the FSS system at the incumbent system exceeds the acceptable threshold when
no optimal resource assignment is employed and it is kept always below the
threshold when using the proposed JPCA technique.

The effect of the transmit power limit given by the interference constraint
(3) is evident by a glance of Fig. 5, where the SINR of the FSS terminal users is
shown in terms of CDF with optimal, suboptimal and without JPCA. An imme-
diate observation is that the SINR degrades when transmit power limitations
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Table 2. Throughput per beam

Case Technique Value (Mbps)

Exclusive only w/ JPCA (subopt) 699.5136

w/ JPCA (opt) 699.5291

Shared+Excl. w/o FS w/ JPCA (subopt) 3538.0503

w/ JPCA (opt) 3538.5299

Shared+Excl. w/ FS w/ JPCA (subopt) 3347.6373

w/ JPCA (opt) 3538.1431

apply, i.e., when FS terrestrial microwave links are protected. In particular, 35%
of FSS users experience SINR values below 9.8 dB in the FSS-FS coexistence
case when resources are not allocated optimally, which decreases down to 22.5%
if the proposed JPCA is employed, and to 9.3% when the transmit power is not
limited (blue line).
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Fig. 5. CDF of SINR distribution

Similarly, Fig. 6 presents the comparison of rate distribution in the considered
scenario. From the figure, it can be noted that the beam availability in the
presence of the incumbent FS system is less than the beam availability when
no power constraints apply (blue line). Further, it is clear that employing the
proposed JPCA attains a throughput per user that is very close to that attained
in the absence of transmit power limitations.

Fig. 7 illustrates the achieved per beam throughput. To obtain greater insight,
Table 2 summarizes the results shown in Fig. 7. It is worth to point out that the
additional spectrum together with the optimal JPCA module provides around
405.8% improvement over the conventional exclusive band (29.5-30 GHz) case,
which is almost the same that can be achieved in the absence of FS microwave
links. This gain reduces to 378.6% when resources are not optimally distributed.
The application of optimal JPCA in the non-shared spectrum scenarios does not
provide much benefit and this is because, in this particular study, all users and
carriers experience similar channel conditions.

6 Conclusion

In this paper, we developed a novel spectrum exploitation framework for cog-
nitive uplink FSS terminals in the band 27.5 − 29.5 GHz, where the incumbent
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users are Fixed-Service (FS) microwave links. Results based on computer sim-
ulations were presented, which showed that the FSS system throughput can be
significantly improved by using the proposed cognitive exploitation framework
while guaranteeing the sufficient protection of incumbent FS systems.
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Abstract. The inability of GPS (Global Positioning System) to provide
accurate position in an indoor environment has resulted in global efforts
for a precise indoor position system throughout the last decade. The cur-
rent state of the art of localization and tracking estimates the position of
the mobile node based on attributes like received signal strength (RSS),
angle of arrival (AoA) etc. from at least three anchor nodes. This paper
presents SHARF; a single beacon hybrid acoustic and RF localization
scheme in an indoor environment. It combines the RF RSS information
for ranging with the angle of azimuth from acoustic localization sys-
tem based on beacon signals from only one target node to one anchor
node. The experimental results show an improved localization accuracy
in comparison to trilateration scheme. All these features, i.e. single bea-
con, hybrid approach and outlier rejection, posit the superiority of this
technique over the existing systems.

Keywords: Indoor localization · Wireless acoustic sensor networks
(WASN) · Received signal strength (RSS) · TIme difference of arrival
(TDOA) · Angle of arrival (AOA)

1 Introduction

The developments in Global Positioning System (GPS) in the past two decades
have revolutionized the way people commute and navigate. GPS, however, does
not provide a reasonable position estimate in the indoor or cluttered environ-
ments due to high penetration losses, which stymies the reception of signals from
at least 4 satellites. The success and utility of GPS has invoked quite an interest
in the area of indoor localization among researchers. A right mix of accurate and
robust localization would allow the development of several new indoor location
based services. Localization of mobile nodes is a key requirement in navigat-
ing, tracking and various other applications. Indoor positioning systems (IPS)
are the systems where location of a mobile node is estimated based on differ-
ent attributes inferred from stationary nodes. The applications of an accurate
IPS encompass a wide range of applications. For instance, huge shopping malls,
airport, supermarkets, museums, storage facilities and parking plazas are few

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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examples where IPS can revolutionize the domain of location based services. In
addition, robotic mail delivery, context aware robotics, smart rooms and inter-
active humanoid robots etc. are also amongst possible applications out of the
myriads of possibilities, yet to be explored.

Indoor localization and tracking systems may be broadly classified into two
types; infrastructure free (IF) localization and infrastructure based (IB) local-
ization [1]. In IF localization, no new infrastructure is required for localization
of mobile nodes. Such schemes assume universal WiFi availability (indoors) and
thus localization can be implemented on smart phones with no requirement of
additional infrastructure. IB localization techniques require additional hardware
(other than a smart phone) and careful planning (e.g. deployment of sensors,
beacons, routers, antennas, development of maps, etc.) to carry out localization.
Although IF localization is gaining genuine interest from research and industrial
community, there are areas where IB localization is preferred over IF localiza-
tion. For instance, for localization of miners in an underground mine, for robot
navigation in warehouses and localization of expensive equipment in hospitals
or museums, designing a system based on Wi-Fi and smart phone devices may
not be a suitable choice.

Localization schemes (be it IF or IB) in general are classified in many ways;
range-free or range-based, distributed or centralized, geometric or non geomet-
ric, etc. Range-based methods include exploitation of quantities such as TOA
(Time of Arrival), TDOA (Time Difference of Arrival), AOA (Angle of Arrival)
or RSS (Received Signal Strength) [2] whereas range free localization rely on
attributes like number of hops, node density etc [3]. Range-based approaches
give better estimates of localization as compared to range-free methods as they
are relatively more accurate with providing the information about the direction
of the signal source. They exploit the TOA and TDOA information to find out
the AOA. On the other hand, the RSS information provides an estimate about
the range/distance of the signal source with careful modeling of the environment.

This paper presents SHARF; a hybrid approach for localizing a source based
on TDOA and RSS information for acoustic and RF signals and requiring only
one beacon node and one anchor node. Hybrid localization has been previously
investigated but most of the previous work is generally concentrated on the
hybrid algorithms[4] to find a sweet spot of trade-off between computational
complexity and localization accuracy. Some systems exploit the special sensor
array structures [5] for better localization accuracy. Unlike these approaches, the
proposed system combines the strengths of the two methods of localization to
provide a new insight into the localization and accurate position estimation. The
TDOA based acoustic localization approach is very accurate if the sensor and
beacon nodes satisfy Fraunhofer plane wave condition. However, when it comes
to ranging a source in the far field, the acoustic localization system presents
problems with a single node since the distance of sensor and beacon node does
not remain comparable to the distance between microphone sensors in the array
and hence, erroneous estimates appear. To overcome this problem, at least three
nodes are required for location estimation through trilateration; which presents
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its own challenges like clock synchronization and time stamping of events etc.
Although acoustic localization has been attempted with 2 sensor nodes with
reflective surface [6], the cost of complexity is high. Similarly, the RF localization
based on RSS does not determine the direction of arrival with a single node and
hence three nodes are required for trilateration in this case too [7]. Moreover,
finding the AOA with wireless signals by exploiting TDOA requires at least two
antennas and very high speed and high resolution Analog to Digital Converter
(ADC) units which are very expensive. The scheme presented in this paper brings
down the number of sensor nodes to just one; a single RF-acoustic sensor node for
localization and ranging. To the best of authors’ knowledge, location estimation
with such precision and accuracy has never been achieved with a single node
before. Thus SHARF is first of its kind. The scheme presented in [8] is, however,
somehow akin to it. Furthermore, in order to cater for the outliers of RF based
ranging, we employ a moving average filter and a clustering algorithm which
rejects the anomalies in the RSS values. This takes care of rapid fluctuations
due to received multi-paths.

The rest of the paper is organized as follows. Section 2 presents the system
model and the proposed approach for hybrid localization. The hardware imple-
mentation is given in section 3. Section 4 presents the experimental results of
the proposed localization algorithm based on implementation on actual hardware
platform. Finally, section 5 concludes this paper and highlights some future work.

2 System Model and Proposed Approach

The proposed hybrid wireless-acoustic localization system consists of a single
wireless-acoustic anchor node and a wireless-acoustic source beacon as the mobile
node. The reduction in the number of anchor nodes from (at least) 3 to 1 shows
a three-folds decrease in the cost of the entire setup. In this paper, we assume
that we are localizing a single target node. However, extension can be done for
multiple targets.

Following are the key features of our measurement setup:

1. The deployed anchor node has complete information about its location and
orientation in the environment.

2. The beacon node is present in the far field and behaves as a point source.
3. The nature of acoustic signals from the source are discontinuous and impulsive.
4. Localization is being done in 2D i.e. elevation information is not incorporated

in the system. Moreover, the localization is carried out in the coverage area
of the anchor node.

5. It is assumed that the link between anchor node and the target node follows
the following path loss model

Pr = Pr(d0) + K + 10γlog10(d0/d) + ζ (1)

where Pr represents the received power, Pr(d0) is the received signal strength
at reference distance d0 which is usually taken to be equal to 1m, K (in dB)
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Fig. 1. Experimental setup for wireless-acoustic hybrid localization system. The cross
points (X) are the target positions and the origin has been drawn where wireless-
acoustic anchor node was placed.

is a unit-less constant depending on channel and antenna characteristics
and ζ is a random variable which causes fluctuations in RSS values due to
shadowing and changing multipaths. The distribution of ζ is unknown in
case of non-stationary indoor environments. Pr(d0) can be calculated using
Friis equation or acquired through empirical measurements [9].

6. The RSS values of the beacon signals are averaged over multiple wavelengths
through a Moving Average (MA) filter. This averages out the fluctuations
due to multi path components and averages out the zero mean noise as well.
The MA filter’s window size of M = 15 is used in our experiments which
means that if the target is moving with a speed of 0.3 m/s, with M = 15
we roughly average out the RSS values over more than 7 wavelengths of the
carrier signal of frequency 433MHz.

Our proposed approach goes through the three stages detailed below before
combining the data to reach a final source estimate.

2.1 Path Loss Calculation

Path loss exponent (PLE) is computed through a training phase. Fig. 1 shows
the environment of the lab in which the experiments have been conducted. To
compute the PLE, RSSI values were recorded at different distances where the
anchor node was placed at the coordinates of (0,0). Table 1 shows RSSI values
recorded in dBm for multiple distances between the anchor and mobile nodes.

The PLE is computed such that it minimizes the mean squared error between
the model and received power during the training phase [10]. Let di be the
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Table 1. Received Signal Strength Information vs Distance values.

RSSI (dBm) Distance (m)

-27 1.0
-36 3.17
-43 3.24
-44 3.33
-46 3.9
-49 5.2

distance between the anchor node and the mobile node at the ith iteration, then
the received signal power based the model above can be written as:

Mmodel(di) = K − 10γlog10(di) (2)

where K ∼= 20log10
λ

4πdo
is the unit less constant that depends upon the

characteristics of the antenna used, do is the reference distance in the far field
region of the antenna and λ is the wavelength at which the signal is transmitted.
In our case the frequency is 433Mhz so λ is nearly 0.693m.

The Mean Square Error (MSE) is than calculated using as under:

F (γ) =
n∑

i=1

[Mmeasured(di) − Mmodel(di)]2 (3)

After taking the first derivative of the above equation and equating that to
zero, PLE exponent that minimizes the MSE in the given environment turn out
to be 3.26. We make use of this PLE for ranging computations.

2.2 Rejection of Anomalous RSS Values

To reject the anomalous RSS values, we use hyper-ellipsoidal clustering model
for outlier detection. Let Rk = {r1, r2, · · · rk} be the first k samples of RSS values
collected at the target mobile node in a WSN. Each sample ri is a d×1 vector in
�d, where d is the number of anchor nodes participating in localization. Hyper
ellipsoidal outlier detection clusters the normal data points and the points lying
outside the clusters are declared as outlier. The boundary of the cluster (an
hyper-ellipsoid in this case) is related to a distance metric which typically is a
function of mean mR,k and covariance Sk of the incoming RSS data Rk. One
example of the distance metric is Mahalanobis distance, Di [11], for which the
cluster can be characterized by the following equation

ek(mR, S−1
k , t) = {riε�d| (4)

√
(ri − mR,k)T Sk

−1(ri − mR,k)
︸ ︷︷ ︸

Di=Mahalanobis distance of xi

≤ t}
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where ek is the set of normal data points whose Mahalanobis distance, Di < t
and t is the effective radius of the hyper-ellipsoid. The choice of t depends on the
distribution of the normal data points. If the normal data follows a chi-squared
distribution, it has been shown that up to 98% of the incoming normal data
can be enclosed by the boundary of an hyper-ellipsoid, if the effective radius t is
chosen such that t2 = (χd

2)−1
0.98 [11].

2.3 Azimuthal Angle Calculation

The angle of azimuth of the acoustic beacon signal from the target node is found
using the conventional TDOA technique. For the simplest case in 2D, the DOA
can be computed by finding out the time difference of arrival of the sound signal
on two spatially distributed microphones where the distance between them is
known, as shown in Fig. 2.

Fig. 2. DOA estimation in 2-D with identical microphones. The source is located in
the far field, the incident angle is θ and the spacing between two microphones is d [12].

If microphone y1(k) is taken as a reference, signal at the second sensor y2(k)
is the delayed version of the same signal at y1(k), having a delay equal to the
time required for the plane wave to travel an extra distance d cos θ.

Therefore, the TDOA of sound signal between the two sensors is given by:

td = (d cos θ)/c

where c is the speed of sound in meters per seconds and td is the time delay
between two signals .
Also

cos θ =
c × td

d
(5)

Here td = nd × ts where delay index nd = np − nmean is the difference of peak
index from mean index and ts = 1/fs is the sampling interval if fs is the sampling
frequency.
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Fig. 3. A block diagram of RF-based localization system.

The value of np can be determined by using the cross correlation method [13].
Let the acoustic signal from mics y1(k) and y2(k) are digitized and the samples
are stored in two arrays x1(m) and x2(m) respectively. The correlation between
the signals x1 and x2 is then given by:

Rx1x2(n) =
−∞∑

m=∞
x1(m)x2(m + n) (6)

The peak index np will be then:

arg max
n

Rx1x2(n) (7)

If the angle ranges between 0 and 180 and td is known, then angle θ can
be uniquely determined. Therefore, estimating the incident angle θ is essentially
identical to calculating the TDOA of the two signals. By extension of the above,
to get the range of 0 to 360, three microphones are used to cater for the ambiguity
in the direction of source as we have done in our case. In this way, the entire
2-D planes is covered.

3 Hardware Implementation

3.1 Hardware for RF Measurements

RSS-based localization is tested on low cost, DASH7 compatible, prototype wire-
less sensor nodes which have been designed and manufactured in-house using
off-the-shelf components (COTS). We employed Carrier Sense Multiple Access-
Collision Avoidance (CSMA-CA) as our channel access protocol. Atmega 16/32L
has been used for processing the data from the wireless sensors. The block dia-
gram of wireless localization system is show in Fig. 3. Table 2 summarizes the
specification of RF hardware node.

3.2 Hardware for Acoustics Measurements

The acoustic hardware platform is developed using 32-bit ARM-based M4F-
Cortex microcontroller that is capable of working upto 168MHz clock frequency,
3 ADC modules with 12-bits resolution and a maximum sampling rate of 2.4
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Table 2. Hardware Summary of RF-node

Components Used/Implemented

Micro-controller Atmega 16L/32L (40 Pin, DIP)

Programmer USBasp

Transceiver HOPE RFM 69CW

Sensors Illumination, Temperature

Channel Access CSMA-CA

Networking Protocol SNAP

Programming Language C

Debugging Interface UART

million samples per second. A built-in floating point unit (FPU) offers more
flexibility and computing power to the hardware platform. Such a processing
speed and fast ADC is a basic requirement to resolve very small differences
in the time of arrival of the acoustic signal on spatially displaced microphones
array. The sampling rate we used is 100kHz but it can be increased further to
improve the resolution of the azimuthal angle. However, to meet the Nyquist
criterion of sampling, 44.1kHz sampling rate standard as used in audio indus-
try will suffice. The accuracy of the estimated angle of arrival would be lesser
though. Condenser type, omni-directional analogue microphones with a sensitiv-
ity of −44±2dB and signal to noise ratio of 60dBA are used with a preamplifier.
The preamplifier MAX9814 is a low-cost, high-quality microphone amplifier from
Maxim Integrated with built-in Automatic Gain Control (AGC). The reason of
using the preamplifier with the microphones is that in order to maintain a partic-
ular distance between microphones, they need to be spread apart and the signal
is carried through wires. This faint signal if not amplified at the microphone
will result in accumulation of noise over the wire. This Variable Gain Amplifier
(VGA) provides the ability to pick up weak signals too. An acoustic sensor node
consists of three microphones 120◦ apart in 2-D i.e. at the vertices of a right
angled triangle. The measurement setup and the hardware specifications have
been presented and listed in the Fig. 4 and Table 3 respectively. The distance
between each microphone is 30cm. The source localization or direction estima-
tion is implemented in 2-D and works on the principle of TDOA to find the
Direction of Arrival (DOA) of sound from the beacon. The spatial positioning
of microphones translates into the signal reaching the microphones at slightly
different time intervals. These time delays then indicate the DOA to give the
angle of azimuth of the source.

4 Experimental Results

The measurement layout for SHARF with position of the anchor node and test
points with mobile node has been shown in Fig. 1. The experiments are con-
ducted in AdCom research lab with an area of 80 m2. It has six wooden tables
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Fig. 4. A block diagram of acoustic localization system.

Table 3. Hardware Summary of acoustic-node

Components Used/Implemented

Micro-controller STM32F407VG

Programmer ST-Link Programmer/Debugger

Microphones sensitivity −44 ± 2dB

Preamplifier MAX9814

- Amplifier gain Variable Gain Adjustment

Programming Language C

Debugging Interface ST-Link Debugger

placed in it and two of its walls are of concrete. Additionally there is a plenty
of measurement equipment present on the tables to generate multipaths. We
assume that the anchor node which had complete information of its position
and orientation. It continuously receives the wireless-acoustic beacon signals
from the test points marked as X’s in the Fig. 1. The RF hardware platform
estimates range using RSS values and the acoustic hardware platform provides
the azimuthal angle of the target. The results of the localization are then moni-
tored on the PC through a UART interface on the anchor node.

SHARF achieves very good localization accuracy. The mean and standard
deviation of location estimation error has been shown in the Fig. 8 over multi-
ple measurements. The results with RF trilateration has also been plotted for
alongside to establish the superiority of the proposed scheme.

For the sake of comparison, the error histograms for frequency of error dis-
tances for RSS-based trilateration and SHARF at test point 5 for 20 readings
have been shown in Fig. 6 and Fig. 7 respectively. The error histograms on this
particular point indicate an improvement of around 1.5m while using SHARF
localization scheme versus only RF-based trilateration scheme.
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Fig. 5. Ground truth based localization results for SHARF localization and Trilater-
ation systems at point 5.
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Fig. 6. Distance error histogram for RSS-based Trilateration system at point 5.

Similarly, Fig. 8 shows the anchor node positions, target location and local-
ization results using trilateration and SHARF. We can see for most points, the
proposed SHARF scheme outperforms trilateration while using only one beacon
node and one anchor node. Please note that for a fair comparison, we use rejection
of anomalous RSS values both for trilateration as well as the proposed scheme or
otherwise the gain over trilateration can be shown to be much higher. Thus the
proposed scheme gives a double advantage; one that it requires only one anchor
node and second that it outperforms trilateration-based localization scheme which
requires at least three anchor nodes in order to estimate the location of mobile
node. Thus SHARF is a localization scheme which not only reduces the size com-
plexity and cost of the system, but also improves the localization accuracy.
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5 Conclusion

This paper proposes and implements SHARF; a single beacon hybrid acoustic-
RSS based target localization system. Our solution exploits the strength of
TDOA in finding the direction of source from acoustic signals and RSS informa-
tion in finding the range of the target and combines these information together
to mitigate the weakness of acoustic-based localization in ranging and RSS-based
localization in direction of the source. RSS-based trilatertion and acoustic-based
trilateration systems alone present complexities in synchronization and problem
formulation. Moreover, slight error in values of one of the three nodes taking
part in trilateration results in a substantial error in the localization error. Cost
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of the system also goes up by using 3 anchor nodes (at least) for trilateration
which, on the other hand, gets reduced to one in case of SHARF. In addition to
requiring only a single anchor node for localization, considerable improvement
(94%) in mean position error has been achieved using this scheme as compared
to the traditional trilateration approach.
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Abstract. In this paper, energy efficiency (EE) was investigated for a
cognitive radio network (CRN) where massive multiple-input multiple-
output (MIMO) was combined with femto cells. A heterogeneous
network was considered to maximise EE, while massive MIMO was
implemented to increase spatial reuse and focus energy into smaller spa-
tial regions. Cooperation between femto cell based relay stations (RS)
and a micro cell based secondary base station (SBS) allowed for sec-
ondary user (SU) quality-of-service (QoS) requirements to be met and
also for control over primary user (PU) interference. Two key issues
were addressed by the proposed model, namely improved CRN EE and
reduced PU interference. The formulated EE optimisation problem was
non-convex and thus converted into a semi-definite problem. Simulation
results show that combining massive MIMO at the micro cell level with
femto cells, lead to a CRN EE improvement. The addition of femto cells
also lead to a reduction in PU interference.

Keywords: Cognitive radio network · Energy efficiency · Femto cells ·
Massive MIMO

1 Introduction

In recent years wireless communication networks have experienced tremendous
growth due to an increase in the demand for services such as mobile data com-
munications, high speed internet and live video conferencing. At first glance, it
would appear that the spectrum available to operators is limited and would thus
not be able to cope with this ever increasing demand for high speed data commu-
nication and the associated bandwidth. However, a closer look suggests that spec-
trum utilisation is more of a problem, rather than the actual availability thereof.
Large portions of the usable spectrum are either largely underutilised or partially
occupied [1]. Furthermore, the practice of anywhere-anytime access to the net-
work has triggered a dramatic expansion of network infrastructure. It has become
essential for mobile network operators to maintain sustainable capacity growth.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 511–522, 2015.
DOI: 10.1007/978-3-319-24540-9 42
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This subsequently leads to a drastic increase in the energy consumption of the
network. Given that energy costs (diesel, electricity) are constantly increasing and
since this energy expenditure constitutes a major portion (20% - 30%) of the oper-
ators’s total energy expenditure [2], it is necessary to consider schemes that can
increase the energy efficiency (EE) of the network, while maintaining required
quality of service (QoS) levels for secondary users (SUs).

Cognitive radio (CR) [11] has been identified as an efficient technology, that
allows secondary users (SUs) to make use of underutilised or partially used spec-
trum that is in fact licensed for use by primary users (PUs). Using licensed chan-
nels means that SUs must always consider the interference that they may inflict
on PUs. Therefore, it is very important to keep the SU interference level below
the level that is acceptable to the PU. Since there is a relationship between the
EE of the network and the amount of power required to guarantee the level of
QoS experienced by SUs, techniques should be investigated that minimise base
station (BS) power consumption while maintaining the level of QoS required by
SUs. As suggested in [6], there are many techniques through which the power
consumption of the base station can be minimised. Of these techniques, energy
aware cooperation between BSs, the integration of femto cells within micro cells
and the use of multiple-input multiple-output (MIMO) are considered to be
most beneficial. These techniques have already been incorporated into existing
wireless communication networks.

“Massive MIMO”[7] is currently seen as a promising cellular network archi-
tecture offering several attractive features over regular MIMO. It has been shown
that even simple linear pre-coders and detectors are optimal when the ratio of
antennas per BS to the number of user terminals per cell is very large [10].
In [9], cooperation between the primary BS (PBS) and the SBS was compared
with the case when there is no cooperation between them. It was shown that
the signal-to-interference-plus-noise-ratio (SINR) requirements of all SUs can be
met when there is cooperation between the secondary base station (SBS) and the
PBS. In [12], an EE improvement was demonstrated for a heterogeneous network
(HetNet) deployment when compared to a single cell scenario. While HetNets
have been considered for cognitive radio networks (CRNs), traditional wireless
networks and massive MIMO for traditional wireless networks, the unique con-
tribution in this research work is the combination of both massive MIMO and
HetNets in a CRN.

In this paper, femto cells are deployed within the micro cell and a massive
MIMO system is used at the secondary BS (SBS). Coordination between an
amplify-and-forward relay station (RS), in a femto cell, and the SBS, in the
micro cell, is considered. It is assumed that both the RS and the SBS can serve
the SUs within their coverage area, depending on the efficiency of the network.
These secondary micro cells are assumed to lie within the primary cell. Since the
RS has a smaller coverage area, the total transmission power as well as the static
power of the RS is less than that of the micro SBS. An optimization problem is
formulated where the objective is to maximize the energy efficiency (EE) of the
overall CRN while satisfying the QoS requirement at each SU as well as adhering
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Fig. 1. System model for an underlay CRN with a primary cell covering multiple
secondary cells.

to the interference constraints for each PU (with a per antenna power constraint
at both the SBS and the RS). Since this optimization problem is non-convex, it is
converted into a convex problem. Maximisation of EE for the overall network is
then solved. From the results it is shown that the introduction of massive MIMO
at the micro cell level together with the addition of femto cells, improves the EE
of the network. The addition of femto cells within the micro cells is shown to
reduce the interference experienced by the PUs.

Notation: The subscript zero is used to denote micro cell SBSs and PBSs.
Any other subscript values denote RSs.

2 System Model

An underlay CRN, as illustrated in Fig. 1, is considered where the SBS is
equipped with KBS antennas that are serving N number of SUs (KBS >> N).
Each of these SUs have a single antenna. Two femto cells are considered within
the coverage area of the SBS. Each of these femto cells are equipped with a
single RS which has KR number of antennas, where KR ∈ {1, 2, 3}. The primary
cell surrounds the secondary cells. A single PU can be located anywhere within
the primary cell. If the PU lies outside the coverage zone of the SBS then the
model reduces to the one shown in [5], which is similar to the case of traditional
communication network. The PBS is assumed to have a single antenna. A single
antenna PU is assumed to be located randomly within the coverage area of the
SBS.

It is assumed that the SBS and RSs at each of the femto cells are coordinated
in such a way that either a RS or a BS or both of them, can provide service to
the SUs. Since the transmission power of the RS is much less than that of the
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Fig. 2. Conceptual diagram for the proposed model.

BS, it would be preferable to serve the SUs using the RS. However due to the
small coverage area of the RS, it may not be able to serve all of the SUs that lie
within the secondary micro cell. Hence, if it is energy efficient, those SUs that
are not being served by the RS would be served by a combination of the RS
and the SBS. Otherwise they would be served by the SBS alone. This decision
is taken based on the solution to the optimisation problem for the maximisation
of the EE of the overall CRN.

As shown in Fig. 2, ht,0 ∈ C1×KBS and ht,j ∈ C1×KR represent the channel
gains from the SBS to the tth SU and from the jth RS to the tth SU respectively.
The terms gt,0 and g0,0 represent the channel gains from the PBS to the tth

SU and from the PBS to the PU respectively. The terms ĝ0,0 and ĝ0,j represent
the channel gains from the SBS to the PU and from the jth RS to the PU
respectively. A flat fading sub-carrier is considered, as in [5], and the base band
channels are assumed to be perfectly know at both sides of each channel [4]. The
received signal power at the tth SU is given by,

yt = hH
t,0x0 +

R∑

j=1

hH
t,jxj + gH

t,0xp + nt, (1)

where nt is the circularly symmetric complex Gaussian noise with zero mean and
variance σ2

k, R is the number of femto cells (i.e. number of RSs), x0 ∈ CKBS×1,
xj ∈ CKR×1 and xp are the transmitted signals from the SBS, the RS and the
PBS respectively. The transmitted signal can be written as,

xj =
N∑

t=1

wt,jxt,j , j = 0, 1, ...R (2)
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SINRt =
| hH

t,0wt,0 |2 +
∑R

j=1 | hH
t,jwt,j |2

∑N
i=1,i �=t(| hH

t,0wi,0 |2 +
∑R

j=1 | hH
t,jwi,j |2)+ | gH

t,0 |2 +σ2
t

≥ γ̂t (3)

where xt,j is the information transmitted from the SBS or the RS to the tth SU,
wt,j is a beam forming vector where j is the transmitter serving user t with wt,0

∈ CKBS×1 and wt,j ∈ CKR×1

3 Problem Formulation

The objective is to maximize the EE of the overall CRN while satisfying the
QoS requirement of the SUs and the interference constraint of the PU. The QoS
requirement specifies the information rate, in bit/s/Hz, that each user should
achieve. Therefore, it is related to SINR as follows,

log2(1 + SINRt) ≥ γt, (4)
or, SINRt ≥ 2γt − 1 = γ̂t,

where γt is the required QoS of tth SU.
From Eq. (1), the SINR for the tth SU is given by Eq. (3), given at the top

of the page. This is the QoS constraint for the SUs. The interference constraint
for a PU is the sum of the interference from the SBS and the RSs, and is given
by,

ζ0 =
N∑

i=1

| ĝH
0,0wi,0 |2 +

N∑

i=1

R∑

j=1

| ĝH
0,jwi,j |2 . (5)

With the SU interference limit denoted by ζ, this can be rewritten as,

ζ0 =
N∑

i=1

R∑

j=0

| ĝH
0,jwi,j |2≤ ζ. (6)

The total power consumption per sub-carrier C is the sum of the dynamic
power and static power, as shown in Eq. (7),

Ptot = Pdynamic + Pstatic. (7)

The dynamic power depends on the transmitted power and the amplifiers’s inef-
ficiency ρ. The static power depends on the number of the antennas (KBS or
KR) which are used for serving the SUs and the total power dissipation η in
each antenna [5]. The total power is thus given as,

Ptot = (
R∑

j=0

ρj

N∑

i=1

|| wi,j ||2) + (
η0
C

KBS +
R∑

j=1

ηj

C
KR), (8)
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where || wi,j ||2 is the norm-square of wi,j .
The maximum transmitted power has to be bounded. Since each antenna has

its own power amplifier, it is common practice to use the per-antenna constraint
on both the SBS and the RS [3]. Each SBS and RS is thus subject to Lj power
constraints, such that,

N∑

i=1

wH
i,jQj,lwi,j ≤ qj,l, l = 1, 2, .., Lj (9)

where Q0,l ∈ CKBS×KBS ; Qj,l ∈ CKR×KR are the weighting matrices defining
the per antenna power constraints for j = 1, ..., R and are positive semi-definite.
Each antenna is limited by a limit qj,l ≥ 0, where q0,l � qj,l for j = 1, ..., R. The
numerical simulation considers L0 = KBS , Lj = KR and qj,l = qj∀�. Qj,l = 1 at
the lth diagonal element and zero elsewhere [5].

The energy efficiency of the network is defined as the QoS requirement of
each SU per unit of power consumed by the SBS and the RSs. Thus for user t
it is defined as,

EEt =
B log2(1 + SINRt)

Ptot
. (10)

The normalised energy efficiency (with respect to bandwidth B) for each user t
is given by,

EEt =
log2(1 + SINRt)

Ptot
=

log2(1 + γ̂t)
Ptot

. (11)

The objective of this paper is to maximise the EE of the overall network,
thus the total EE of the network is given by,

EE = EE1 + EE2 + ... + EEN , (12)

EE =
N · log2(1 + γ̂)

Ptot
, (13)

where all SUs are assumed to have the same QoS requirement i.e. γ̂1 = γ̂2 =
. . . = γ̂N = γ̂.

Thus, since it can be inferred that w∗Rw = Tr [Rww*] = Tr [RW] and
using Eq. (13) where wH

i,j is replaced with Wi,j [3], the final optimisation prob-
lem is defined as follows,

max
∀w

EE =
N · log2(1 + γ̂)

∑R
j=0 ρj

∑N
i=1 Tr(Wi,j) + (η0

C KBS +
∑R

j=1
ηj

C KR)
, (14)

s.t. log2(1 + SINRt) ≥ γt, ∀t

N∑

i=1

R∑

j=0

| ĝH
0,jwi,j |2≤ ζ,

N∑

i=1

wH
i,jQj,lwi,j ≤ qj,l. ∀j, l
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The objective function can be expressed as,

max
∀w

EE =
1
ψ

=
log2(1 + γ̂)

Ptot
, (15)

where ψ is the new objective function used to maximize the EE.
Eq. (14) above is a non-convex problem and thus needs to be converted into

a convex problem in order to solve it. Since the matrix Wi,j is a correlation
matrix, it is thus necessary to add a constraint to guarantee that it is Hermitian
and positive semi-definite. Thus Eq. (14) reduces to,

min
∀w

ψ, (16)

s.t. ψ · log2(1 + γ̂) ≥
R∑

j=0

ρj

N∑

i=1

Tr(Wi,j) + (
η0
C

KBS +
R∑

j=1

ηj

C
KR),

R∑

j=0

hH
t,j((1 +

1
γ̂t

)Wt,j −
N∑

i=1

Wi,j)ht,j ≥| gt,0 |2 +σ2, ∀t

N∑

i=1

R∑

j=0

ĝH
0,jWi,j ĝ0,j ≤ ζ,

N∑

i=1

Tr
[
Qj,lWi,j

] ≤ qj,l,

Wi,j � 0,

Wi,j = W∗
i,j .

Wi,j is positive semi-definite with rank [Wi,j ] ≤ 1. With an additional constraint
of rank [Wi,j ] = 1 [8], Eq. (16) is an exact equivalent of Eq. (14). Since that
constraint is not included in Eq. (16), it is a relaxed solution for Eq. (14).

4 Numerical Results

Numerical results have been obtained for the scenario shown in Fig. 1. SUs were
randomly distributed in the given area with at least one SU present in each
femto cell. For the sake of simplicity, only one antenna was considered at the
PBS (the results can easily be extended to the multi-antenna case at the PBS).

The solution to the optimisation problem was solved so as to determine the
EE of the system (while adhering to the constraints shown in Eq. (15)). The
channel model from [7] was adopted for ht,j . The parameter values used when
performing the simulations are listed in Table 1 [5].

Simulation results for the case where the number of SUs in the network is
small, i.e. 5, are shown in Fig. 3. The EE when femto cells are employed is
compared to the EE when only a BS is employed (no RS). The EEs of two
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Table 1. Channel Parameters for the numerical results [5].

Parameters Values

Micro cell radius 500 m
Femto cell radius 50 m
Minimum distance between SUs and BS/relays 35m/3.5m
Number of SUs 5 and 12
Number of PU 1
Number of relays 2
Number of antennas at SBS 20 - 100
Number of antennas at relays 0, 1, 2, 3
QoS constraint of SU 2 - 3 bit/s/Hz
Interference Temperature (IT) 0.1 mW

Carrier frequency 2 GHz
Number of sub-carriers 600
Total bandwidth 10 MHz
Sub-carrier bandwidth 15 kHz
Standard deviation of log-normal shadowing 7 dB
Path and penetration loss, distance d (km), (Micro Cell) 148.1 + 37.6 log10(d) dB
Path and penetration loss, distance d (km), (Femto Cell) 127 + 30 log10(d) dB
Noise variance -127 dBm
Noise figure 5 dB

Power amplifier efficiency
- Micro BS 0.388
- Relay 0.052
Circuit power per antenna
- Micro BS 66 mW
- Relay 0.08 mW
Per antenna constraints
- micro BS 189 mW
- Relay 25.6 mW

different levels of QoS are also compared. When the number of SUs is small and
their QoS requirements are low it is not very beneficial to use more antennas
for the femto cells. When the QoS requirement of the SUs is 2 bit/s/Hz, the
improvement in EE for 1 antenna per RS, 2 antennas per RS and 3 antennas
per RS is almost identical. The case when the QoS requirement is 3 bit/s/Hz, is
similar.

From the plot it is evident that when the number of antennas at the SBS
is small (KBS < 30) the EE increases with the number of SBS antennas and is
also higher when femto cells are employed. The extent to which EE is improved
by the use of femto cells is dependant on the QoS requirement of the SUs. For
the scenario where KBS = 30 antennas, a femto cell with three antennas is
employed and the QoS requirement of the SUs is 2 bit/s/Hz (shown by the
dashed lines), there is a 0.149 b/s/Hz/W improvement in EE. However, there
is a 0.425 b/s/Hz/W improvement when the QoS requirement is 3 bit/s/Hz
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Fig. 3. Total energy efficiency of each BS when 5 SUs were considered (solid line: QoS
of 3 bit/s/Hz; dashed line: QoS of 2 bit/s/Hz).

(shown by the solid lines). This improvement in EE is due to improved energy
focusing, as a consequence of the large number of antennas used at the SBS, and
also because the power gain due to a decrease in dynamic power is larger than
the gain due to an increase in static power (caused by the addition of antennas).

When the number of antennas at the SBS becomes large (KBS > 30) the
improvement in EE begins to decrease and there is no further improvement to be
gained by the addition of more antennas at the SBS, since the EE improvement
steadily decreases due to an increase in the static power. Furthermore, the gain
obtained from the deployment of femto cells, when compared to the case where no
femto cells were deployed, becomes more distinguished as the QoS requirement
of the SUs increases.

When no femto cells are employed, there is also an initial improvement in
EE with the addition of antennas at the SBS. However, the improvement begins
to decrease when KBS > 30 for a QoS of 2 bit/s/Hz and when KBS > 50 for a
QoS of 3 bit/s/Hz.

Fig. 4 shows the energy efficiency of the system when the number of SUs is
increased to 12. When no femto cells are deployed and when the SU QoS require-
ment is 2 bit/s/Hz (shown by the dashed line), then there is an improvement
in EE when KBS < 80 antennas, after which the gain in EE remains almost
constant. When the QoS requirement increases to 3 bit/s/Hz, there is a con-
tinuous improvement in EE with an increment in the number of antennas at
the SBS. When femto cells are deployed for the same scenario, the gain in EE
increases with an increase in the number of femto cell antennas. This is due to
a decrease in the propagation loss as a result of the use of femto cells, as well
as an improvement in energy focusing due to the larger number of antennas.
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Fig. 4. Total energy efficiency of each station when 12 SUs are considered (solid line:
Qos of 3 bit/s/Hz; dashed line: Qos of 2 bit/s/Hz).

The rate at which EE decreases, after the addition of a certain number of SBS
antennas, varies according the SU QoS requirement. Similar to the 5 SUs case,
the improvement in EE is larger for the higher QoS requirement.

The corresponding interferences per sub-carrier are listed in Table 2. It can
be seen that the interference experienced by the PU, due to the SUs, decreases
remarkably (by 22.2 %, from -10 dBm to -12.22 dBm) with the addition of
femto cells. The result shows constant interference irrespective of the number of
antennas used at either micro BS or femto cell. This is due to the fact that in
the case of a micro BS, the problem is formulated according to the interference
temperature (IT) limit. Thus, for a given IT (in this case 0.1 mW) the micro BS
minimises its transmit power. For the case where femto cells are added to the
network there is neither an increase nor a decrease in the interference experienced
by the PU, since the PUs are located outside of the coverage of area of the RS.
However, since the addition of femto cells divides the SUs into a micro BS region
and a RS region, the number of users to be served by the BS is decreased; thereby
decreasing the total interference to the PU. This result suggests that there would
be a drastic decrease in the interference experienced by the PU if more users are
served by the RS.

Table 2. Total interference to PU from each station (12 SUs with IT=0.1 mW).

Scenario No RS KR = 1 KR = 2 KR = 3

ζ0 (dBm) -10.00 -12.22 -12.22 -12.22
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Fig. 5. Number of SUs served by different base stations and QoS requirements.

Fig 5 shows how the SUs are served by the different base stations. It explains
the nature of the curves in Fig. 3 and Fig. 4. For the case of five SUs, when the
QoS requirement is 2 bit/s/Hz, three SUs are served by the micro SBS and two
SUs are served by the RS. When the QoS requirement is 3 bit/s/Hz, two SUs are
served by the micro SBS, two SUs by the femto RS and the rest of the SUs by a
combination of both. This suggests that when the SU QoS requirement increases
it would be beneficial to serve the SUs using a combination of the SBS and the
RS. Since the SUs are served in an efficient way, the rate at which EE decreases,
after 40 antennas are added to the SBS, is similar for both QoS requirement
scenarios. For the 12 SU case, when the QoS requirement is 2 bit/s/Hz, nine
SUs are served by the micro BS, two SUs are served by the RS and one SU is
served by both. When the QoS requirement of the SUs is 3 bit/s/Hz, eight SUs
are served by the micro BS, two SUs are served by RS and two SUs are served
by both.

5 Conclusion

From the results obtained it can be concluded that the gain in EE, obtained
from the deployment of femto cells, decreases as the number of antennas at
the SBS increases (when the number of SUs in the network is small). Thus,
when the SU QoS requirement is small, the gain in EE is almost negligible
when a large number of antennas is used at the SBS. The benefit of deploying
femto cells becomes more pronounced as the number of SUs in the network
increases, as well as when the SU QoS requirements are increased. Similarly,
when the number of SUs and/or the network SU QoS requirements increase, it
becomes more beneficial to increase the number of antennas at the femto cell RS.
Irrespective of the number of SUs, the EE increases when the QoS requirement
of the SUs increases. Massive MIMO is thus an effective approach for increasing
the EE at the BS, for the case when the CRN needs to support a large number
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of users with a high QoS requirement. Furthermore, the inclusion of femto cells
within the larger cell not only increases EE drastically, but also reduces the
interference experienced by the PU. The coordinated secondary BS and RSs act
in a cordial way to serve the SUs that produce the least interference to the PU,
while still satisfying the SU QoS requirements.

In future work, small cell access points can be included within the micro cell
to improve the performance of the CRN.
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Abstract. The explosion of mobile applications, wireless data traffic and their 
increasing integration in many aspects of everyday life has raised the need of 
deploying mobile networks that can support exponentially increasing wireless 
data traffic. In this paper, we present a Hybrid Satellite Terrestrial network, 
which achieves higher data rate and lower power consumption in comparison 
with the current LTE and LTE-Advanced cellular architectures. Furthermore, 
we present a feasibility study of the proposed architecture, in terms of its com-
pliance with the technical specifications in the current standards. 

Keywords: Hybrid satellite terrestrial · 5G · Control and user plane separated 

1 Introduction 

The increasing demand for data in mobile communication networks has resulted in 
the need for developing sufficient and advanced network infrastructures to support 
higher capacity and data rate. The forecasts in [1] shows that by 2018 the mobile data 
traffic will be 6.3 times higher than it was in 2013. In addition to this, the global CO2 
emissions of the mobile communications sector are expected to rise to 178 Megatons 
in 2020 [2]. Consequently, alternative approaches in the design and operation of fu-
ture mobile networks are being investigated. The concept under investigation in this 
paper is the separation of the control (C)-plane and the user (U)-plane in the Radio 
Access Network (RAN). The C-plane provides ubiquitous coverage via the macro 
cells at low frequency band. On the other hand, the U-plane functionality is provided 
by the small/data cells at a higher frequency band, such as 3.5, 5, 10 GHz, where new 
licensed spectrum is expected to be available for future use. The use of such bands for 
small cells can lead to a significant increase in capacity, since they can offer band-
width up to 100 MHz [3]. Likewise, cross-tier interference is avoided by operating the 
macro and small cells on separate frequency bands, thus leading to improvement in 
spectral efficiency. The C-plane and U-plane are not necessarily handled by the same 
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node and are separated. Consequently, this gives the network operators more flexibili-
ty, since the C-plane (control/macro cells) manages UEs connectivity and mobility 
[4]. The separated plane architecture also enables reduction in energy consumption as 
it leads to longer data cell sleep periods due to their on demand activation [5], [6]. 
Furthermore, base station (BS) cooperation in the U-plane can be done more effec-
tively since control signalling can be performed through a separate wireless path. 

In this paper, a hybrid satellite terrestrial network architecture is presented, where a 
satellite is deployed to provide C-plane functionality, while femtocells are deployed 
to provide U-plane functionality. The operating frequency band for the satellite is 
considered to be L-band (1-2 GHz), as proposed in Inmarsat’s BGAN system [7]. 
Satellites have cognitive capability, i.e. real-time intelligence which can be used to 
maximise the utilisation of available radio resources and to improve link performance. 
Such intelligence includes knowledge of the location of UEs and femtocells within its 
coverage, which enables associating UEs to the most suitable femtocells. In general, 
satellites offer much wider spatial coverage compared to macro BSs. A typical satel-
lite can offer control signalling to a whole country, thus leading to significant reduc-
tion in physical infrastructure and maintenance cost, when compared with using the 
latter for control signalling. The feasibility of the proposed network architecture is 
based on the “dual connectivity” feature, which enables the simultaneous transmission 
of the U-plane and the C-plane by different nodes. 

The purpose of this paper is to present the hybrid architecture, and compare it with 
existing cellular technologies, for a variety of scenarios, as well as to examine the 
compliance of its simulation results with the state of the art cellular standards. The 
rest of the paper is organised as follows. In section 2, the definition of the hybrid sa-
tellite terrestrial network architecture is presented, by defining the functions of the 
network elements. Section 3 describes the techniques applied in the hybrid network to 
achieve an effective resource utilisation at the terrestrial and satellite parts. In  
section 4, the details and the assumptions of the network simulations are presented. In 
section 5, a performance comparison between LTE, LTE-Advanced and the Hybrid 
architecture is made for different scenarios. In section 6, the compliance of the per-
formance results with the current 4G standards is investigated and the suggestions to 
be taken into consideration in the promising 5G cellular standards are also presented. 
Finally section 7 concludes this paper. 

2 Network Architecture 

The International Telecommunication Union (ITU) defines a “hybrid satellite terre-
strial system” as the one that employs satellite and terrestrial components that are 
interconnected, but operate independently of each other [8]. In such systems, the sa-
tellite and terrestrial components use separate network management systems and can 
operate in different frequency bands. An illustration of the proposed Hybrid network 
is shown in Figure 1, where the UE is operating in dual mode, communicating  
simultaneously both with the satellite and the eNBs. 
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Fig. 1. Hybrid Satellite Terrestrial Architecture 

From a higher level architectural point of view, as the satellite can provide cover-
age to the whole terrestrial network, it is used as a Home Subscriber Server (HSS) 
entity, carrying detailed information about the subscribers. In addition, since the satel-
lite can communicate with the backbone network, such as the Serving Gateway  
(S-GW), for both data and signalling purposes, it can also serve as a Mobility Man-
agement Entity (MME), which is responsible for the mobility management of the 
users. 

The terrestrial part of the network consists of femtocells/eNBs that are intercon-
nected with fibre optics network. In addition, fibre optics is also used for the connec-
tions between the eNBs and the backbone network. This assumption enables reliable 
and fast data transfer among the terrestrial network elements, which minimises trans-
mission errors and latency.  

The reason for having two paths for the C-plane communication is that for some 
User Equipment (UE) activities, signalling from both the U-plane (eNB) and the  
C-plane (satellite) are required for successful operation. For example, power coordi-
nation and handover procedures require accurate measurement, which cannot be pro-
vided through the satellite channel due to high latency. Hence, cooperation of both 
data and signalling planes is essential for the smooth UE operation.  

3 Resource Utilisation 

The main advantage of separating the C-plane from the U-plane in cellular networks 
is the ability to replace part of the resources reserved for the signalling of the U-plane, 
with actual data. In general, the complete separation of the two planes is not possible, 
due to the fact that some of the C-plane functionalities have to be in the U-plane to 
support the reliability of the actual data transmission. In that sense, part of the Down-
link Control Information (DCI) needs to occupy some of the available physical  
resources reserved for data transmission. 
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Fig. 2. Percentage usage of REs in the U-plane for the 3 architectures 

 
Fig. 3. Percentage usage of REs in the C-plane 

The information that each physical channel needs to carry, is related to the occu-
pied physical resources in the Orthogonal Frequency Division Multiplexing (OFDM) 
resource grid. These physical resources are called Resource Elements (REs).  

In general, from the total available resources in an OFDM resource grid, 25% is 
occupied by the C-plane and 75% by the U-plane [9]. Regarding the U-plane (terre-
strial) communication of the hybrid network, one of the C-plane signalling channels 
that must be used to support data transfer is the Physical Hybrid ARQ Indicator 
Channel (PHICH), which is responsible for providing ARQ acknowledgements [10]. 
Since the reliability of the useful data transfer is also based on a variety of upper layer 
protocols, it is possible to loosen the acknowledgment restrictions and reduce the 
resources reserved for the PHICH by a factor of 1/6 (from what was suggested in 
Release 8 LTE Resource Grid). By doing so, it is possible to substitute the rest 5/6 of 
the REs used for PHICH with actual data. In Figure 2, a comparison between the 
number of REs used for the U-plane in LTE, LTE-Advanced and the hybrid architec-
ture is presented. The figure shows that about 1.7% reduction in the U-plane control 
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signalling is achieved by separating the C-plane from the U-plane in LTE-Advanced 
as compared in LTE. Furthermore, the hybrid architecture can offer about 8.3% re-
duction in the U-plane control signalling, as compared to LTE, due to the reduction in 
the number of REs used for PHICH. 

The following assumptions are made regarding the resources reserved for the con-
trol signalling of the C-plane in the hybrid architecture: a) Since the Reference Sig-
nals (RSs) are closely related with the number of antennas used in the system, and 
since the C-plane is responsible for low data rate communication, by deploying a 
single beam (single antenna) satellite it is possible to reduce the number of REs re-
served for the RSs. b) In addition to that, since the serving satellite is used as an 
HSS/MME, it contains information about all the UEs. Furthermore, since the UEs 
communicate with the same satellite, part of the transmitted control information re-
mains the same. Consequently, it is possible to reduce the transmission of the Primary 
and Secondary Synchronisation Channels (PSS and SSS) by 50% of the time.  
By doing so, as it can be seen in Figure 3, the resources reserved for the control in-
formation of the C-plane are further reduced thus, occupying less bandwidth on the 
satellite. 

4 Network Simulations 

In order to provide the performance results of the proposed network, a case study of 
providing high speed data coverage to the whole UK area was simulated in Matlab. 
For the calculation of the satellite’s power consumption, the formula of the Friis equa-
tion was used, 

 
(1) 

considering Gt =10dB and Gr =1.5dB as the typical antenna gains of the transmitter 
and receiver respectively, Pr = -80 dBm for the minimum receive power, λ the wave-
length, and d the distance of the satellite orbit from the earth user (36,000 km for 
GEO and 800 km for LEO). In addition, the same equation was used to calculate the 
power consumption of the terrestrial part of the network, assuming as total eNBs’ 
power needs, the sum of power required for pure wireless transmission needs between 
each active eNB and its edge serving user. The assumption made for the terrestrial 
part was that each femtocell/eNB could serve an area with radius Rfemto = 10m  and 
each Macro BS (used for signaling in LTE-Advanced), could serve an area with ra-
dius Rmacro = 5km. Moreover, for the calculation of the capacity provided per km2 , the 
Shannon’s capacity law was used  
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, (2) 

where B = 20 MHz the available bandwidth per cell, No = -174 dBm/Hz the noise 
spectral density and Io the interference produced by the neighboring active eNBs as-
suming that the requirement of having and existing line-of-sight (LOS) path between 
the UE and the satellite is satisfied. 

5 Network Performance and Comparison Between Different 
Scenarios 

In this section, a comparison of the proposed architecture with LTE and LTE-
Advanced has been done for different scenarios. Initially, since the satellite is exclu-
sively responsible for providing the C-plane functions, the overall performance of the 
hybrid network is mainly based on the selection of satellite orbit. The performance 
specifications of a Geostationary Earth Orbit (GEO) satellite and a Low Earth Orbit 
(LEO) satellite are presented in Table 1. As it can be seen, a LEO satellite constella-
tion presents better performance in terms of power consumption and latency of signal 
transmission, compared with a GEO satellite. However, the latter offers wider cover-
age and less capital and operating expenditures (CAPEX and OPEX), which is a topic 
beyond the scope of this paper, since a single GEO satellite can provide coverage 
even to a whole continent. Furthermore, the inter-satellite handovers that occur in 
LEO constellations increase the C-plane complexity and may also introduce further 
delay in the control functionality,  which are however factors that are not taken into 
consideration in this paper. 

For purely power reduction objectives and in order to substantiate the superiority of 
the hybrid network, a LEO satellite constellation is assumed to be deployed for the  
C-plane functions. The different scenarios simulated, represent three different case stu-
dies. In i) all UEs are active and all eNBs are switched on, in ii) all UEs are active and 2 
out of 25 eNBs/km2 are cooperating to enhance local performance, and in iii) when 13 
out of 25 eNBs/km2 are considered to serve idle users and are switched off.  

In the simulations, 5 UEs per eNB was considered on average and the available 
bandwidth was 20MHz per eNB. In addition, the coverage radius of each eNBs was 
considered to be 10m. The performance results regarding the U-plane capacity 
achieved per architecture are shown in Table 2 and are illustrated in Figure 4. As it 
can be seen, the hybrid architecture achieves the highest capacity in all scenarios. This 
is a result of the reduction in the resources reserved for the PHICH, as discussed in 
section 3. At this point it is worthy to mention that it is impossible to switch off any of 
the unused or underused eNBs in LTE, because the desired “always connected” beha-
viour of the UEs will be interrupted. 

Regarding the power consumption of the C-plane, only the performance results of 
LTE-A and the Hybrid architecture are presented. Power consumption of LTE is 
omitted due to the fact that it is a non-separated architecture, and the corresponding  

_ 2
0 0

log (1 )r
per user

P
C B

N B I
= +

+



 Hybrid Cognitive Satellite Terrestrial Coverage 529 

C and U-planes are transmitted simultaneously, by the same eNB. As a result, the 
power consumption of the C-plane and U-plane are the same. In Table 3, the C-plane 
power consumption for the separation architectures is presented. As it can be seen, for 
all the scenarios, the hybrid architecture consumes the least power for wireless signal 
transmission in terms of mW/km2

. In Table 4, the power consumption for wireless 
transmission purposes of the network as a whole is illustrated (C-plane and U-plane) 
and a comparison of the different scenarios is presented in Figure 5. As it was ex-
pected, the power consumption of a separated architecture is higher than the power 
consumption of a non-separated architecture. This is due to the fact that in a separated 
architecture, umbrella coverage network elements are set on top of the already exist-
ing network infrastructure for providing the C-plane functions and thus, their power 
consumption has to be added to the network’s total power consumption. However, the 
results in scenario iii, which represents the non- peak traffic hours of the network, 
show that the power consumption of the hybrid network can be less, compared with 
both LTE-Advanced and LTE. This shows that the proposed architecture represents a 
strong candidate for future mobile energy efficient technologies. 

Table 1. Specifications of Different Satellite Deployment Scenarios. 

Satellite 
Orbit 

Power 
Consumption 

[mW/km2] 

Earth to satellite 
transmission 
dalay [ms] 

RRC_IDLE to 
RRC_CONNECTE

D delay [ms] 
GEO at 

36,000 km 
119.71 120 800 

LEO at 800 
km 

0.059116 2.6 280.8 

Table 2. U-Plane Capacity per Architecture. 

Technology U-plane capacity [Gbps/km2] 
 Scenario i Scenario ii Scenario iii 

LTE 357.95 359.06 N/A 

LTE-A 358.81 359.92 357.94 

Hybrid 363.3 364.42 362.42 

Table 3. Power Consumption of the C-Plane 

C-plane  C-plane power consumption [mW/km2] 
 Scenario i Scenario ii Scenario iii 

LTE-A 
deploying 5km  

macro BSs 
0.061459 0.061534 0.062457 

LEO satellite 
(800km) 

0.059116 0.059116 0.059116 

GEO satellite 
(36,000km) 

119.71      119.71  119.71 
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Table 4. Power Consumption of the Whole Network 

Technology Total network’s power consumption [mW/km2] 
 Scenario i Scenario ii Scenario iii 

LTE 12.112 12.163 N/A 

LTE-A 12.173 12.224 11.988 
Hybrid with 
LEO satellite 

12.171 12.222 11.986 

Hybrid with 
GEO satellite 

131.822 131.873 131.673 

 

 

Fig. 4. Capacity per architecture 

 

Fig. 5. Power consumption of each network 
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6 Compliance of the Proposed Hybrid Architecture with 4G 
Cellular Standards 

The performance requirements for a mobile technology to be considered as 4G or 
beyond 4G, must comply with the requirements of the International Mobile Tele-
communication (IMT) Advanced standard. These requirements suggest that the aver-
age spectral efficiency must be greater than 2.2 bits/s/Hz, and also the C-plane latency 
for the transmission from RRC_IDLE to RRC_CONNECTED state, must be less than 
100msec [11]. 

Through simulating the network with the specifications described in section 4, the 
Hybrid network architecture achieves 2.85 bits/s/Hz, considering femtocells with 10m 
radius that serve on average 5 UEs per cell. Regarding the C-plane latency, as it was 
also discussed in Section 5, the deployment of a GEO satellite results in C-plane la-
tency of 800 ms and the deployment of LEO satellite in 280.8 ms. Of course both 
results are not compliant with the IMT-Advanced requirements however, they can be 
considered as a suggestion in the development of future cellular technologies, such as 
the promising 5G. In that sense, in order to allow the deployment of such technologies 
in future mobile standards, it is suggested to loosen the above C-plane restriction to 
800 ms for GEO or 300ms for LEO satellites. It is worthy to mention, that such a 
delay in the states’ transition, occurs due to the fact that the state of the art satellite 
network architectures may not be capable of processing large amounts of data (as the 
ones discussed in this paper), retransmitting them to the backhaul network for further 
process. However, extensive research is being made on advanced satellite network 
architectures that will be capable of high speed data processing without retransmis-
sion, fact that will enable future network architectures, as the one proposed in this 
paper, to be implemented offering gigabit end user services. Integrating such ad-
vanced satellite payloads in the proposed architecture, it will definitely meet the IMT-
Advanced latency specifications. 

In addition to the above mentioned requirements, it is also useful, to present a 
comparison of the hybrid network’s performance regarding the LTE-Timers. The 
most important of them are: T300; T301 and T310, which indicate the maximum 
delay for a connection establishment and re-establishment request, as well as for 
physical layer problems. The possible values according to LTE-Advanced are within 
the ranges [400-8000] ms for T300 and T301, and [50-2000] ms for T310. Hence, 
according to the limitations in the wireless signal processing, the single return through 
the satellite signal transmission has an average delay of 500ms for GEO and 25 ms for 
LEO satellites, which fit within the LTE-Timer range. Furthermore, the values also 
imply that even if a transmission fails, it is possible to retransmit the desired signal 
before the expiration of the timer. 

7 Conclusion 

The proposed Hybrid Satellite Terrestrial architecture gives encouraging results  
towards its consideration for possible deployment in future mobile networks.  
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The hybrid architecture, compared with state of the art technologies, gives the highest 
capacity per square meter and the lowest power consumption per square meter for 
wireless transmission purposes. Moreover,  the technical specifications of the pro-
posed architecture complies with the 4G standards. The spectral efficiency and the 
transmission delay meet the requirements of IMT-Advanced and the LTE-Advanced 
timers, respectively. The delay that occurs in the state transmission between the 
RRC_IDLE and the RRC_CONNECTED state, does not meet the C-plane delay re-
quirements suggested from IMT-Advanced. However, this issue provides a design 
drive for satellites to minimize the latency beyond the theoretical bound as much as 
possible and enable such hybrid architectures to be deployed in future mobile  
standards. 

Regarding the technical specifications of the satellite part to meet the bandwidth 
and data rate specifications for the transition from the current existing technologies to 
the suggested network architecture, there are already deployed mobile satellite sys-
tems can provide enhanced broadband capabilities and services. One of such is Inmar-
sat’s Global Xpress system, which offers seamless worldwide coverage with ad-
vanced data rates up to 50Mbps [12]. In that sense, the UE convenience will be easier 
to be achieved.  

As a final comment, the feasibility of the proposed architecture was based on the 
technical specification derived from the simulations made. Of course the issues of 
CAPEX and OPEX definitely play an important role for the realistic implementation 
of the Hybrid network, as well as for its comparison with the existing technologies. 
Assuming that for the U-plane, the same optical fiber network is going to be used for 
the interconnection among the femtocells/eNBs for each separation architecture, the 
investigation of the network’s cost mainly focuses on the C-plane implementation.  
However, in case of such a study, the results have to be derived considering the whole 
lifecycle of the network, since by deploying a satellite, the maintenance cost of the  
C-plane is nowhere near the maintenance cost of the macro BSs network used in 
LTE-Advance. 
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Abstract. In this paper,wepropose an energy-efficient interference align-
ment (IA) based resource management algorithm for multi-input multi-
output (MIMO) orthogonal frequency division multiplexing (OFDM)
cognitive radio (CR) systems. The proposed algorithm provides the
secondary users (SUs) with the opportunity for underlay sharing of the
primary system spectrum. The proposed algorithm ensures the quality-of-
service (QoS) of the primary system by guaranteeing the minimum trans-
mission rate. The problem is formulated as a mixed-integer non-convex
optimization problem, inwhich the objective is tomaximize the energy effi-
ciency, and the constraints are the per-user power budget and QoS demand
of theprimary system.To tacklemixed-integer andnon-convexitynature of
the problem, we propose a sub-optimal energy-efficient algorithm through
two successive steps. The first step schedules the subcarriers among the
SUs based on IA while the second step iteratively allocates the power based
on Dinkelbach’s scheme. Simulations reveal that the proposed algorithm
achieves significant improvement in the energy efficiency compared to the
traditional spectrum-efficient algorithm.

Keywords: Cognitive radio · Interference alignment · Resource
allocation · Energy efficiency · MIMO · OFDM

1 Introduction

Cognitive radio (CR) is considered as a promising technology that overcomes
the scarcity and the underutilization of the spectrum [1]. In this context, the
secondary users (SUs) are allowed to share the same spectrum bands with the
primary users (PUs) provided that the quality of service (QoS) of the PUs is guar-
anteed. Recently, interference alinement (IA) is merged with CR as an efficient
interference management technique in order to achieve optimal utilization of the
system resources. IA is a cooperative transmission approach that achieves an opti-
mal sum-rate for K-user interference channels at high signal-to-noise-ratio (SNR).
IA is performed by aligning the interference signals from the undesired transmit-
ters in certain subspaces, termed as interference subspaces, and the desired signal
in the other subspaces, termed as interference-free subspaces [2],[3].
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 534–546, 2015.
DOI: 10.1007/978-3-319-24540-9 44
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Energy efficiency gains much of interest nowadays due to the rapidly increas-
ing cost of energy [4,5]. The ever-increasing data-rate demands require energy-
efficient transmissions in order to prolong the battery lifetime of wireless devices.
However, energy-efficient based IA resource allocation in multi-input multi-
output (MIMO) CR systems is rarely addressed in the literature, where many
research works considered the problem of IA based resource allocation in MIMO
CR systems aiming at maximizing the spectral efficiency of CR systems [6–9]. In
this regards, the work in [10] proposed energy-efficient resource allocation based
on IA in CR systems. Nevertheless, this work is focused only on narrow-band
CR systems in addition to that it is restricted to a limited number of SUs.

In this work, we investigate energy-efficient resource allocation algorithm
based on IA technique in dense MIMO orthogonal frequency division multiplex-
ing (OFDM) CR systems. Resource management problem is formulated on the
base of IA in order to enable the SUs to underlay the primary system spectrum.
The proposed algorithm satisfies the QoS of the PU by guaranteeing the min-
imum transmission rate of the PU. In problem formulation, each subcarrier is
assigned to a feasible number of SUs in order to meet IA feasibility conditions.
The resource allocation problem is formulated as a mixed-integer non-convex
optimization problem. To tackle the mixed-integer and non-convexity nature of
the problem, a sub-optimal energy-efficient algorithm is proposed through two
steps. First step assigns each subcarrier to a feasible number of SUs while the
second step allocates the power among all subcarriers and all users.

2 System Model

In this model, K transmitter-receiver pairs are assumed, where a cognitive radio
system with K − 1 pairs of SUs is coexisted with a single-user broadband pri-
mary system. All the K nodes are equipped with MT transmit antennas and
MR receive antennas. User 1 refers to the PU that occupies a bandwidth of B
Hertz divided into N subcarriers. Each subcarrier has a bandwidth W = B/N
Hertz. Underlay spectrum sharing is assumed through this work, where the SUs
guarantee the QoS of the PU. In order to accomplish co-channel interference
free transmission, IA is applied to give the opportunity for the different SUs
to share the CR spectrum with optimal interference management. Due to the
frequency orthogonality of OFDM systems, MIMO IA can be applied indepen-
dently on each subcarrier as a combination of linear precoder at the transmitter
and interference suppression decoder at the receiver [3]. Therefore, we model
the system focusing on a specific subcarrier n. For the nth subcarrier, the D
symbol data streams xn

k are precoded at the kth transmitter using a unitary
matrix Vn

k ∈ C
MT ×D. This precoder aligns the desired data at its own receiver

in the interference-free subspace while the interference signals from other SU
transmitters are aligned at the interference subspace [2,11]. With perfect chan-
nel knowledge, the received signal at the kth receiver on the nth subcarrier is
written as
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yn
k = Un
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HHn

kkV
n
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n
k +

K∑

j=1,j �=k

Un
k
HHn

kjV
n
j x

n
j + Un

k
Hzn

k , (1)

where Un
k ∈ C

MR×D is a unitary linear interference suppression matrix applied
at the kth receiver, and Hn

kj ∈ C
MR×MT denotes the channel frequency response

between jth transmitter and kth receiver. zn
k ∈ C

MR×1 is the zero mean unit
variance circularly symmetric additive white Gaussian noise (AWGN) vector
with variance σ2 at the kth receiver.

In IA, the interference can be totally nullified when the condition MT +
MR − (K + 1)D ≥ 0 is achieved [12]. The precoder and decoder matrices can
be designed to achieve IA using closed-form solution or other algorithmic meth-
ods as presented in the literature for many cases (e.g. [2,13,14] and references
therein). In feasible IA systems, the interference is concentrated in the inter-
ference subspace, and hence the leakage interference in the desired subspace is
trivial [15]. Accordingly, the received signal in (1) becomes

yn
k = Un

k
HHn

kkV
n
kx

n
k + Un

k
Hzn

k . (2)

The total sum-rate of the CR system in addition to the PU is expressed as [13]

R =
N∑
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log2
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∣
∣
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where Sn
k ∈ R

D×D is the input covariance matrix of the kth user on the nth sub-
carrier, and hence the transmitted power by the kth user over the nth subcarrier
is Pn

k = Tr (Sn
k ). Since Un

k
HHn

kkV
n
k is considered as the effective channel and has

a rank of D, the sum-rate in (3) can be formulated using spectral decomposition
into

R =
N∑

n=1

K∑

k=1

D∑

d=1

log2

⎛

⎝1 +
Pn

k,dλd

(
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k
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kkV
n
k

)

σ2

⎞

⎠ , (4)

where Pn
k,d is the allocated power to the dth data stream at the kth user on

the nth subcarrier and λd

(
Un

k
HHn

kkV
n
k

)
is the dth eigenvalue of Un

k
HHn

kkV
n
k .

Further, we denote λd

(
Un

k
HHn

kkV
n
k

)
as λn

k,d.

3 Problem Formulation

The energy efficiency is defined as the amount of information being transmitted
in one Hertz per Joule energy consumption (bits/Hz/Joule). Our objective is
to maximize the energy efficiency of the system while the QoS of the PU is
guaranteed. The QoS of the PU is guaranteed as the minimum transmission
rate, which is described as

N∑

n=1

D∑

d=1

log2

(

1 +
Pn
1,dλ

n
1,d

σ2

)

≥ RQ, (5)
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where RQ is the minimum transmission rate that should be guaranteed to achieve
the required QoS.

In this work, the overall power consumption is expressed as

E =
K∑

k=1

N∑

n=1

D∑

d=1

Pn
k,d +

K∑

k=1

(
P k

ct + P k
cr

)
, (6)

where P k
ct and P k

cr are the transmitter-circuit and the receiver-circuit power
consumption for the kth user, respectively [16].

IA allows the SUs to share the spectrum resources simultaneously with the
PU, which increases the degrees-of-freedom of the CR system. Nevertheless,
according to IA feasibility conditions, the number of SUs that is allowed to
share the PU on a given subcarrier is restricted up to a certain number of SUs
written as

Kf =
MT + MR

D
− 2. (7)

Therefore, the formulation of IA based resource management problem should
consider this limitation by scheduling only Kf SUs on a given subcarrier. The
problem can be formulated as

P1 : arg max
P,W

R(P, W)

E(P, W)
=

N∑

n=1

K∑

k=1

D∑

d=1

wn
k log2
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k,dλn
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σ2

)
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)
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)
(8a)

s.t. :
N∑

n=1

wn
1 = N (8b)

N∑

n=1
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d=1

wn
k P n

k,d ≤ Pmax
k ∀k (8c)

P n
k,d � 0, ∀n, k, d (8d)
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1,dλn

1,d

σ2
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≥ RQ (8e)

wn
k ∈ {0, 1} ∀k, n (8f)
K∑

k=2

wn
k = Kf ∀n, (8g)

where P = {Pn
k,d,∀k, n, d} and W = {wn

k = {0, 1},∀k, n} are the power
allocation and user selection indicators, respectively. wn

k is a binary variable
that indicates whether the kth SU is allowed to access the nth subcarrier, where
wn

k = 1 if and only if the nth subcarrier is allocated to the kth SU and 0 implies
otherwise. wn

1 is always 1 since the PU is guaranteed to access all the spectrum
which is satisfied by the constraint (8b). The constraint (8c) represents the kth

user total power constraint Pmax
k , while a positive transmission power at each

antenna is guaranteed by (8d). The constraint (8e) ensures that the QoS of the
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PU as stated in (5). The equality condition
∑K

k=2 wn
k = Kf ensures that any

given subcarrier can be shared by Kf SUs in addition to the PU, where IA
feasibility is accomplished.

4 Sub-optimal Energy-Efficient Algorithm

The optimization problem of P1 is a non-convex and mixed-integer optimiza-
tion problem, which is mostly prohibitive to solve. The non-convexity nature is a
result of the objective function which is the ratio of two functions, and the mixed-
integer nature comes from the integer constraint that is used for SUs scheduling.
Therefore, we propose a sub-optimal scheme in order to solve Problem P1 effi-
ciently with low computational complexity. Firstly, we avoid the mixed-integer
nature of Problem P1 by finding the indicators W using frequency scheduling.
After that, the objective function is simplified using techniques from nonlinear
fractional programming in order to allocate the power among users and sub-
carriers aiming at maximizing the energy efficiency of the system. The detailed
description of the sub-optimal algorithm is provided in the next section.

4.1 Frequency Scheduling

The integer constraint, that is used for user scheduling in (8f), is an obstacle
in tackling the optimization problem. Therefore, frequency scheduling needs to
be performed in case of having a dense CR system, where the number of SUs is
greater than Kf , in order to find W. In this step, we schedule Kf SUs to share
the PU a given subcarrier. This step can overcome the IA feasibility constraint
and guarantees feasible and perfect IA on each subcarrier [17]. The scheduling
operation chooses the SUs with strong direct effective channel since this provides
more power gain to save extra energy.

The description of the scheduling step can be commenced by defining N and
B = {2, ..,K} to be the sets contain all the non-assigned subcarriers and all the
SUs, respectively. Furthermore, define C = {c(1), .., c(NC)} to be the sets of all
possible combinations of Kf SUs, where NC denotes the number of combinations
while c(i) ∈ C refers to the group of users inside the ith combination. The first
element in each group is the PU in addition to the Kf SUs. Each combination
must satisfy that c(i) ⊆ {1,B} and c(i) �= c(j);∀(i �= j). For the nth subcarrier,
the combination selection can be formulated mathematically as

c∗
n = arg max

c(i)

∑

k∈c(i)

∥
∥
∥Un

k
HHn

kkV
n
k

∥
∥
∥

F
, (9)

where the SUs inside this cluster are the only allowed to transmit over that
subcarrier in addition to the PU.

At the beginning of the scheduling algorithm, all the possible combinations
are generated to form C using the SUs in the set B. Afterwards, the subcarriers
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are assigned sequentially to groups, where a given subcarrier, e.g the nth sub-
carrier, is allocated to the combination c∗

n that achieves the scheduling criterion
in (9). After finding c∗

n, the indicator wn
k is set to be 1 for all the SUs in c∗

n and
0 otherwise. The scheme is repeated until allocating all subcarriers among the
clusters. The scheduling procedures are included in Algorithm 1.

4.2 Power Allocation

By means of frequency scheduling, the subcarrier indicators W are already deter-
mined. Therefore, the power allocation problem can be formulated as follows

P2 : arg max
P

R(P)

E(P)
=

N∑

n=1

∑
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log2
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log2
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Hence, the optimization problem P2 is now non-convex quasiconcave fractional
program, where the numerator is concave in Pn

k,d and the denominator is affine
[18]. Since quasiconcave fractional programs share some important properties
with concave programs [19], it is possible to solve concave-convex fractional
programs with many of the standard methods for concave programs.

In this work, the iterative Dinkelbach’s method [20] is deployed to solve the
quasiconcave problem of P2 in a parameterized concave form. Let χ is a compact
set of feasible solutions of the optimization problem, where P ∈ χ. The following
objective function

arg max
P∈χ

R(P)
E(P)

can be associated using Dinkelbach’s method [20] with the following parametric
concave program

F(λ) = arg max
P∈χ

R(P) − λE(P), (11)

where λ ∈ R is treated as a parameter. It can be shown that F(λ) is convex,
continuous and strictly decreasing in λ [20]. We define λ∗ as the maximum energy
efficiency of the considered system which is given by

λ∗ =
R(P∗)
E(P∗)

= arg max
P∈χ

R(P)
E(P)

. (12)
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According to Dinkelbach’s method [20], we can achieve the maximum energy
efficiency λ∗ when

arg max
P∈χ

R(P) − λ∗E(P) = R(P∗) − λ∗E(P∗) = 0 (13)

for R(P) ≥ 0 and E(P) > 0 [20,21].
In summary, Dinkelbach proposes an iterative method to find increasing val-

ues of feasible λ by solving the parameterized problem

F(λl) = arg max
P∈χ

R(P) − λlE(P), (14)

where λl denotes the lth iteration. The iterative process continues until the
absolute difference value |F(λl)| becomes as small as a pre-specified ε.

Accordingly, Problem P2 is turned into solving a group of convex prob-
lems, which is definitely more manageable. Therefore, for a given λ, Problem P2
becomes

P3 : arg max
P

⎛
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Problem P3 is convex, where the Lagrangian can be written as
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,

where α is the non-negative Lagrange multiplier corresponding to the minimum
PU QoS rate in (15d). The Lagrange multiplier vector μ, which has non-negative
elements μn

k,d∀n, k, d, considers the positive power transmission in (15c). β is the
Lagrange multiplier vector corresponding to the maximum power budget for each
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user in the system as in (15b), which has non-negative elements βk,∀k. After
rearranging the Karush-Kuhn-Tucker (KKT) conditions, we get

Pn
1,d =
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+

, (18)

where [y]+ = max(0, y). These Lagrange multipliers can be solved numerically
using ellipsoid or interior point method.

Remark: At low SNR, Problem P3 may have no solution since the constraint
in (15d) is not feasible to be achieved. To avoid this case, we firstly check if the
constraint in (15d) is feasible or not [10]. This can be satisfied by switching the
SUs into sleep mode and performing power allocation aiming at maximizing the
throughput of the PU as follow

P4 : max
Pn

1,d
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log2
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1,dλ

n
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s.t. :
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1,d ≤ P1 (19b)

Pn
1,d ≥ 0. (19c)

This problem can be efficiently solved using a successive application of the con-
ventional waterfilling concept as follows [22]

P̂n
1,d =

[

ν − σ2

λn
1,d

]+

, (20)

where ν is the waterfilling level. The constraint in (15d) is feasible if and only

if
N∑

n=1

D∑

d=1

log2

(
1 +

P̂n
1,dλn

1,d
σ2

)
≥ RQ . Otherwise, the transmission mode is changed

from IA into single user PU MIMO system as in [10] in order to provide the PU
with the full resources to achieve the maximum throughout.

4.3 The Proposed Algorithm

The proposed energy-efficient IA algorithm for MIMO-OFDM CR systems is
summarized in Algorithm 1. As discussed before, frequency scheduling is per-
formed in order to obtain W∗ as in the steps 1-14. After that, we check whether
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Algorithm 1. Sub-Optimal Energy-Efficient Algorithm
1: Initialize N = {1, 2, .., N}, B = {2, .., K}, the maximum number of iterations L

and the maximum tolerance ε
2: Set λ = 0 and iteration index l = 0
3: Find C
4: n = N (1); (the first element in A)
5: while N is not empty do
6: for all c(i) ∈ C do
7: Find Vn

k and Un
k ; ∀k ∈ c(i)

8: Evaluate ψn =
∑

k∈c(i)

∥∥Un
k
HHn

kkV
n
k
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F

9: end for
10: Choose the set c∗

n such that ψn is maximized
11: Set wn

k = 1 ∀k ∈ c∗
n and 0 otherwise

12: Remove n from N and Set n = n + 1
13: end while
14: Output W∗

15: Switch SUs into sleep mode and solve Problem P4 using (20)

16: if
N∑

n=1

D∑

d=1

log2

(
1 +

P̂n
1,dλn

1,d
σ2

)
≥ RQ then

17: Switch on SUs
18: while Convergence = False and l < L do
19: Solve Problem P3 as in (17) and (18) and obtain Ṕ
20: if R(Ṕ) − λlE(Ṕ) < ε then
21: Convergence = True
22: Return P∗ = Ṕ and λ∗ = R(P∗)

E(P∗)

23: else if ; then

24: Set l = l + 1 and λl = R(Ṕ)

E(Ṕ)

25: Convergence = False
26: end if
27: end while
28: else if ; then
29: Change transmission mode of the PU into single user MIMO and Switch SUs

into sleep mode.
30: end if

the available resources are sufficient to guarantee the minimum QoS rate. When
QoS is guaranteed, the power is allocated by solving a group of convex prob-
lems aiming at finding P∗ as in the steps 17-26. Otherwise, the PU utilizes the
full resources in order to maximize the throughput of the primary system by
changing the transmission mode into single user MIMO system.

5 Simulation Results

In this section, we evaluate the performance of the proposed energy-efficient
resource allocation algorithm using numerical simulations. A PU that occupies
5 MHz bandwidth is assumed, where the number of subcarriers is N = 64. Each
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Fig. 1. Network energy efficiency versus maximum per-user power budget Pmax
k for

different numbers of users.

subcarrier has a bandwidth of 78.128 kHz, and the noise variance is σ2 = −60
dBm. A CR system is assumed to share the PU spectrum based on IA technique.
For all nodes in this scenario, the PU and SUs, are equipped with 2 antennas
MT = MR = 2, and each node sends one data stream. Channel realizations have
been drawn from independent and identically distributed Gaussian distribution
with zero mean and unit variance. The circuit power consumption of the transmit
circuit and receive circuit is assumed to be P k

ct = P k
cr = 32 dBm for all users.

The minimum data-rate requirement for the PU is RQ = 25 Mbits/s. For the
purpose of performance comparison, the following algorithms are considered in
the simulation:

1. EN-EF: Resource management is performed according to the proposed
energy-efficient method as described in Algorithm 1.

2. SP-EF: The resources are allocated aiming at maximizing the spectral effe-
ceincy as described in [9].

Fig. 1 depicts the average system energy efficiency versus the maximum per-
user transmit power budget Pmax

k . At low SNR regime, it can be observed that
the energy efficiency of EN-EF algorithm increases as the maximum per-user
transmit power budget increases until reaching the maximum energy efficiency.
After that, this scheme slightly decreases and converges to a specific energy
efficiency value, where any additional increase in the transmitted power is not
beneficial from energy efficiency point of view. It is noted for EN-EF algorithm
that as the number of users increases the energy efficiency performance gets
more benefit from the multiuser diversity, which is translated to commence an
additional power gain to the system and save energy. On the other side, the
energy efficiency of SP-EF algorithm behaves identical to EN-EF at low SNR
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Fig. 2. Network energy efficiency versus the number of users when per-user power
budget Pmax

k = 10 dBm.

regime while its energy efficiency performance dramatically decreases with the
increase of the maximum per-user transmit power budget since each user uses
the maximum power budget to maximize the sum-rate of the system. It is noted
that the energy efficiency of SP-EF scheme at middle and high SNR regimes
decreases as the number of SUs increases since each user uses its power budget
and, hence, as the number of SUs increases the used power increases. This result
is more clarified in Fig. 2 where this figure presents the energy efficiency of both
schemes with the number of users when per-user power budget Pmax

k = 10 dBm.
It is noted that the energy efficiency of EN-EF scheme increases with the num-
ber of users while SP-EF scheme decreases.

6 Conclusion

In this paper, we propose an energy-efficient resource allocation algorithm for
MIMO-OFDM CR systems that underly a PU. The optimization problem is for-
mulated as a non-convex mixed-integer problem, in which the per-user power
budget and the QoS of the PU are considered. The problem is handled through
two steps. In the first step, frequency scheduling is performed to allocate the sub-
carriers among the SUs. In the second step, the power allocation is considered by
exploiting Dinkelbach’s method, where an iterative power allocation algorithm is
proposed for maximizing the system energy efficiency. Simulations show that the
proposed scheme provides considerable gains on energy efficiency with ensuring
the QoS of the PU.
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Abstract. In standard medium access, transmitters perform spectrum
sensing. Information about concurrent interferers is gained mainly during
this sensing period. Especially during transmission respectively reception
there is a blind gap where transmitter and receiver have limited capa-
bilities to detect interferer. Standard radio receiver devices for IEEE
802.15.4 provide solely data output and no cognitive capabilities. Par-
ticularly mobile interferer create problems when moving gradually into
reception range. First, they create small interference before actually caus-
ing collision later, when approaching. However, small interference is not
yet detectable by todays transceivers. As a solution, we provide a sig-
nal model and an architecture for an extended cognitive IEEE 802.15.4
receiver as a basis for advanced signal processing for interference detec-
tion. The results of our theoretical analysis verify that the received signal
contains signal marks of the interferer and therefore holds more informa-
tion than transmitted data. Our theory is evaluated by simulations and
experiments with a pair of IEEE 802.15.4 transmitter and an extended
cognitive receiver.

Keywords: Spectrum sensing · Interference · Signal model · IEEE
802.15.4

1 Introduction

The number of devices with wireless interfaces increases continuously with
numerous devices operating in the scarce spectrum available for unlicensed ISM
bands. Spectrum utilization in ISM bands is very heterogeneous with many stan-
dards competing within the same frequency range. For 2.4 GHz we have IEEE
802.11 (WLAN), IEEE 802.15.1 (Bluetooth), and IEEE 802.15.4 (in some liter-
ature named Zigbee) suitable for low power and also for mobile devices. In addi-
tion, several proprietary wireless transmissions operate in that frequency range.
Therefore, concurrent transmission with interference occurs regularly. Concur-
rent transmission takes place when at least two wireless transmitters utilize the
same or parts of frequency spectrum and a receiver is in reception range. During
concurrent transmissions signals interfere with each other on the receiver side.

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 549–561, 2015.
DOI: 10.1007/978-3-319-24540-9 45
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Strong interference degrades the performance of a wireless system as transmis-
sion errors occur. With competing devices using the same standard the term
collision is used preferably. Wireless standards like IEEE 802.15.4 apply schemes
like carrier sensing (CS) or collision avoidance (CA) to avoid collisions and inter-
ference [1]. CS is performed prior start of transmission but the transceiver is
“blind” during the transmission itself.

Although this is a general problem for wireless transmissions, we will focus
on a solution for IEEE 802.15.4 within this paper. A pair of standard IEEE
802.15.4 transceivers is not able to detect and identify reliably interference during
transmission and reception. To the best of our knowledge we are the first to
propose a cognitive receiver for IEEE 802.15.4 to enable spectrum awareness
during transmission. The contributions are as follows: We provide a theoretical
analysis of quadrature demodulated signals and interferences. We introduce a
new model for an extension of the physical layer (PHY) of an IEEE 802.15.4
transceiver towards a cognitive receiver. It serves as a basis for future signal
processing capabilities e.g. to enable comprehensive interference detection. We
provide both, simulation and experimental results of our implementation with
GNU Radio. The results of the evaluation show that we have reached a further
step towards a cognitive receiver.

The rest of this article is organized as follows: Section 2 will introduce related
work and demonstrate the need for new approaches. We will analyze the problem
of concurrent interference and its impact as signal marks in the received signal
in Section 3. Section 4 evaluates the theory by simulations. The paper concludes
with a short summary and presents future work in Section 5.

2 Related Work

The goal of our approach is to increase the spectrum awareness during trans-
mission. We will introduce recently published approaches for advanced spectrum
sensing prior to and during an ongoing transmission and discuss it in relation to
our work.

Akyildiz et al. describe in [2] that spectrum sensing is an important require-
ment to exploit unused frequencies. The authors distinguish between in-band
and out-of-band sensing. In contrast to our work in-band sensing in [2] is only
considered prior to transmission. Therefore, a trade-off between sensing and
transmission has to be found in order to gain reasonable interference avoidance
and transmission period. On the other hand out-of-band sensing is able to sense
other frequency bands during an ongoing transmission, but not in the band that
is currently utilized for transmission. A comprehensive summary of spectrum
sensing schemes is given by Yücek and Arslan in [3] and Ariananda et al. in
[4]. The sensing schemes under investigation achieve a variety in performance
and accuracy. Schemes providing more detailed spectrum awareness are usually
more complex and time-consuming. The three most prevalent schemes are energy
detection, cyclostationary feature detection and matched filters. All schemes per-
form sensing prior to a transmission and not during the transmission. To ensure
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spectrum awareness during transmission in all these solutions a third radio for
sensing is required whereas in our approach one pair of transceivers is sufficient.

Another solution to perform spectrum sensing during transmission is coop-
erative spectrums sensing. A survey on cooperative spectrum sensing in order to
increase spectrum awareness is given by Akyildiz et al. in [5]. With cooperation of
multiple and spatially separated sensing devices the spectrum awareness can be
significantly improved. On the other hand this yields in more operational effort
due to multiple sensing devices and additional overhead caused by exchange of
sensing information. Cooperative sensing cannot be implemented with a single
pair of transmitter and receiver.

In the past new approaches for spectrum sensing even during transmission
were introduced. In [6] the authors propose to divide the transmission band into
subbands, whereas a redundant subband is continuously used for spectrum sens-
ing. This reduces bandwidth efficiency as a redundant frequency range with no
data transmission being required. Another approach to achieve spectrum aware-
ness during ongoing transmission is to utilize multicarrier waveforms and to ana-
lyze subcarriers at the receiver. In [7] Farhang-Boroujeny suggests to measure
and to compare the energy of each received subcarrier in order to detect con-
current transmissions. It allows in-band concurrent transmitter detection even
during ongoing transmissions, but requires wideband multicarrier transmission
which is not available for IEEE 802.15.4 devices. As energy detection is proposed,
again it is not possible to identify any specific signal marks from other interferer.
With recent advances in full-duplex wireless communication [8] schemes like
simultaneous transmit-and-sense seem to be achievable in the future. However,
to the best of our knowledge current results have not yet exceeded the status of
preliminary experiments [9] and analytical examination of the advantages [10].
Furthermore, our approach does not require any additional and complex antenna
configuration within transmit and receive path.

In conclusion, several techniques and schemes to provide spectrum awareness
have been introduced in the past. Spectrum sensing schemes prior transmission
provide information about signal marks from interferer only during execution,
but not during subsequent transmission. Spectrum sensing schemes during trans-
mission either require redundant subbands for sensing, multicarrier waveforms
or complex antenna circuitry and configuration. In the following sections, we
will describe how small signal interference changes the received signal and how
to build a radio receiver for IEEE 802.15.4 that receives more than data.

3 Problem and Analysis

As introduced in Section 1 the increasing utilization of wireless systems will result
in a heterogeneous and dynamic radio environment. In such a radio environment
concurrent wireless transmissions using the same frequency range will interfere
with each other. Many of these radio transceivers are mobile today. A mobile
and transmitting transceiver appearing in the scene interferes with small power
first and with closer distance it finally disrupts the transmission of other systems
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and causes collisions. Hence, it is important to detect such interferer reliably in
advance before collisions occur.

Today’s wireless systems like IEEE 802.15.4 [1] transceiver use Carrier Sense
Multiple Access Collision Avoidance (CSMA/CA) among each other in heteroge-
neous radio environment. Transceivers perform carrier sensing (a simple energy
detection) immediately prior to transmission. If no other transmission is detected
during spectrum sensing the transmitter starts its own transmission. After the
receiver has decoded the data frame, it is checked for transmission errors by cal-
culating the cyclic redundancy check (CRC). Occurring bit errors are detected
reliably with CRC but the reason cannot be identified. In conclusion, spectrum
awareness can only be provided during the spectrum sensing period (SS) as illus-
trated in Figure 1 by the white background. During the transmission and recep-
tion there is a “blind gap” illustrated as grey background that we will quantify
in the following. In the IEEE 802.15.4 standard the measurement duration for
carrier sensing is specified to be 128us (measurement duration of 8 symbols [1]
p.54). With maximum transmission duration of 4.2 ms this yields in a spectrum
awareness of only 3% of the total time interval. With minimum transmission
duration (by sending acknowledgement frames) spectrum awareness is increased
to not more than 25% of the total time interval.

Fig. 1. Limited Spectrum Awareness during Transmission

The aim of our work is to show that it is possible to receive more than just
data in order to improve spectrum awareness during transmission. We propose
to analyze the received and demodulated signal of single received frames or even
parts of these frames, for marks of another concurrent interfering signal. Our
theoretical analysis shows that the received signal includes information about
interference occurred during an ongoing transmission. Therefore, we propose to
add cognitive capabilities to the receiver. This is the basis for future work on
signal processing of the received signal. First preliminary results from experi-
ments analyzing the received signal at the receiver and a conceptual hardware
setup are published in [11,12]. Our previous work shows an implementation with
a basic modulation scheme (MSK) and a preliminary study to integrate it into
a standard receiver. The work did not provide a signal model and no theoretical
analysis of the received and demodulated signal.

In our approach we assume that the interfering signal is still not large enough
to cause a collision and transmission errors. This assumption is reasonable as
especially in a heterogeneous environment with mobile devices a radio transceiver
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needs to be very sensitive to concurrent radios to avoid interfering with their
transmissions. It is important to detect the signal of a concurrent radio on an
overlapping frequency band as soon as possible to adapt transmission parame-
ters accordingly in advance of a collision. After this initial explanation we will
describe the digital demodulation process and provide mathematical expressions
for an Offset Quadrature Phase Shift Keying (OQPSK) modulated signal. The
theoretical analysis and model were validated by simulations and experiments
with a real IEEE 802.15.4 radio link. Furthermore, our concept was adapted to
IEEE 802.15.4 transmission without affecting standard compliant data transfer.
For simplicity, the presented mathematical analysis does not consider noise in
the environment. However, the experimental results in 4 show that the analytic
results hold also for noisy signals.

3.1 Quadrature Demodulation of an OQPSK Modulated Signal
with Interference

The Offset Quadrature Phase Shift Keying (OQPSK) signal can be written as [14]:

sOQPSK(t) = ac[mI(t) cos(ωct) + mQ(t) sin(ωct)] (1)

OQPSK utilizes half-sine pulse shaping, mI(t) and mQ(t). Where in-phase (I)
and quadrature component (Q) are misaligned by half a symbol duration. The
demodulation of such a OQPSK signal with a quadrature demodulator follows
several stages as depicted in Figure 2. Equation (2) to (4) show the result of each
stage in detail. First, the received OQPSK modulated and real signal srecO(t) is
converted with Hilbert transform into a complex signal SrecO(t).

SrecO(t) = ac[mI(t) cos(ωct) + jmQ(t) sin(ωct)] (2)

Second, the complex signal is quadrature demodulated, resulting in SO(t).

SO(t) =Srec(t) × e−jωct

=ac[mI(t) cos(ωct) + jmQ(t) sin(ωct)]
× [cos(ωct) − j sin(ωct)]

=ac[mQ(t) + (mI(t) − mQ(t)) cos2(ωct)
︸ ︷︷ ︸

ISO(t)

+ j (mQ(t) − mI(t)) cos(ωct) sin(ωct)
︸ ︷︷ ︸

QSO(t)

]

(3)

Third, the phase angle of the demodulated signal ϕ(t) is determined with
arc tangent function. Finally, bit decision is made based on the determined
phase angle ϕ(t).

ϕ(t) = arctan
(

Qs(t)
Is(t)

)

(4)
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Fig. 2. Limited Spectrum Awareness during Transmission

Fig. 3. Reception of a transmitted signal with superimposed interference from a
concurrent transmitter

If another concurrent radio signal i(t) interferes with the transmitted OQPSK
modulated signal sOQPSK(t), it is superimposed as shown in (5) and Figure 3.

srecOI(t) = sOQPSK(t) + i(t) (5)

With concurrent transmission, (2) and (3) are extended by additional compo-
nents (Interference) as shown in (6) and (7). Ŝ and Î are the Hilbert trans-
formed signal components of the OQPSK and the interfering signal.

SrecOI(t) = [SOQPSK(t) + I(t)] + j[ŜOQPSK(t) + Î(t)] (6)

SOI(t) =Srec(t) × e−jωct

=SOQPSK(t) × e−jωct + I(t) × e−jωct

=

⎡

⎢
⎣ ISoqpsk(t)

︸ ︷︷ ︸
OQPSK only

+ I(t) cos(ωct) + Î(t) sin(ωct︸ ︷︷ ︸
Interference

)

⎤

⎥
⎦

︸ ︷︷ ︸
ISOI(t)

+j
[
QSoqpsk(t) − I(t) sin(ωct) + Î(t) cos(ωct)

]

︸ ︷︷ ︸
QSOI(t)

(7)

Finally, inserting the corresponding Is(t) and Qs(t) component into (4) results
in the phase angle of the demodulated signal that additionally contains signal
marks of the interfering signal. In order to extract the influence of interference,
we introduce an extension of a traditional receiver which is presented in the next
section.
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3.2 Interference Extraction out of Received OQPSK Modulated
Signal

To extract the influence of the interference signal we apply a method which
is known from interference cancellation technique [14]. But, here we apply it
the other way around. We extract the interference signal components from the
demodulated signal as shown in Figure 4 and Equation (8).

Demodul-
ation

Data
Decision 
Device

+ Regenerate 
Dig. Signal

φ(t)

Interference Extraction

Extracted Influence 
of Interference  Inf(t)

Memory

-

Fig. 4. Interference Extraction

ϕint(t) = ϕs(t)︸ ︷︷ ︸
received

−ϕOQPSK(t)
︸ ︷︷ ︸
regenerated

= Inf(t) (8)

Remember that we consider cases where the interference is still not large
enough to cause transmission errors. Demodulated and decoded data is used to
regenerate the demodulated signal ϕOQPSK(t) as it supposed to be like without
impact of interference. This regenerated signal ϕOQPSK(t) is subtracted from the
actual received and demodulated signal ϕs(t) including the interference. Insert-
ing the in-phase I(t) and quadrature Q(t) components from (7) (received) and
(3) (regenerated) into arc tangent of (4) and successively into (8) results in a
rather more complex expression. Corresponding signal marks from the interfer-
ing signal are hardly observable within this complex term. Therefore, we further
simplify this expression by applying an approximation. Considering an interfer-
ing signal with signal strength that is much smaller than our actually transmitted
and received signal, we use the approximation that:

lim
x→0

tan x ≈ x (9)

Instead of (8) the approximated influence of interference Ĩnf(t) is expressed as:

ϕint(t) ≈ tan
(
ϕint(t)

)
= Ĩnf(t) (10)

This approximation and (8) results in the following term:

tan
(
ϕint(t)

)
= tan

(
ϕs(t) − ϕOQPSK(t)

)

=
tan

(
ϕs(t)

) · tan
(
ϕOQPSK(t)

)

1 + tan
(
ϕs(t)

) · tan
(
ϕOQPSK(t)

) (11a)
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At first glance this does not seem to be a true simplification, but the tangent
suspends the arc tangent from (4). As shown in the following section these
assumptions will simplify the expression of Inf(t).

3.3 Influence of Interference

We consider a sinusoidal signal to show the influence of the superimposed inter-
fering signal.

icos(t) = ai cos(ωit + ϕi) (12)

If this interference signal is inserted in (7), we get:

Is(t) =ISoqpsk(t) + ai cos(ωit + ϕi) · cos(ωct)
+ ai sin(ωit + ϕi) · sin(ωct)

=ISoqpsk(t) + ai sin
(
(ωi − ωc)t + φi

)
(13a)

Qs(t) =QSoqpsk(t) + ai cos
(
(ωi − ωc)t + φi

)
(13b)

With (11) and further trigonometric identities and successive simplifications this
yields in (14).

Ĩnf(t) =
c4c3 cos

(
β
)

+ c4(c2 − c3) cos
(
α
)
cos
(
α − β

)

c4c3 sin
(
β
)

+ c4(c2 − c3) cos
(
α
)
sin
(
α − β

)
+ c1
(
c2 cos(α)

)2
+ c1
(
c3 sin(α)

)2

c1 =ac , c4 = ai , c2 = mI(t) , c3 = mQ(t)

α =ωct , β =
(
(ωi − ωc)t + φi

)

(14)

The resulting term of Ĩnf(t) includes signal components and therefore marks
of the superimposed sinusoidal interference. It is influenced by its amplitude ai,
frequency ωi and phase φi. Corresponding examples of such signals are depicted
in Figure 5. The upper signal presents the demodulated signal with interfer-
ence. The second signal presents the demodulated signal without interference,
respectively the regenerated demodulated signal. The example of an extracted
influence of interference in the third graph is a result of a sinusoidal interfer-
ence with a SIR of 14 dB and a frequency of 50kHz. The extracted influence of
interference shows significant signal marks caused by the interfering signal. The
width of the sinusoidal cycles is dependent on the frequencies of the transmitted
and interfering signal, ωc and ωi. Amplitude of the interfering signal determines
the amplitude values of the extracted influence of interference. This is because
the amplitude of the interference ai respectively c4 is not part of the last two
sinusoidal terms of denominator of Equation (14) and these components stay
constant if c4 varies. Whereas the transmitted symbols corresponding to mI(t)
and mQ(t) and the phase of interfering φi determines the phase shifts.

The results in this section show that the extracted influence of an interfering
signal after demodulation contains signal marks corresponding to the interfer-
ing signal. The presented signal model is validated in the next Section 4 with
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baseband simulation and experiments with an OQPSK modulated signal and a
superimposed OQPSK modulated interfering signal.

Fig. 5. Interference Extraction with sinusoidal interference for 64 demodulated bits

4 Evaluation

We have implemented an extended IEEE 802.15.4 receiver with software defined
radios (SDR) composed of an USRP2 [15] and signal processing with GNU Radio
[16]. USRP2 is a hardware frontend for GNU Radio applications responsible for
up- and down-conversion of RF signals and furthermore for digital-to-analog and
analog-to-digital conversion. Our extended IEEE 802.15.4 receiver is completely
implemented in GNU Radio. Signal processing relevant to IEEE 802.15.4, i.e.
demodulation and decision device, is based on the work of Schmid, presented
in [17]. The interference extraction is implemented according to Figure 4. The
received IEEE 802.15.4 signal is A/D-converted with a sampling frequency of 4
MS/s. After demodulation including clock recovery the sample rate of the digital
signal is 2 MS/s corresponding to the chip rate 2 MChips/s of a standard IEEE
802.15.4 transmission. An IEEE 802.15.4 transmitter is set up accordingly.

4.1 Baseband Simulation with OQPSK

First, GNU Radio simulation was employed to show that even an OQPSK mod-
ulated interfering signal generates significant signal marks in the extracted influ-
ence of interference Inf(t). Therefore, a second interfering OQPSK modulated
signal was generated and superimposed in baseband on the original signal. Con-
sidering (5) this yields in:

srec(t) = sOQPSK−Tx(t) + sOQPSK−Interferer(t) (15)

A carrier frequency offset of 50kHz compared to the original Tx-signal was chosen
to simulate another concurrent OQPSK transmitting radio device. The result-
ing signals are depicted in Figure 6, again with an SIR of 14dB. The occurring
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signal marks caused by the interfering OQPSK signal are dependent on the
transmitted data of the original transmitter and the interferer. For this simu-
lation the interfering transmitter signal is modulated with random data. If the
data is incidentally similar to the data transmitted by the original transmitter
the amplitude of the influence of interference is close to zero, see the start of the
depicted signal Inf(t). Compared to the extracted influence of interference of a
sinusoidal interference the signal shape shows more complex variations. This is
due to the dependency the in-phase and quadrature part of the interfering signal
are varied by its OQPSK modulation. Nevertheless, baseband simulation showed
that even with a more complex interfering signal observable signal marks occur
in the extracted influence of interference.

Fig. 6. Interference Extraction with OQPSK interference for 64 demodulated bits

4.2 Measurement with an Extended IEEE 802.15.4 Receiver

Finally, the extended IEEE 802.15.4 receiver was evaluated in a real and therefore
noisy radio environment with mobile IEEE 802.15.4 interferer as depicted in
Figure 7. Distance between IEEE 802.15.4 transmitter and extended receiver
was fixed to 3 m. Distance between the concurrent and interfering IEEE 802.15.4
transmitter and the extended receiver was varied from 5 to 1.5 m. At a distance
of 1.5 m between receiver and interferer single chip errors start to occur and
therefore risk of an upcoming collision arises.

Fig. 7. Measurement setup for moving interferer

Short frames comparable to an acknowledgement frame were transmitted
within the experiment. A section of the extracted influence of interference for
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256 chips is depicted in Figure 8. An initial measurement without interfering
signal was conducted first. No significant signal marks are present except noisy
variations of the amplitude. Subsequently the distance between interferer and
extended receiver was shortened from 5 m to 1.5 m. At the beginning of each
section depicted in Figure 8 no interference is present. Next to the 50th chip
in both plots the interferer starts its transmission and therefore superimposes
its signal. At this point in time the amplitude of the extracted influence of
interference increases by approximately 10dB (5m) and 20dB (1.5m) respectively.
Even if the interferer is 5 m away from the extended receiver the occurring signal
marks are observable in Inf(t).

Fig. 8. Extracted Influence of interference Inf(t) for 256 demodulated chips for differ-
ent distances between cognitive receiver and interferer

The conducted simulations and experiments show that concurrent and inter-
fering transmission generate signal marks within the received and demodulated
signal. With an extended receiver we will be able to receive more than data.
Note again, that no additional third radio is required in our approach.

5 Conclusion

In this paper we have motivated the need of spectrum awareness during transmis-
sion. We have shown with theoretical analysis, simulation and experiments that
signal marks from concurrent interfering signals are observable in the received
and demodulated signal. Once the receiver observes these signal marks and is
able to assign them to a corresponding interfering source, the receiver will be
able to inform the transmitter that concurrent transmission occurred. This infor-
mation might be transmitted within a corresponding acknowledgement frame.
Implementing such protocol will be part of our future work. Our proposed signal
model and theory of an extended cognitive receiver is the basis for advanced
signal processing to detect and identify interfering transmitter. Next, we will
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implement such signal processing and investigate its performance to detect and
identify different kind of sources of interference. We plan to analyze the extracted
influence of interference with signal processing like performing an FFT, analyzing
the distribution of the amplitude values (i.e. determing m-order moment) or oth-
ers. Additionally, we will evaluate our approach in terms of the occurrence of
single bit errors and in case of multiple interferer. Finally, we will implement the
interference extraction into a mobile IEEE 802.15.4 transceiver with a small-scale
SDR extension. An additional RF-frontend performs the down-conversion into
baseband and ADC, whereas the signal processing in Figure 4 is implemented
into a small FPGA. The conceptual setup is described in [12].
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Abstract. Recently, secondary use of white-spaces has been expected as one of 
the technologies to mitigate spectrum resource shortage problem. In particular, 
secondary utilization of white-spaces in the TV band (TVWS) has attracted at-
tention and some standardizing activities such as IEEE802.11af and 
IEEE802.22 have been promoted. For the mobile communication systems, it is 
possible to secure more channels for traffic balancing by utilizing the TVWS, 
while there are still some difficulties in miniaturization and low power con-
sumption for TVWS utilization. In this study, the authors prototyped a smart 
phone type TV band device, which supports a TVWS LTE system, by applying 
frequency conversion technology. This prototyped smart phone is fully operated 
by an internal battery and can connect to the TVWS eNB previously developed 
by the authors. Commercial LTE Band 1 is also supported and the phone can 
select and smoothly switch between two bands. This is the world’s first proto-
typed smart phone supporting the TVWS that demonstrates not only the feasi-
bility of miniaturization and low power consumption, but also the possibility of 
spectrum expansion in mobile communication system towards next generation. 

Keywords: LTE · Spectrum sharing · TV white-spaces · Frequency conversion · 
Smart phone 

1 Introduction 

Recently, a variety of attractive applications for mobile terminals such as smart 
phones and tablet terminals have been widely used and demand of communication 
traffic has been burgeoning rapidly. This trend will continue over the next decade and 
International Telecommunications Union (ITU) estimates that a required frequency 
band for mobile communication will become 1,280–1,720 MHz by 2020 [1]. On the 
other hand, since spectrum resource is limited, it is urgently required to achieve the 
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practical use of spectrum sharing technology for improving efficiency of spectrum 
usage. In such a situation, communication system utilizing white-spaces (WS), which 
is allocated to existing communication systems but not used “temporally” or “special-
ly,” has been expected as one of spectrum sharing technologies. In particular, exploi-
tation of WS in the TV band (TVWS, TV White-spaces) has been studied worldwide 
due to its attractive propagation property and penetrability, and some communication 
systems such as IEEE802.11af for WiFi system [2] and IEEE802.22 for WRAN 
(Wireless Regional Area Network) system [3] have been standardized as TVWS 
communication systems.  

For the mobile communication systems, it is possible to secure more channels for 
traffic balancing by utilizing the TVWS. However, the realization of miniaturization 
and low power consumption is a major challenge for TVWS utilization by mobile 
communication systems. Since the allocated frequency to TV broadcasting is lower 
and considerably wider than that of existing mobile communication systems and fur-
ther downsizing of conventional RF (Radio Frequency) circuit and component are 
difficult, especially in development of small-size and wide-band antenna and filter. 
Furthermore, adjacent channel leakage power of secondary systems in the TV bands 
is severely limited in comparison with conventional standards, to protect primary 
users, i.e. TV broadcasters [4],[5]. On the other hand, demand of portable-size TVWS 
devices has been increased for further investigation of interference with/from primary 
users under mobile environment and also the vertical-handover based on spectrum 
sharing technology towards next generation of 5G. 

To develop communication devices supporting heterogeneous network access in-
cluding the TVWS, the frequency conversion system is one of the feasible technolo-
gies due to its versatility that enables the deployment of any communication systems 
to desired frequency bands. In the mobile communication system, some prototypes in 
the TVWS by utilizing the frequency conversion technology have been reported [6]-[8]. 
However, further miniaturization is still necessary for development of actual mobile 
communication environment in the TVWS. In this study, we prototyped a smart 
phone type TV band device which supports a TVWS LTE (Long Term Evolution) 
system, by applying the frequency conversion technology. This prototyped smart 
phone is fully operated by an internal battery and can connect to the TVWS eNB (en-
hanced Node B) developed by the authors in the previous work [8]. In addition, com-
mercial LTE Band 1 is also supported and the phone can select and smoothly switch 
between bands according to an available channel list in the TVWS provided by a TV 
white-space database (WSDB) which is also developed by NICT [9],[10]. This is the 
world’s first prototyped smart phone supporting the TVWS LTE system that demon-
strates feasibility of miniaturization and low power consumption. 

The rest of this paper is organized as follows. In Section 2, physical features and 
hardware design of the prototyped smart phone are described. Measured RF perfor-
mance and spurious response are described in Section 3. Finally, we conclude this 
paper with Section 4.  
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2 Smart Phone Prototype 

2.1 Physical Features 

Fig. 1 shows a prototyped smart phone supporting the TVWS LTE system. This pro-
totype is based on the off-the-shelf smart phone and its physical features are substan-
tially the same as commercial ones, as summarized in Table 1. Frequency conversion 
circuits are additionally incorporated to support the TVWS LTE system instead of the 
existing TDD-LTE system which the original smart phone accommodates. Two mi-
croSIM card slots are incorporated in the phone; one is for the developed TVWS LTE 
system and the other one is for commercial LTE networks. The LTE system for both 
bands is based on the 3GPP standard release 8. Using original application, the proto-
typed smart phone selects and smoothly switches communication bands between the 
TVWS and commercial LTE Band 1. 

Fig. 2 shows channel assignment of the TVWS LTE system with a signal band-
width (BW) of 5 MHz, 10 MHz and 20 MHz to TV channels with a channel BW of 6 
MHz. A center frequency of the TVWS LTE with a BW of 5 MHz is assigned to a 
center frequency of a single TV channel with a BW of 6 MHz. Correspondingly, cen-
ter frequencies of the TVWS LTE with a BW of 10 MHz and 20 MHz are assigned to 
center frequencies of two and four consecutive TV channels, respectively. 

Size and weight are also virtually the same as original ones, since only the RF cir-
cuits are replaced from existing TDD-LTE system to TVWS LTE system. This proto-
type is fully operated by an internal battery with a current capacity of 2,600 mAh. 
Since additional circuits for frequency conversion consume extra current, the standby 
time for the TVWS LTE system is shortened to 290 hours in comparison with 440 
hours for commercial LTE network in Band 1. 

 

 

Fig. 1. Prototyped smart phone supporting TVWS LTE system. 

Main antenna for 
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Sub-antenna for 
diversity reception

Front Back
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Table 1. Physical Features. 

Item Description 

LTE/3G 3GPP release 8 

Wi-Fi IEEE802.11a/b/g/n (2.4GHz/5GHz) 

Bluetooth Version 4.0 

GPS Bulit-in 

CPU APQ8064T 1.7GHz (Quad core) 

Platform Android 4.2 (JellyBean) 

Internal Memory RAM : 2GB, ROM : 32GB 

SIM card slot microSIM × 2 

External Memory microSD/microSDHC/microSDXC 

Display 
4.7 inch TFT panel, 1,920 x 1,080 full-HD 
Touch panel : electrostatic

Camera 1,340 MegaPixel 

Battery 2,600 mAh 

Battery Life (Standby time) 
Up to 490 hours for 3G
Up to 440 hours for LTE Band 1 
Up to 290 hours for TVWS LTE

Battery Life (Talk time) Up to 10 hours for 3G 

Battery charge time 
190 min with rapid charge adapter
270 min with wireless charger

External Antenna Port SMA-P (for sub-antenna in UHF band) 

Size 132 mm x 65 mm x 10.9 mm 

Weight 146 g 
 

           
(a) 5 MHz LTE.                 (b) 10 MHz LTE. 
 

 
(c) 20 MHz LTE. 

Fig. 2. LTE channel allocation to TV channels (based on 6 MHz BW). 
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2.2 Access to the White-Space Database 

In the rule established by the FCC, a TV band device without any sensing function for 
TV broadcasting must access to the WSDB and acquire an available channel list accord-
ing to its geo-location, before starting wireless communication in the TV band [4]. There-
fore, this prototyped smart phone accesses to the WSDB and receives an available chan-
nel list via commercial network or internet access with a built-in WiFi system or the 
existing LTE system first, by sending its geo-location acquired by the built-in GPS 
(Global Positioning System) module. Here, by enhancing capabilities of the WSDB in 
accordance with the standard of the LTE communication system, the available channel 
list returned from the WSDB takes into account the operational status of neighbor TVWS 
eNBs [10]. Users can confirm the list of available channels on the display and switch the 
communication band arbitrarily by using original application. 

2.3 Hardware Design 

Fig. 3 shows a brief block diagram of implemented RF circuit and its control system 
allowing the TVWS communication in the prototyped smart phone. A customized RF IC, 
which supports LTE Band 1 and Band 38, is mounted on the RF board and connected to 
the modem IC. Here, Band 1 is a commercial band in Japan and its frequency ranges are 
1,920–1,980 MHz. and 2,110–2,170 MHz for an uplink and a downlink, respectively. 
Band 38 with a frequency range of 2,570–2,620 MHz is not used in Japan so far. Duplex 
modes of Band 1 and Band 38 are FDD (Frequency Division Duplex) and TDD (Time 
Division Duplex), respectively. For communication in the TV band, communication 
frequency of Band 38 is converted to the UHF (Ultra High Frequency) band by using the 
frequency conversion technology. In this prototype, frequency conversion circuits are 
implemented instead of the RF circuits for Band 38, and thus, FDD-LTE system in the 
commercial band and TDD-LTE system in the TVWS are supported. Table 2 summariz-
es supported LTE communication systems in the phone. 
 

 

Fig. 3. Block diagram of implemented RF circuit and its control system for TVWS communica-
tion on prototyped smart phone. 
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Table 2. Supported LTE Communication Systems. 

Item Description 

Supporting Frequency 
UHF : 470-710 MHz (TVWS) 
Band 1 : 1,920-1,980 MHz (uplink) / 
2,110-2,170 MHz (downlink) 

Bandwidth 5, 10, 20 MHz 

Transmission Power Up to 20 dBm 

Modulation 
BPSK / QPSK / 16QAM / 64QAM 
BPSK : Control channel 
64QAM : Downlink data channel 

Duplex system 
UHF : TDD 
Band 1 : FDD 

Multiple Access 
OFDMA (downlink) 
SC-FDMA (uplink) 

 
For the frequency conversion, an RF signal of 2.6 GHz is converted to the UHF band 

with an upper local signal. Supporting frequency range in the UHF band is 470–710 MHz, 
which is the TV band in Japan. Since the same architecture is applied in our previously 
prototyped TVWS eNB [8], this prototyped smart phone enables connection to this eNB. 
To alleviate deterioration of frequency accuracy caused by the frequency conversion 
system, a high accurate TCXO (Temperature Compensated Crystal Oscillator) is used as 
a reference clock for the PLL (Phase Locked Loop) synthesizer with a VCO (Voltage 
Controlled Oscillator), which generates the upper local signal. 

Additional MPU (Micro-Processing Unit) is implemented to control the communi-
cation frequency in the TVWS. The MPU is informed use channel information from 
the ACPU (CPU for Application) and generates control signals for the PLL synthesiz-
er IC. 

2.4 Antenna for TVWS 

The prototyped smart phone supports diversity reception, as shown in Fig. 3. A built-
in rod antenna originally for one-segment broadcasting reception is diverted to a main 
antenna for the TVWS LTE system and internally connected to an antenna port on the 
RF board. This antenna is retractable and used for both transmission and reception.  
A radiation efficiency of more than –2.7 dB is obtained in free space by measurement. 
For diversity reception, an additional antenna can be connected via an SMA connec-
tor, which is optionally attached to the phone. For the existing LTE system in Band 1, 
main and sub antennas are implemented internally. 

3 RF Performance 

3.1 Measured RF Characteristics 

RF performance of the TVWS LTE system is measured based on the standard of  
the LTE communication system by using a radio communication tester (MT8820C, 
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Anritsu). Fig. 4 shows a measurement system for TVWS LTE. Since the upper local 
is used to convert a communication frequency of 2.6 GHz in the prototyped smart 
phone, IQ (Inphase and Quadrature) polarity in the TV band is reversed. MT8820C 
does not support reversed IQ polarity, and thus, a mixer is inserted between 
MT8820C and the prototyped smart phone to reverse IQ polarity in the TV band. 
After the frequency of the RF signal is converted back to 2.6 GHz by an upper local 
with a frequency range of 3.0–3.3 GHz, IQ polarity is reversed once again to original 
polarity. To suppress unwanted signals generated by the mixer, LPF (Low Pass Filter) 
with a cut-off frequency of 780 MHz and BPF (Band Pass Filter) with a pass-band of 
2,570–2,620 MHz are inserted in UHF and 2.6 GHz parts, respectively.  In addition, 
attenuator is inserted between the LPF and the phone to avoid saturation of the mixer 
during transmission measurement. Note that all losses generated from the additional 
circuits in Fig. 4 are taken into account to measurement results described below.  
 

 

Fig. 4. Measurement system for RF performance of TVWS LTE. 

Table 3. Measured RF Characteristics for TVWS LTE. 

ITEM Unit 

RF Characteristics 

Lch 

473 MHz 

Mch 

593 MHz 

Hch 

707 MHz 

Tx power dBm 20.27 19.36 19.34 

Frequency error ppm –0.041 -0062 –0.021 

EVM (Data) % rms 7.35 5.95 8.15 

EVM (RS) % rms 6.59 6.00 7.19 

OBW MHz 4.4775 4.455 4.4775 

ACLR (Lower) dBc –28.27 –39.16 –27.07 

ACLR (Upper) dBc –27.53 –39.70 –27.45 

Rx Sensitivity dBm –92.6 –90.2 –87.0 

 
Table 3 summarizes measured RF characteristics. Transmission power and signal 

BW are set to +20 dBm and 5 MHz, respectively, for measurement of all transmission 
characteristics.  All the measurement was performed at a low channel (Lch) of 473 
MHz, a middle channel (Mch) of 593 MHz and a high channel (Hch) of 707 MHz. 
Although the output power at Hch is slightly lower than that at Lch, frequency charac-
teristics of the output power is sufficiently flat within 1 dB. Frequency error with a 
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high accuracy of less than ±0.1 ppm is achieved in all channels and without deteriora-
tion due to the frequency conversion. An occupied BW (OBW) of about 4.5 MHz and 
an error vector magnitude (EVM) of less than 12.5 % in all channels are adequate in 
comparison with the requirement in the 3GPP standard. 

A sufficient result of an adjacent channel leakage ratio (ACLR) at the Mch is ob-
tained, while ACLR at both Lch and Hch is about –27 dBc and does not satisfy with 
the 3GPP standard. Fig. 5 shows typical frequency characteristics of ACLR and 
transmission power of the phone. Both ACLR in upper and lower sides indicates al-
most same frequency characteristics. ACLR is sufficiently low in a frequency range 
of 520–690 MHz but remarkably deteriorated in the edge of the TV band, i.e. 470 and 
710 MHz. On the other hand, the transmission power is almost flat in the entire TV 
band. In addition, ACLR of a power amplifier (PA) device is not remarkably deteri-
orated even in the edge of the TV band in comparison with that in Fig. 5. Therefore, 
deterioration of ACLR is mainly caused by impedance mismatch of the PA with the 
mixer and LPF, due to wide frequency range of the TVWS. This is one of challenges 
in component development and circuit design for further prototype of portable size 
TV band devices.  

 

 

Fig. 5. Frequency characteristics of ACLR and transmission power.  

Receiver sensitivity is defined as minimum received power with a throughput of 
more than 95 % in QPSK modulation, as following the 3GPP standard. As indicated 
in Table 3, a receiver sensitivity of –92.6 dBm, –90.2 dBm, –87.0 dBm is obtained at 
the Lch, the Mch and the Hch, respectively. This result is inadequate in comparison 
with a requirement in the 3GPP standard but sufficient in comparison with other TV 
white-space communication standards such as IEEE802.11af [2]. Fig. 6 shows fre-
quency characteristics of RSSI (Received Signal Strength Indicator) floor level that 
indicates received power at which RSSI does not change due to lower received signal 
level than receiver noise level. This RSSI floor level almost agrees with receiver sen-
sitivity. From this result, higher RSSI floor level is observed in higher frequency 
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range, resulting in deterioration of the receiver sensitivity. This deterioration might be 
caused by insufficient frequency characteristics of gain and NF (Noise Figure) of the 
mixer, and also noise or spurious in a local signal. For further improvement of RF 
performance, it is important to flatten frequency characteristics of components consti-
tuting the RF circuit and to implement design techniques for noise reduction in wide 
frequency range of the TV band. 

 

Fig. 6. Frequency characteristics of RSSI floor level. 

3.2 Spurious Response 

Spurious response of the prototyped smart phone is measured with using a signal 
analyzer (FSQ8, Rohde& Shwartz). Fig. 7 shows typical spurious response in the TV 
band and wider frequency range up to 3 GHz. A carrier frequency of 587 MHz is 
generated by mixing an LTE signal at 2,595 MHz and an upper local signal at 3,182 
MHz. In this measurement, a 5 MHz BW single carrier with 16QAM (Quadrature 
Amplitude Modulation) for the up-link is used and mean output power in the TV band 
is set to +20 dBm. In addition, spurious response is measured by using a max hold 
function with a resolution BW (RBW) of 100 kHz. 

No remarkable spurious is observed and floor noise level is sufficiently low about 
less than –60 dBm over the entire TV band, as shown in Fig. 7(a). This unwanted 
signal level outside using channel complies with criteria in rules regulated by the FCC 
and the Ofcom, except for slopes of spectrum mask. On the other hand, 2nd harmon-
ics with a signal level of –53.8 dBm is observed at 1,174 MHz, as shown in Fig. 7(b). 
This spurious level is sufficiently low and no other remarkable spurious is observed in 
the wide frequency range.  
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(a) In wide frequency range. 

 

(b) In wide frequency range. 

Fig. 7. Prototyped smart phone supporting TVWS LTE system. 

4 Conclusion 

In this study, the prototyped smart phone enabling TVWS communication with the 
LTE system is described and its physical features are summarized. In this prototyped 
smart phone, communication frequency of the existing LTE Band 38 is converted to 
the UHF band by utilizing frequency conversion technology. Existing LTE Band 1 is 
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also supported as a commercial band and this smart phone can switch the band from 
Band 1 to the TVWS, after receiving the available channel list from the WSDB.  

Measured RF performance for TVWS LTE systems achieves the 3GPP standard 
except for the ACLR at Lch and Hch. Furthermore, no remarkable spurious and un-
wanted emission is observed over the entire TV band. This means the possibility to 
deploy the existing LTE system in the TVWS without crucial alterations. In addition, 
this prototype is the world’s first smart phone supporting TVWS LTE system, capable 
of fully operating in the internal battery. This indicates not only the feasibility of port-
able size and low power consumption TVWS device, but also the possibility of spec-
trum expansion in mobile communication system towards next generation. By using 
this prototyped smart phone, it is possible to evaluate interference with/from the pri-
mary users and also to investigate the vertical-handover based on the spectrum shar-
ing technology under actual mobile environment. 
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Abstract. This paper seeks to identify and discuss for mobile network operators 
business opportunities and strategic choices in the new flexible hybrid use con-
cept of the Ultra High Frequency spectrum (470–790 MHz) by Digital Terre-
strial TV and Mobile Broadband. More flexible use of the band aims to increase 
the efficiency of spectrum use in delivering fast growing and converging MBB, 
media and TV content to meet changing consumer needs. The framed opportun-
ities and created simple rules indicate that the MNOs could benefit significantly 
from the new UHF bands enabling to cope with increasing asymmetric media 
data traffic and to offer differentiation through personalized broadcasting and 
new media services. As a collaborative benefit concept opens up new business 
opportunities in delivering TV and media content using MBB network. Fur-
thermore, it had potential to transform the business ecosystem around both the 
broadcasting and the MBB by introducing new convergence opportunities. 

Keywords: Strategy · Simple rules · Business opportunity · Mobile network op-
erator · Broadcasting · Mobile broadband · UHF · Spectrum sharing · 5G 

1 Introduction 

The mobile broadband industry is starting to suffer from the scarcity of radio spec-
trum with the increasing data traffic and rapidly changing user habits [1]. As the 
downstream media content, video in particular, is the biggest and fastest growing part 
of the traffic [2], asymmetry in MBB networks is increasing with average downlink to 
uplink ratio in the new 4th generation LTE networks being approximately 10:1 and 
growing. Latest changes in consumption characteristics with ubiquitous high data 
speed demand, has put mobile network operators against a disruptive change. 

Thus, in the broadcasting industry the importance of DTT platform providing audi-
ovisual media and traditional free-to-air services have been challenged by competing 
delivery platforms, Over the Top (OTT) media delivery over the Internet, bypassing 
operators and higher general regulatory UHF spectrum fees. While the customers’ TV 
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type of media content consumption has been on steady growth, the media content 
delivery and consumption mechanism will and have already started to change. Con-
sumers are changing their consumption habits from linear real time to non-linear 
usage with the growing demand for more personalized longtail content ranging from 
commercial on-demand services to user generated content and channels with interac-
tivity [3]. Reception of the TV content is happening more via cable, satellite, fixed 
broadband and, particularly, via MBB. Especially the broadband delivery is meeting 
the requirements of personalized content better than traditional broadcast methods. 

The exclusive spectrum availability through auctions has been limited and even the 
largest MNOs face the risk of running out of spectrum in the future provided that the 
predicted data rate growth continues as estimated. Making new exclusive spectrum 
available for MBB networks is difficult due to the lack of unallocated spectrum and 
the costly and lengthy traditional ‘command & control’ spectrum auctioning & re-
farming process. This is becoming increasingly complex in the future due to difficul-
ties in finding unused exclusive spectrum and high costs and time needed for the re-
allocation process. 

As it is well-known that many spectrum bands are currently only lightly occupied 
in time and space, more flexible ways of allocating spectrum, e.g., spectrum sharing, 
has lately received growing interest among regulators considering new ways of fulfil-
ling the different spectrum demands to meet the mobile traffic growth while maintain-
ing the rights of the original incumbent systems operating in the bands. Currently 
regulation can be regarded as the key driver for speeding up spectrum sharing, see e.g. 
[4] and [5]. 

With these views to the future, spectrum regulators are on one hand considering 
responding to the changing environment by gradually compressing and withdrawing 
some DTT licenses of lower demand and repurposing these for MBB. On the other 
hand, in order to continue fulfilling the national public social service obligations the 
most used and in particular national broadcasters’ DTT licenses will continue to seize 
part of the UHF spectrum for the foreseeable future on a non market determined basis. 
The DTT technology evolution will improve the efficiency of the spectrum utilization 
through evolution from DTT to Terrestrial Digital Video Broadcasting DVB-T2 tech-
nology which is more spectrum efficient than DVB-T and also better supports wide 
area single frequency networks (SFN). 

All discussed trends and drivers are transforming broadcasting business environ-
ment, in particular for the UHF broadcasting spectrum holders, and opens up new 
business opportunities as well as risks due to increasing pressure for innovative flex-
ibility and sharing in spectrum usage. For the present, it may be observed that DTT 
operators have not been offered incentives for changing their spectrum usage. Instead, 
they have seen unilateral acts from regulators and MNOs towards further compressing 
their DTT spectrum to give room for additional MBB capacity. 

CEPT recently set up Task Group 6 (TG6) “Long term vision for the UHF broad-
casting band” [4], to identify and analyze possible scenarios for the development of 
the band taking account technology and service development. Accordingly, in the 
European Commission’s Radio Spectrum Policy Groups’ (RSPG) published report [6] 
on a long-term strategy on the future use of the UHF band (470-790 MHz) in the EU  
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states as follows [6]: “The RSPG recommends that member states should have the 
flexibility to use the 470-694 MHz band for WBB downlink, provided that such use is 
compatible with the broadcasting needs in the relevant Member State and does not 
create a constraint on the operations of DTT in this band, including for neighboring 
countries.” 

LTE for broadcasting as a mobile centric broadcast solution, it is not entirely 
“new.” Precursors such as Digital Video Broadcasting–Handheld (DVB-H) or Qual-
comm developed Media Forward Link Only (MediaFLO) were less than successful 
suffering costly investments in dedicated infrastructure and devices and the lack of 
scale and harmonization in spectrum and devices. Favorable national regulation and 
standardization supported more successful deployments in China with China Multi-
media Mobile Broadcasting (CMMB) system and South Korea with Digital Mobile 
Broadcasting (DMB) both currently considering ways to scale up with global 3GPP 
based ecosystem. Although the underlying technical concepts, in particular LTE-
Advanced Carrier Aggregation (CA) and evolved Multimedia Broadcast Multicast 
Service Broadcast (eMBMS) are known and have been standardized in 3GPP [7] and 
[8], whereas technical flexible use concept with DTT TV broadcasting has not been 
validated. In addition, there is no work on the business impacts of the concept related 
to flexible UHF use. 

Previous works on business analysis for DTT MBB – UHF spectrum hybrid use or 
sharing was limited as focus has been on TVWS concept [9]. The general business 
drivers, enablers and potential impacts of the spectrum sharing on the MBB market 
were described in [10] and incentives and strategic dynamic capabilities for the key 
stakeholders in the flexible use of the UHF were discussed in [11]. In this paper we 
focus on analyzing the flexible use of the UHF spectrum by DTT and MBB. In the 
development of new flexible spectrum usage or sharing models, it is important to 
consider the underlying business opportunities and strategic choices to create business 
models that are sound for all the key stakeholders. This paper investigates: 
 

1) What are the business opportunities and how are they framed for MNOs ex-
ploring the flexible UHF concept? 

2) What kind of strategic choices do MNOs have to make regarding flexible use? 
 
The anticipatory action learning in a future-oriented mode research methodology 

[12] was applied in this paper utilizing the capacity and expertise of the policy, busi-
ness and technology research communities. Simple Rules strategic framework [13] 
was used in analyzing MNOs strategic choices. The rest of this paper is organized as 
follows. First, the flexible DTT MBB usage concept is presented in Section 2. Theo-
retical background for strategic framework is introduced in Section 3. The research 
methodology applied and the business opportunities and Simple Rules strategy for 
MNOs in using flexible UHF concept are derived in Section 4. Finally, conclusions 
are drawn in Section 5. 
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2 Overview of the Flexible Use of UHF Spectrum 

The DTT broadcast has traditionally operated on spectrum bands from 470 to 862 
MHz. The 800 MHz band (790-862 MHz) is under deployment for MBB use 
throughout Europe and World Radiocommunication Conference (WRC) 2012 made a 
decision on 700 MHz band re-allocation after the WRC-15. In the coming WRC-15 
the new IMT spectrum identification agenda point will address co-primary allocation 
with mobile of the lower UHF band (470–694 MHz) that currently has a primary 
allocation to broadcasting. Further in the 2012 FCC in USA published the notice of 
proposed rulemaking on 600 MHZ BC television spectrum incentive auction [14]. 

TG6 in their long term vision for the UHF broadcasting Band developed the fol-
lowing scenarios how to accommodate both delivery of TV content as well as addi-
tional capacity for MBB [4]: 

 
1) Class A: Primary usage of the band by existing and future DVB terrestrial 

networks. 
2) Class B: Hybrid usage of the band by DVB and/or downlink LTE terrestrial 

networks. 
3) Class C: Hybrid usage of the band by DVB and/or LTE (including uplink) ter-

restrial networks. 
4) Class D: Usage of the band by future communication technologies. 
 
In the following analysis we will focus on the flexible hybrid scenario Class B in 

which the LTE Supplemental downlink (SDL) CA technology introduces a flexible 
way of how to take freed TV channels to mobile use while maintaining capability to 
deliver TV content both in conventional living room large screen use cases as well as 
in new mobile use cases on smart phones and tablets. Supplemental downlink com-
bines traditional paired FDD spectrum pair with additional downlink channel [7]. 

Although the consumers’ interest in the traditional TV programs remains or even 
increases, the ways how TV content is delivered and consumed is radically changing. 
Users are more and more receiving the TV media content via cable, satellite, fixed 
broadband and, especially, via MBB. Furthermore real time linear one way usage is 
gradually changing into non-linear usage, location independent consumption with 
increasing demand for interactivity. This reduced demand of DTT as the main deli-
very mechanism impacted negatively on the value of the service spectrum use [3]. 
With these insights and foresights it could be further hypothesized that some ‘underu-
tilized’ and lower valued TV frequencies could and will be reassigned and/or shared 
with mobile use. 

As the availability of the freed TV channels can vary largely between different 
geographical areas and countries, the scenario b) above proposes to assign them first 
for the MBB downlink use only. Compared with widely deployed Frequency Division 
Duplex (FDD) or Time Division Duplex (TDD) access methods, the SDL technique 
offers better interference free compatibility with the remaining DTT use in the coun-
try and across the national borders: FDD operation requires more harmonized condi-
tions with a wider spectrum and also TDD utilizes uplink which is less compatible 
with the DTT use. Additional flexibility, if needed, to hybrid use of the UHF band 
allowing different deployment schedules in different regions and countries could be 
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gained through utilizing functionalities that are already developed for shared spectrum 
access like e.g. recently widely discussed Licensed Shared Access (LSA) concept 
[15]. SDL allows both the unicast and multicast uses in a flexible way based on de-
mand with eMBMS [8] technique providing tools for cell capacity optimization to 
cope with present large traffic asymmetry as well as future converged broadcasting 
services. Additionally, as the SDL base station radios start utilizing freed DTT fre-
quencies one by one locally, there will be no impact on interleaved spectrum used by 
Program Making and Special Events (PMSE) services. 

In the flexible hybrid use concept the evolution of the UHF spectrum can follow 
the market demand within regulatory frame. Potential evolution of flexible use of the 
UHF band for Europe is illustrated in the Fig. 1. Already in the first phase hybrid 
SDL CA concept [7] could be utilized in the deployment of the 700MHz band after 
WRC-15 through better co-existence characteristics with potential across the border 
TV transmitters. In the Flexible DTT-MBB scenario the amount of SDL MBB and 
DTT in the lower UHF band are determined by the market needs and in the long term 
future integrated UHF Multimedia network vision DTT technologies could even be 
completely replaced by converged LTE based delivery platform using either SDL 
and/or eMBMS to deliver TV media content [11]. 

 

 

Fig. 1. Evolution of the flexible use of the UHF band with MBB [11]. 

3 Business Opportunity Based Simple Rules Strategic 
Framework 

3.1 Co-opetitive Business Opportunity Framework 

An opportunity has been generally defined in the business literature as the possibility 
to serve customers better and differently [16] framed by enablers, limiting factors as 
well as challenges caused by the business context. In the flexible UHF context busi-
ness opportunities are made to create and deliver value for the stakeholders, value that 
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is co-created among various actors from converging MBB and broadcast (BC) ecosys-
tems as a joint effort. In addition to value co-creation, an equally important aspect of 
value is the ability to capture value by the stakeholders, i.e., obtain profits [17] which 
in the context of this research can be called value co-capture. The term co-opetition, 
defined as the coexistence of competition and cooperation within the value creating 
business context, illustrates the increased complexity of the UHF co-primary business 
environment, where companies simultaneously compete and cooperate with each 
other not only over spectrum but also over customers. Value co-creation could be 
seen as a cooperative and the parallel value co-capture as a competitive process [18]. 
Fig. 2 below illustrates the analysis frame used in this paper to develop and frame the 
business opportunities for MNOs. 

 

 

Fig. 2. Co-opetitive business opportunity framework 

3.2 Simple Rules Strategic Framework 

Business research provides us with numerous examples of business strategy ap-
proaches and elements utilized. Position based strategic logic try to find answer to 
question: where should we be through identifying an attractive market segment and 
sustainable position and then establishing, strengthening and defending it e.g. [19]. 
The other approach widely used as well in well structured businesses is to leverage 
resources and core competences i.e. “What” to achieve sustained long term market 
dominance e.g. [20]. 

Traditional approaches, however, include several limitations in rapidly changing 
complex markets: they do not build around the business opportunity, have only weak 
linkages to the key business processes, depict resources rather than activities, and lack 
needed flexibility to seize fast changing opportunities. In this paper we adopt the 
business strategy approach presented in [13] that partly helps to answer to the con-
cerns discussed above. 

In emerging, dynamic and systemic environments this novel “Simple Rules” ap-
proach sees business strategies as built around the business opportunity and the key 
processes needed to seize them flexibly and timely. A simple rule provides guidelines 
within which opportunities could be pursued with selected key processes. The pro-
posed framework consists of five categories: 
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1) How-to rules for conducting business in an unique way 
2) Boundary rules for defining the boundaries of the business opportunities of the 

stakeholders, 
3) Priority rules that help to identify and rank the criteria for opportunity decision 

making, 
4) Timing rules that help in synchronizing, coordinating and pacing emerging 

opportunities, and 
5) Exit rules that help in identifying basis for exit or selecting initiatives to be 

stopped. 

4 Analysis of the Simples Rules for MNO’s Flexible UHF 
Business 

The research methodology applied, business opportunities and strategic choices as 
Simple Rules created and their analysis are summarized in this section. 

4.1 Methodology 

Business opportunities and strategic choices as simple rules were created utilizing the 
Anticipatory Action Learning (AAL) methodology, in a future-oriented mode [12]. In 
developing foresight the methodology represents a unique, reflexive, and iterative 
process of questioning and creating the future from transformational point of view. In 
this interactive and collaborative approach conversation and dialog among cross-
disciplinary participants, from multiple domains concerned with the research project 
is essential. 

The elements of business opportunity and strategy analysis discussed in this paper 
were created in a series of future oriented project planning workshops in April-
October 2014 organized by the Finnish FUHF research consortium consisting of end 
to end Finnish UHF ecosystem with expertise in the areas of policy, business and 
technology. 

4.2 Business Opportunities 

In the analysis for the business opportunity elements of flexible UHF use, five key 
ecosystem roles are identified: the National Regulator (NRA), MNOs, BC Network 
Operators (BNO), TV media content providers and device and infrastructure vendors. 
As far as flexible UHF concept is concerned, the roles of the regulator and both the 
broadcasting and mobile broadband operators are vital in adopting of novel UHF 
concept and spectrum sharing technologies in general. In addition when developing 
and analyzing the opportunity frame authors argue that three domains; policy, busi-
ness, and technology, affecting flexible spectrum usage concepts should proceed in 
tandem. Enabling, limiting and challenging elements framing the business opportuni-
ties for the MNO are listed in Table 1. 
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Business and technology elements can be identified as enablers for value co-
creation. Fast growing demand and lack of exclusive spectrum combined with the 
radical changes in the TV media consumption habits will urge the adoption of novel 
more flexible and efficient spectrum management concepts. Furthermore different 
spectrum sharing schemes are high in regulators agenda. Utilization of the LTE eco-
system scale and harmonization will reduce risk related technology maturity. High 
adjacent collaborative new business potential with media content players for MNOs 
could emerge with broadcasting content delivery to variety of smart devices. Howev-
er, at the same time with lowered entry barrier to UHF spectrum BNOs and new types 
of operators could consider entering the MBB business. 

Regarding limiting factors, sound, sustainable and harmonized regulatory envi-
ronment can be the limiter that needs to be addressed before MNO can co-create and 
co-capture value from it with broadcasting & media partners. The limited spectrum 
availability with potential national restriction and obligations may negatively influ-
ence the MNOs outlook on flexible use and the spectrum valuation. A specific tech-
nology item to be considered is the need to relocate PMSE services essential for the 
media program making. In addition to MNO opportunities it is essential to consider 
reciprocal incentives for the current BC spectrum holders to further transition to flex-
ible use. 

Regulatory risk and uncertainty are the main elements of the co-opetitive chal-
lenges in the competitive domain. First, the complexity of the flexible spectrum 
framework and the license and transaction cost might impact the value of the spec-
trum and the required time of recovering the network investments. Secondly, in their 
regulatory strategy MNOs have to balance between exclusive spectrum and flexi-
ble/shared spectrum options and their interdependencies. On the technology domain 
MNOs need to pay attention to dynamic capabilities needed to deploy, manage and 
optimize multilayered unicast-multicast network under flexible sharing conditions. 

In summary, in order to realize the business potential and opportunities of flexible 
UHF spectrum use, MNO have occasion to simultaneously co-create and co-capture 
value with broadcasting media players in a co-opetitive business environment where 
co-operation (spectrum) and competition (customers & services) exist parallel to each 
other. 

MNOs are in unique position to leverage additional downlink capacity flexible 
UHF concept offers. Faster access to QoS licensed UHF spectrum without mandatory 
coverage obligations will help them to timely cope with booming asymmetric data 
needs. Additional capacity combined with scalable and flexible unicast-multicast 
solution will enable MNOs to better retain and grow existing customer base with 
changing demand and consumer habits. Furthermore, personalized converged mobile 
broadband and media broadcasting services offer opportunity for differentiation. 
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Table 1. Elements framing business opportunities 

Business opportunity framing elements 

E
na

bl
er

s 

Lack of exclusive spectrum triggers new spectrum access approaches 

Consumers TV and media consumption habits are changing towards unlinear, mobile and multi-
device usage 

Commercial TV service providers and national BS are already offering streaming services 

Additional potentially lower cost capacity to cope with asymmetric traffic 

UHF spectrum offers superior coverage and in building data penetration 

New DTT technologies improves UHF spectrum utilization efficiency, DVB-T2 transition on the 
other hand might delay opening 

Co-primary allocation improves overall spectrum use efficiency 

Lower entry barrier to broadcasting/video-on-demand business 

Potential to extend MNO’s business to broadcasting content delivery 

Spectrum sharing in general on regulatory agenda 

Harmonized LTE technology base offering scale  

L
im

ite
rs

 

Need for global and national spectrum regulation may slow down entry - Harmonization is a pre-
condition to enable potential benefit fully. 

Lack of BCs willing to discuss flexible co-primary use. Seen as a threat. 

Limited spectrum availability limits MNO business opportunities 

Regulatory framework restrictions may reduce the economic value 

Other UHF incumbent like PMSE or TV White Space might delay and  constrain introduction 

National broadcasting policy and regulatory requirement e.g. coverage, reliability, free-to-air and 
must carry rules, consumer data 

C
ha

lle
ng

es
 

Regulatory risk and uncertainty related to timing, term, licenses and flexibility 

Impact on the further availability of traditional exclusive spectrum 

Spectrum license cost with potentially higher transaction costs associated with shared use. 

May change the competitive environment with BC interest in deploying their own LTE networks. 

Increased technical and operational complexity with related capital and operational costs 

New capabilities needed for network management and optimization 

Timely availability of terminals and potential impact on cost and complexity 

4.3 Simple Rules 

Using the above summarized future-oriented action research method; we created a 
strategy as Simple Rules for mobile network operators deploying the flexible UHF 
concept applying the Simple Rules strategy approach from [13]. The developed 
MNOs’ strategic rules are summarized in Table 2. 

How to reinforce customer retention and acquisition while further strengthen dominant 
market position are key strategic elements of MNOs. Fundamental means to achieve these 
is to obtain all available spectrum, prioritizing exclusive, and to manage and optimize it 
across all the spectrum resources. In addition to network parameter based load balancing, 
novel traffic steering concepts considering as well QoE view enables MNOs to best match 
the personalized user demand with the network capacity supply. Collaborating with the 
TV and media domain could enhance the utilization of the dominant market position in 
MBB as well as to explore growth pockets in broadcasting. 
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Regarding opportunity boundaries, MNOs should exploit their existing infrastruc-
ture assets and 3GPP ecosystem with available LTE technologies to ensure early use 
and economies of scale. Active participation to policy and regulation processes is 
needed to educate the regulator about converging technology and business opportuni-
ties in UHF and the long term investment nature of MBB business. 

MNOs could prioritize emerging opportunities through retaining control over spec-
trum and the network enabling to enhance QoS and QoE for the current mobile ser-
vices e.g. video streaming that offers new revenue opportunities. As an option at early 
phase of flexible UHF spectrum businesses, MNOs could value average revenue per 
user (ARPU) over operational efficiency to utilize their customer base. In the future 
as potential MBB broadcasting convergence proceeds MNOs could consider acquire 
BC network assets to gain spectrum and infra. 

Timing rules are essential in synchronizing opportunities across the company. High 
efficiency scalable data offload could be implemented first in order to optimize the 
use of the spectrum assets. Next improved capacity and QoS enables to personalize 
mobile broadband data to different customer segments. Broadcasting business oppor-
tunities exploration in confined areas e.g. live events could follow after the internal 
asset leverage. In collaborative set up with media content players complementary TV 
and broadcast content delivery could be next with evolution to potential future wide 
area TV distribution replacement by LTE broadcast technologies. 

Regarding mandatory go / no-go opportunity exit rules MNOs should defend their 
“bloodline” scarce and finite exclusive spectrum. Another source of differentiation in 
entering more personalized “unicast” services is the detailed network data. The sub-
scriber data management and customer billing relationship will be a unique asset in 
the design of new services and the service level differentiations. 

Table 2. Summary of Developed Simple Rules 
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5 Conclusions 

This paper discuss the transformative role of flexible co-primary UHF area spectrum 
concept in the future mobile broadband and broadcasting networks as an endeavor to 
meet the growing traffic demand and changing consumption characteristics of the 
customers. 

We utilized co-opetitive business opportunity framework for understanding mobile 
network operator’s opportunities and how they are framed from policy, technology, 
and business perspectives in future flexible co-primary UHF spectrum networks. Op-
portunity analysis was used in creating and discussing strategic choices as simple 
rules. In developing foresight the Anticipatory Action Learning and in particular ac-
tion research in a future-oriented mode was used. 

We argue that policy and regulation will be on the one hand the key enabler in the 
path toward flexible use of UHF spectrum and on the other hand play key role in re-
moving limiting and challenging elements critical in the first steps of that path. Ongo-
ing transformative change in media and broadcasting business lower the barrier for 
change supported by mobile technology development in particular related to 3GPP 
LTE evolution. 

The proposed opportunities and related simple rules could help operators to retain 
existing customers, strengthen market position and win over new customers by offer-
ing personalized mobile broadband data and “ubicast” media delivery services. With 
MBB broadcast concept on flexible UHF spectrum, linear, traditional TV broadcast 
can be extended to smart devices providing the scalability and flexibility to combine 
linear and non-linear TV, on-demand and interactive TV. This can significantly re-
shape the business ecosystem around the mobile broadband and media and open up 
new converging and co-operative business opportunities with media and TV industry. 
MNOs are optimally positioned to explore new business opportunities in parallel with 
traditional business model. 

The strategic choices as simple rules provide a dynamic framework for MNOs for 
exploring and exploiting emerging opportunities, developing dynamic capabilities to 
respond transforming environment and building business models to leverage new 
flexible UHF spectrum access approaches. 

In the future, flexible UHF usage concept business studies will need to be ex-
panded to cover also other key stakeholders. In particular, co-operative business mod-
el with broadcast domain will be an important aspect to study. 

Acknowledgments. This work has been performed as a part of Future of UHF project prepara-
tion phase. The authors would like to acknowledge the project consortium: Digita Networks, 
Elisa, Finnish Communications Regulatory Authority, Nokia, RFtuote, Schneider Finland, 
Telia Sonera, Turku University of Applied Sciences, University of Turku, VTT Technical Re-
search Centre of Finland, YLE, Åbo Akademi University and Tekes Finnish Innovation Fund. 



584 S. Yrjölä et al. 

References 

1. Report ITU-R M.2243: Assessment of the global mobile broadband deployments and fore-
casts for International Mobile Telecommunications (2011) 

2. Cisco white paper: Cisco Visual Networking Index: Global Mobile Data Traffic Forecast Up-
date, 2013–2018 (2014). http://www.cisco.com/c/en/us/solutions/collateral/serviceprovider/ 
visual-networking-index-vni/white_paper_c11-520862.pdf 

3. Lewin, D., Marks, P., Nicoletti, S.: Valuing the use of spectrum in the EU an independent as-
sessment for GSMA (2013). http://plumconsulting.co.uk/pdfs/Plum_June2013_Economic_ 
Value_of_spectrum_use_in_Europe.pdf 

4. ECC Report 224: Long Term Vision for the UHF broadcasting band (2014) 
5. The White House, President’s Council of Advisors on Science and Technology (PCAST) 

Report: Realizing the Full Potential of Government-Held Spectrum to Spur Economic 
Growth (2012) 

6. Draft RSPG report 14-585(rev1): RSPG Opinion on a long-term strategy on the future use 
of the UHF band (470-790 MHz) in the European Union (2014) 

7. 3GPP technical report TR 36.808. Evolved Universal Terrestrial Radio Access (E-UTRA); 
Carrier Aggregation; Base Station (BS) radio transmission and reception (2012) 

8. 3GPP technical specification TS 25.346: Introduction of the Multimedia Broad-
cast/Multicast Service (MBMS) in the Radio Access Network (RAN); Stage 2 (2011) 

9. Mwangoka, P., Marques, P., Rodriguez, J.: Exploiting TV White Spaces in Europe: The 
COGEU Approach (2011). http://www.ictcogeu.eu/pdf/publications/Y2/IEEE%20DySPAN 
2011_COGEU_paper.pdf 

10. Chapin, J., Lehr, W.: Cognitive radios for dynamic spectrum access – The path to market 
success for dynamic spectrum access technology. IEEE Commun. Mag. 45(5), 96–103 
(2007) 

11. Yrjölä, S., Ahokangas, P., Matinmikko, M., Talmola, P.; Incentives for the key stakehold-
ers in the hybrid use of the UHF broadcasting spectrum utilizing supplemental downlink: a 
dynamic capabilities view. In: International Conference on 5G for Ubiquitous Connectivity 
(2014) 

12. Inayatullah, S.: Anticipatory action learning: Theory and practice. Futures 38, 656–666 
(2006) 

13. Eisenhardt, K.M., Sull, D.M.: Strategy as simple rules. Harvard Business Review 79(1), 
107–116 (2001) 

14. FCC Report 12-118: Broadcast Television Spectrum Incentive Auction NPRM (2012). 
http://www.fcc.gov/document/broadcast-televisionspectrum-incentive-auction-nprm 

15. Draft ECC Report 205: Licensed Shared Access (2013) 
16. Hansen, D., Shrader, R., Monllor, J.: Defragmenting Definitions of Entrepreneurial Oppor-

tunity. Journal of Small Business Mgmnt. 49(2), 283–304 (2011) 
17. West, J.: Value capture and value networks in open source vendor strategies. In: Proceedings 

of the 40th Annual Hawaii International Conference on System Sciences (2007) 
18. Brandenburger, A., Nalebuff, B.: Co-opetition. Doubleday, New York (1998) 
19. Porter, M.: The Five Competitive Forces That Shape Strategy. Harvard business Review 

(2008) 
20. Prahalad, C.K., Hamel, G.: The core competence of the corporation. Harvard Business Re-

view 68(3), 79–91 (1990) 



Spatial Spectrum Holes in TV Band:
A Measurement in Beijing

Sai Huang(B), Yajian Huang, Hao zhou, Zhiyong Feng, Yifan Zhang,
and Ping Zhang

Key Laboratory of Universal Wireless Communications Ministry of Education,
Wireless Technology Innovation Institute (WTI),

Beijing University of Posts and Telecommunications, Beijing, China
huangsai@bupt.edu.cn

Abstract. Spatial spectrum holes are areas where TV signal strength
falls below a certain threshold and TV frequency can be utilized with-
out license. In our measurement, we prove the existence of spatial spec-
trum holes considering shadowing and building penetration. To evaluate
the influence of shadowing, two dimensional radio environment map-
ping (REM) is constructed for a 500m × 530m area in the downtown.
According to the REM, a maximum attenuation of 30 dB can be caused
by building blockage and shadowing. To measure the loss of wall pene-
tration, a three dimensional measurement is conducted in the outer and
inner area of a 12-floor building. It is found that the wall attenuation
approximately follows a normal distribution with a mean of 24.31 dB.
The distribution of spatial spectrum holes is then plotted indicating spa-
tial spectrum holes are abundant especially in the outskirts of Beijing.

Keywords: TV white space · Spectrum measurement · Radio environ-
ment mapping · Spatial spectrum access opportunities

1 Introduction

TV band is considered most suitable for spectrum relocation and measurements
were conducted all over the world to check the feasibility of CR (cognitive radio)
in TVWS (TV white space). Islam et al. in [1] reported the utilization of TV
band is only 52.35% in Singapore while Bao et al. in [2] found the utilization
of TV band is 54.78% in Vietnam. In these measurements, spectrum holes are
considered as the time and frequency on which TV tower is not transmitting.
However apart from time and frequency domain spectrum holes, there are also
spectrum holes in the spatial domain. According to FCC regulation, devices can
utilize the TV band in areas where TV signal strength falls below −114 dBm
even if TV tower is transmitting [3]. Since the aforementioned measurements are
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all conducted at fixed locations with good TV signal coverage, they are unable
to reveal the geographical aspects of spectrum holes.

Chen et al. in [4] conducted a mobile measurement in Beijing and predicted
the signal strength with large-scale propagation model. They found the TV signal
strength is above −85 dBm all over Beijing. Although there are no large spatial
spectrum holes according to Chen, there may be small outdoor spatial spectrum
holes because of shadowing and indoor spatial spectrum holes caused by wall
attenuation.

This paper studies the existence of spatial spectrum holes in Beijing by mea-
suring the typical shadowing and wall attenuation condition in the city. To evalu-
ate the influence of shadowing, radio environment mapping (REM) is constructed
for a 500m × 530m area in the downtown. To measure the loss of wall penetra-
tion, three dimensional measurement is conducted in the outer and inner area
of a 12-floor building. The wall attenuation is then calculated and approximated
as a normal distribution. Utilizing the calculated value of shadowing and wall
attenuation, the geographical distribution of spatial spectrum holes is plotted
on the basis of the large-scale fading result of Chen.

The rest of the paper is organized as follows. Section 2 introduces the mea-
surement of shadowing. The measurement of wall attenuation is presented in
Section 3. Section 4 demonstrates the geographical distribution of spectrum holes
and Section 5 concludes the paper.

2 Measurement of Shadowing

Signal strength may attenuate a great deal due to shadowing caused by building
blockage. To investigate the effect of shadowing in downtown Beijing, REM is
constructed for a typical area of the city.

2.1 Measurement Setting

The measurement region is a university located on the 3rd ring of Beijing and
the coordinate is 116.348345E and 39.967108N. The shape of the area is almost
rectangular with a length of 530 meters and width of 500 meters as illustrated
in Fig. 1. The buildings in the area are mostly between 6-floor and 15-floor
in height, which is typical of downtown Beijing. The university has two main
landscapes, i.e., dense residential area in the north and open playground in the
south (see Fig. 1).

In China, the 470 − 806 MHz spectrum band is allocated for terrestrial TV
broadcasting and the bandwidth of each TV channel is 8 MHz. As measurement
needs to be taken at a large number of sampling points in REM, only channel 22
(478−486MHz) was measured. Channel 22 is utilized by digital TV broadcasting
and is transmitting in the entire measurement period.

Measurement equipment includes Anritsu MS2720T handheld spectrum ana-
lyzer and omnidirectional broadband antenna BOGER DA753G. The antenna
is connected to the spectrum analyzer by a low-loss cable and kept three meters
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above the ground in the measurement. The resolution bandwidth (RBW) of the
spectrum analyzer is set as 200 kHz. Signal strength is measured at each position
200 times and averaged to eliminate the fluctuations caused over time. More-
over, the Global Positioning System (GPS) module inside MS2720T is utilized
to ensure that measurement is taken at the pre-selected positions.

2.2 Simulated Annealing Assisted Electron Repulsion

Generally, REM is conducted in two steps, i.e., sampling and interpolation. Sig-
nal strength is first measured at a number of sampling points and then interpola-
tion is utilized to estimate signal strength of the entire area. The most commonly
utilized sampling algorithm is symmetric sampling which places sampling points
on a uniform grid. In our scenario, symmetric sampling usually put sample points
in inaccessible areas, for example inside buildings, as illustrated by the yellow
dots in Fig. 1. Therefore a novel sampling algorithm named simulated annealing
assisted electron repulsion (SAER) is proposed.

In SAER, the sampling points and boundaries of inaccessible areas are treated
as electrons such that the repulsive force between them can ensure the uniform
distribution of sampling points and keep them out of inaccessible areas simul-
taneously. Initially, M fixed electrons are put uniformly on the boundaries of
inaccessible areas and N free electrons are deployed in the sampling area at
random positions. There are M + N − 1 Coulombic forces on each electron. The
resultant of Coulombic forces Fi on the ith electron ei (at position ri ) is

Fi (r) = ξ · Qi ·
N+M∑

j=1,j �=i

Qj
(ri−rj)

‖ri−rj‖3
, (1)

where ξ is the Coulombic constant, Qi and Qj are the quantities of ei and ej

respectively. Assuming the Coulombic forces on each electron is constant in a
short interval Δt, the displacement of the electron is

Li = vi · Δt +
1
2

· ai · Δt2, (2)

where ai is the acceleration caused by the Coulombic forces. Utilizing (2), the
position of the ith electron after Δt can be calculated. The displacement process
can be carried out iteratively until the resultant forces approach zero, which
suggests the sampling positions reach a relatively stable distribution.

In addition, simulated annealing is adopted to prevent the sampling position
from converging to local optimal. The objective function is chosen as

Φ (S) = ΔF k+1
i =

∥
∥Fk+1

i

∥
∥ − ∥

∥Fk
i

∥
∥ , (3)

where Fk
i and Fk+1

i are the resultant of Coulombic forces on ith electron in the
kth and (k + 1)th iteration. The probability of accepting a new state is given by



588 S. Huang et al.

P (Si → Si+1) =

{
1 Φ(Si+1) ≤ Φ(Si)

e
Φ(Si)−Φ(Si+1)

T Φ(Si+1) > Φ(Si),
(4)

where Si and Si+1 denote the former and current positions of the electron respec-
tively. T is the system temperature which goes to zero. In an iteration, if the
new state is accepted, the electron is moved to position Si+1. Otherwise, the
position of the electron stays unchanged.

In Fig. 1, the sampling points generated using SAER is marked by red dots. It
can be clearly recognized that all the positions are placed outside the inaccessible
area and the distribution is approximately uniform.

Fig. 1. Sampling Points Distribution in
REM
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Fig. 2. REM of the Selected Area

2.3 Results Analysis

After measuring signal power at 64 sampling points, Kriging interpolation is used
to estimate the signal strength of the entire region. To validate the accuracy of
our REM, signal strength of 80 randomly chosen positions (verification points)
are measured. Mean relatively error (MRE) is adopted to assess the accuracy
and can be defined as follows.

MRE =
1
N

N∑

n=1

|P ∗
n − Pn|
Pn

, (5)

where Pn
∗ is estimated signal strength at the the nth verification point and Pn

is the measured value. The MREs of SAER and symmetric sampling are 4.72%
and 6.58% respectively. Since some sampling points generated by symmetric
sampling are inaccessible, we replaced them with their nearest accessible points.

The resultant REM is plotted in Fig. 2. The maximum signal strength comes
from the southeast corner of the university (−60 dBm), where a playground
locates. The northern part has many tall buildings and experiences the minimum
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signal power (approximately −95 dBm). It is shown that the signal strength
fluctuates between −95 dBm and −60 dBm. If there is no shadowing, signal
strength of the entire area would be approximately the maximum value (−60
dBm). Because of shadowing of different degrees, signal strength is distributed
in a wide range. With strong shadowing, the variation of signal strength can be
more than 30 dB even in a small area.

3 Measurement of Building Penetration Loss

Although signal strength estimated by large-scale measurement is much higher
than the threshold defined by FCC, indoor spatial spectrum holes may appear
owing to building penetration loss. To figure out the influence of building pene-
tration loss, a three dimensional measurement is conducted for a typical building
in Beijing.

3.1 Measurement Settings

The measurement is conducted in a 12-floor masonry building located in the
university mentioned in the previous measurement. The building mostly consists
of concrete, brick and coated windows, which is typical for northern China. The
shape of the building is irregular as illustrated in Fig. 3.

Since a number of positions need to be measured, only channel 22 is measured.
Measurement equipment and their connection are also similar to the previous
section. Since GPS fails to work in the inner area of the building, the measure-
ment positions are acquired with the help of a tachometer. The measurement
equipment is kept in a chart to move around.

To limit the complexity of the measurement, we choose the 4th, 7th, 9th and
12th floor and the surface of building to conduct our measurement. The surface
of building has the strongest signal strength since it is free from wall attenuation.
The 4th, 7th, 9th and 12th floors are the inner area of the building.

Fig. 3. Outdoor Signal Strength Fig. 4. Indoor Signal Strength
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3.2 Results Analysis

With the recorded signal strength at the sampling points, Kriging interpolation is
utilized to estimate signal strength in entire area. Another 180 randomly chosen
locations is also measured to verify the accuracy of our estimation.

The estimated signal strength for the outer and inner area of the building
are plotted in Fig. 3 and Fig. 4. The MREs for both the inner and outer area
are all 5.9%, indicating our estimation is reliable.

Fig. 3 shows that the signal strength of the southwest part is higher than
the northeast. This is because the southwest part is facing radiation and it
further validates that shadowing aggravates the attenuation of signal strength.
The signal strength on the roof (−60 dBm) is 45 dB higher than the bottom.

From the vertical view, signal strength is strongly related with the height or
floor of the measurement positions. Generally speaking, signal strength increases
with height. From the horizontal view, signal strength of innermost spots (−120
dBm) is 50 dBm lower than the outermost ones.

3.3 Analysis of the Penetration Loss

The existence of spatial spectrum holes is strongly related to the penetration
loss. Therefore We analyze two kinds of penetration loss, i.e., wall penetration
loss (WPL) and floor penetration loss (FPL) and denote them as lwpl and lfpl.

Wall Penetration Loss. Fig. 5 shows the statistical histogram of the WPL,
which resembles a normal distribution. To assess the normality of the WPL,
Kolmogorov-Smirnov(K-S) test is conducted at significance level (α = 0.02),
wherein the empirical PDF is compared to a normal PDF with the mean and
standard deviation estimated from the measured data. As the fitting curve indi-
cates, the WPL can be well approximated by a Gaussian distribution expressed
by (6).

p(lwpl) =
1√

2πσ2
exp(− (lwpl − u)2

2σ2
), (6)

where u = 24.31 and σ = 5.12. This indicates that the average attenuation
caused by WPL is approximately 24 dB, which is 1 dB higher than the value
reported by FCC [3]. This difference can be explained by the difference in con-
struction material in different countries.Therefore it is necessary to make adjust-
ments when applying FCC regulations in China.

Floor Penetration Loss. Fig. 6 shows the FPL as a function of the number
of ceilings between the measurement site and the roof. It can be seen that the
FPL increases almost linearly with the number of floors. Hence a linear model
for FPL is assumed as follows.

lfpl = lo + κ · nFL + ξ, (7)
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where lo is the initial value and κ is the increase in loss per floor, nFL is the
number of ceilings signal passes through and ξ is the statistical variation.

Linear least-square regression is utilized to calculate lo and κ. The resultant
lo and κ are 5.31 dB and 15.49 dB respectively. The goodness of fit measured by
Root Mean Square Error (RMSE) is 0.4413. From our analysis, a 20.8 dB loss
exists when signal penetrates the ceiling between two floors. Our result is 2.5 dB
higher compared to COST231 [5], which can be explained by the fact that the
interlayer may be thicker in Beijing.
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Fig. 7. The probability distribution of
spatial holes in Beijing

4 Distribution of Spatial Spectrum Holes

Chen et al. conducted a mobile measurement to check the geographical distribu-
tion of TV signal strength. However, their results consider only large scale fading.
As shadowing and wall attenuation also contribute to loss in signal strength, spa-
tial spectrum holes may appear. Since shadowing and wall attenuation loss are
all random variables, the probability that spatial holes exist can be calculated
as follows.

Pholes =
∫ +∞

p−ε−ls

∫ +∞

0

f(lwpl, ls)dlwpldls, (8)

where f(lwpl, ls) is the joint probability density function of the WPL and shad-
owing, while p is the signal strength predicted by large scale fading and ε is
the threshold for spatial spectrum hole. According to FCC regulation, ε is −114
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dBm. However, the minimum working power level for digital TV is −90 dBm
according to Chinese standard [6]. Analog TV makes even looser requirement
about working power level. The −114 dBm threshold required by FCC should
be relaxed in China.

Since there is no official regulation about the threshold in China, a −95
dBm threshold is assumed. As shadowing is tightly coupled with the blockage
condition and its distribution is relatively complex, a fixed shadowing loss of 5dB
is adopted. In this case, the probability of spatial spectrum holes is determined
by the distribution of wall attenuation.

The probability distribution of spatial spectrum holes is plotted in Fig. 7,
with different colors denoting different probabilities of spatial holes. In the cen-
tral area of the city, TV signal strength is strong and the probabilities of spatial
spectrum hole is low (the blue areas). However, most areas of the city have at
least 80% probability of spatial spectrum holes. In the outskirt, where the signal
strength is below −75 dBm, spatial spectrum holes are very abundant.

The spatial spectrum holes are mostly caused by wall attenuation and appear
in indoor areas. Therefore we call them indoor spatial spectrum holes, which
can be used by the short-range communication such as Wi-Fi or dense small cell
deployment in 5G.

5 Conclusion

In this paper, we conducted a comprehensive measurement in TV band in Beijing
to validate the existence of spectrum holes in the spatial domain. With radio
environment mapping, we show that a variation of 30 dB in signal strength can
be caused by building blockage and shadowing. By measuring the inner and outer
area of a typical building, we find that the wall penetration loss obeys normal
distribution with a mean of 24.31 dB. As a result, the geographical distribution of
spatial spectrum holes is plotted indicating spatial spectrum holes are abundant
in the outskirts of city. Spatial spectrum holes is very important since it can
be utilized by short-range communication such as Wi-Fi or dense small cell
deployment in 5G.
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Abstract. TV White Space (TVWS) has gained much attention
recently as a potential new frontier for spectrum-hungry wireless appli-
cations. The impact of TVWS technology depends on the availability
and status of TVWS spectrum. Multiple studies have been conducted to
assess the availability of TVWS spectrum in many countries and regions.
In this paper, we present the results obtained on assessing the availability
of TVWS spectrum in Libya. Radio propagation analysis was conducted
to predicted coverage of TV stations and a threshold-based method based
on the minimum field strength was adopted to determine TVWS avail-
ability. A minimum of 58% of channels in the UHF TV spectrum were
found to be available on average in the most populated region of the
country. These results promise great potentials for TVWS technology in
Libya.

Keywords: TV White Space · Spectrum management · Spectrum
sharing

1 Introduction

The communication spectrum is a scarce national resource of which effective
management and regulation is crucial for the development of any nation’s econ-
omy. Sound long-term spectrum planning and management policies are key to
maximize the benefits to the national economy and ensures healthy growth of
the ICT sector and infrastructure. In this context, TVWS represents a new chal-
lenge to spectrum management while at the same time promising to enable an
array of new technologies and applications to support better utilization of the
communication spectrum and achieve positive economic return on the national
scale.

1.1 What is TVWS?

TV White Space refers to the underutilized frequency bands in the VHF and
UHF frequency rage that are traditionally allocated to terrestrial TV broadcast
services. The size and the state of these bands vary widely from country to
country and from region to region. In most regions of the world much of the white
space is in the range of 47–790MHz. The term white space originally referred to
the guard bands deliberately left blank between analogue TV channels to avoid
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 593–603, 2015.
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interference. Applications utilizing these bands (called secondary users) must
not interferer with the existing TV broadcasts and other applications licensed
in the area (primary users).

1.2 Why TVWS?

Harvesting unused TVWS is of great importance because of the superior prop-
erties of the VHF and UHF bands. Devices transmitting in the VHF and UHF
range require lower power and the signal can travel longer ranges compared to the
higher frequencies such as the 2.5 GHz used for WiMax for instance. Current
standards implementing TVWS and Cognitive Radio such as the IEEE802.22
WRAN promise to provide coverage from a single base station for up to 30-
100km [11]. In addition, VHF and UHF frequencies have superior propagation
properties both indoor and outdoor where no line-of-sight is required for good
reception. These characteristics make TVWS technologies a good candidate to
provide wireless information services to rural areas with minimum infrastructure
investments.

1.3 TVWS in Libya

Libyan regulators are yet to adopt regulations governing the use and deployment
of TVWS technology and devices in the country. Radio regulation in Libya is
closely aligned with the ITU global and regional policies and regulations. Libya
is in ITU-R Region-1 encompassing Europe, Africa, and much of Asia. Therefore,
any future TVWS regulations and policies will be closely similar to that of ITU-
R Region-1 countries. In 2013, the Libyan Ministry of Communications and
Informatics (MCI) released the Libyan National Frequency Plan (LNFP) for
public consultations and comments on future directions for national spectrum
planning including the topics of spectrum sharing, cognitive radio, and TVWS
[4]. According to the LNFP, the spectrum allocations in the VHF range from
47MHz to 230MHZ and the UHF range from 470MHz to 790MHz assigned for
broadcasting services are shown in figure 1.

It can be seen from this figure that TV broadcast bands are more abundant
in the UHF range than VHF range. Moreover, the bands in the VHF are more
fragmented which adds more complexity to spectrum management and decreases
the potential benefits of these bands. This analysis is consistent with ITU-R
region 1 countries including the EU countries where more focus is given to the
UHF bands as the primary bands for TVWS. As such, any future implementation
of TVWS systems in Libya will be similar to that in Europe and will most
likely focus on exploiting white space in the UHF bands. However, the large
geographical area of Libya and the low population density may allow for VHF
bands utilization in TVWS thus increasing the potentials of TVWS technology
in providing wireless access to rural areas throughout the country and help
in closing the digital divide. Extensive studies are needed to assess the actual
availability of TVWS bands and the potentials of TVWS technologies. This work
is a contribution in this direction.
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Fig. 1. LNFP in the 47-230MHz VHD and the 470-790MHz UHF ranges

2 Related Work

TVWS estimation studies have been conducted in various parts of the world.
In [3] the authors study the availability of TVWS in 11 European countries
using the ITU-R P.1456 and the Longley-Rice (ITM) models. They concluded
that almost 56% of the 470MHz-790MHz UHF bands are available with only co-
channel protection. This number drops to 25% if adjacent channel restrictions
are applied. The study only considered transmissions from TV stations. In [2]
the authors present their results for TVWS availability in Italy and conclude
that TVWS in Italy is available mostly in areas with light population density. A
threshold-based approach is used in this study. Further studies are conducted for
TVWS availability in India [9], Australia [5], and Japan [10]. All of these studies
confirm the potential of TVWS technology in providing additional spectrum for
existing and new applications but with varying degrees in each country.

To the author’s best of knowledge, there has been no previous attempt to
estimate the availability of TVWS in Libya. This work aims to close this gap by
estimating TVWS availability in various test regions in Libya using a threshold-
based approach.

3 TVWS Estimation

Estimating the availability of TVWS depends heavily in regulatory-set parame-
ters and rules that define the protection regions for TV transmitters and received
power threshold for acceptable TV reception for example. Different methods are
adopted by different regulators. For this study, we adopt a threshold-based model
and design an algorithm to estimate the availability of TVWS.
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3.1 TVWS Estimation Algorithm

In order to compute the availability of TVWS the designated area is first divided
into a grid of k x k pixels as in figure 2. At each pixel, a virtual receiver is
assumed with antenna height hrx. For each receiver, a propagation model is
used to predict the received signal strength from every possible transmitter on
all frequency channels. If the predicted Field Strength from all possible receivers
is below a specific threshold, the pixel is designated as white space for the current
frequency channel. Algorithm 1 explains these steps.

Fig. 2. TVWS Estimation

3.2 Point-to-Point Radio Propagation Computation

The Irregular Terrain Model (also called the Longley Rice model) [8] and The
ITU-P.1546 [6] propagation models where both used to predict the received
Field Strength (dBuV/m) at each receiver in the test area from each possible
transmitter. The ITM model is a radio propagation module for frequencies from
20MHz-20GHz developed by A.G. Longley and P. L. Rice in the 1960s. The
module incorporates statistical signal analysis with terrain information to predict
median field strength (dBuV/m). An-open source tool called SPALT [7] was
used to perform the path loss computation based on the Irregular Terrain Model
(ITM).

The second model used is the ITU-P.1546 Propagation Model. This model is
published by the International Telecommunications Union (ITU) and is recom-
mended for use for terrestrial TV broadcast coverage prediction for frequencies
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Algorithm 1. TVWS Estimation Algorithm
Data: Receivers, Transmitters, Frequencies, DTM maps
Result: TVWS Availability
initialization;
for All Frequencies do

for all Receivers do
for all Transmitters do

Calculate received power at current receiver location;
if Field Strength >= Threshold then

Not white space;
Go to next receiver;

end
Designate pixel as white space;

end

end

end

in the range of 30MHz-3GHz. The model is based on a set of field-strength curves
for different frequencies, antenna height, and distances with equations for inter-
polation and extrapolation for a range of these values. A MATLAB program was
used for the ITU model calculation.

3.3 Field Strength Threshold

The Field Strength at the receiver is compared to a thresholds based on the
minimum acceptable location probability. Location probability in TV broadcast
planning represents the probability of successful signal reception in a small area
(usually 100m by 100m). This probability is critical in determining the coverage
area of each transmitter and thus defines the area of service. Table 1 shows differ-
ent location probabilities for different service types with corresponding minimum
field strength values of the received signal based on 2006 ITU Geneva agreement
(GE06 )[1].

Table 1. Location probabilities and field strengths for different service types

Location Probability Minimum Field Strength Service Type

99% 60 dBuV/m Mobile TV

95% 56 dBuV/m Fixed Digital TV

50% 48 dBuV/m Fixed Analogue TV

4 Results

TVWS availability in Libya was estimated using TV transmitters’ data obtained
from the ITU databases and the regulator in Libya. The data included 343 TV
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Fig. 3. Test Area 1 (5 TV stations)

stations in the UHF range from 470MHz to 790MHz providing TV coverage for
the towns and cities of Libya. The assessment was conducted on two test areas:

1. Test Area 1
A smaller area encompassing the capital city of Tripoli and the western
mountains of “Jabal Nafosa”. This area is of the most populated in the
country and features interesting mix of terrain from coastal urban environ-
ment to mountainous rural terrain. The area contains five sites for primary
analogue TV stations each consisting of multiple transmitters in the UHF
range (470MHz-79MHz). Figure 3 shows a map of this area.

Fig. 4. Test Area 2 (19 TV stations)
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2. Test Area 2
A larger area covering the entire western coastal area of Libya. This area
covers multiple large cities (Tripoli, Misurata, Azzawia, ...) were existing
TV coverage may limit the availability of TVWS but also includes rural
areas and smaller towns were TVWS may be abundant. Figure 4 shows a
map of this area.

The test areas were divided into a grid of pixels of 1000m by 1000m each.
A receiver is assumed at each pixel and the received signal strength in term of
Field Strength (dBuV/m) was measured from each transmitter in the area. If
the maximum signal strength is below a certain threshold, the pixel is deemed
as white space. The process is repeated for each frequency. The Irregular Terrain
Model (ITM) and the ITU-P.1546 propagation models were used to predict the
received field strength at each location in the test area. Below are the results
obtained using each of the two models.

4.1 Irregular Terrain Model Results

Table 2 shows the percentage of total available channels in the UHF range of
470MHz to 790MHz in test area 1 at different threshold level. Each threshold
level corresponds to the minimum field strength for different primary service
below which reception of the service becomes unacceptable. For instance, field

Table 2. TVWS availability results with Longley-Rice (ITM) propagation model

Primary service Threshold TVWS Average spectrum
type (dBuV/m) availability (%) available (MHz)

Fixed Analog TV 48 58.37 163.27

Fixed Digital TV 56 62.89 176.28

Mobile TV 60 65.05 183.17

Fig. 5. TVWS heatmap of Tripoli area using Longley-Rice (ITM) model
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Fig. 6. Heatmaps of field strength values for different channels (ITM model)

Table 3. TVWS availability results with ITU-P.1546 propagation model

Primary service Threshold TVWS Average spectrum
type (dBuV/m) availability (%) available (MHz)

Fixed Analog TV 48 60.63 194.02

Fixed Digital TV 56 69.49 222.35

Mobile TV 60 74.22 237.50

Fig. 7. TVWS Availability in Tripoli area using ITU-P.1546 propagation model
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Fig. 8. Heatmaps of field strength values for different channels (ITU-P.1546 model)

Fig. 9. TVWS availability in the western coastal area of Libya (ITU-P.1546 model
used)

strength at a receiver for analog TV below 48 dBuV/m renders the service
unacceptable. As the threshold level increases (when going from fixed to mobile
service for instance), the percentage of available TV channels for secondary use
will also increase. This is a direct result of the fact that increasing the threshold
level corresponds to decreasing the protection margin of the primary service,
thus resulting in more channels being available for secondary use.
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Figure 5 shows a heatmap of test area 1 with the total available channels at
each pixel represented by a color from the range shown.

Figure 6 shows different heatmaps for the field strength values at different
channels. The locations of individual TV stations sometimes are apparent in
these maps.

4.2 ITU-P.1546 Model Results

The ITU-P.1546 propagation model was also used to predict the signal trength
and TV coverage at each pixel in the test areas. Table 3 shows the percentage
of total available channels in the UHF range of 470MHz to 790MHz in test area
1 at different threshold level. As in table 2, Each threshold level corresponds to
the minimum field strength for different primary service below which reception
of the service becomes unacceptable.

We notice that the percentages of total available TVWS channels using the
ITU-P.1546 model are higher than those obtained with the ITM model. This
can be attributed to the statistical nature of the ITU model and the fact that
the ITM model captures the effect of the terrain more that the ITU model.
Figure 7 illustrates the availability of TVWS channels in test area 1 as predicted
using the ITU-P.1546 model.

The second test area on which the assessment was conducted included the
entire western coastal region of the country. Due to computational complexity
of the ITM model, only the ITU-P.1546 model was used to assess the TVWS
availability in this area. Figure 9 illustrates the results from the assessment
with the pixels color coded to correspond to the total available channels at each
location.

5 Conclusion

TVWS availability in Libya was investigated through radio propagation analy-
sis using TV broadcast stations’ data and elevation models of the country. The
Longley-Rice (ITM) and the ITU-P.1546 propagation models were used to assess
the received signal strength from each transmitter at every possible location in
the designated test areas in the country. Locations were the signal strength
fell below the minimum threshold for correct reception were deemed as White
Space and were designated for use by secondary applications. For all the tests
performed in the most populated areas of the country no less than an average
58.37% of total channels were available over all locations with minimum aver-
age available spectrum of 163.27MHz. These results are highly encouraging for
future implementations of TVWS technology in Libya. While these results do
not consider neighboring channels protection and protection of other primary
services in the TV spectrum such as wireless microphones, it is worth mention-
ing that the TV transmitters data used are highly conservative and include all
stations registered by the Libyan regulator with the ITU notification database
according to the GE06 agreement. This data does not include operational status
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information for these stations, and since Libya is going through the transmission
from analog to digital TV, most of these analog stations are off-line. in addition,
satellite TV remains the most popular TV service in the country and a small
portion of the population (if any) rely on terrestrial TV services. All of these
factors combined with the obtained results in this study assert the potential of
future TVWS applications in Libya.
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Abstract. Femto-cells deployment in today’s cellular networks came
into practice to fulfill the increasing demand for data services. However,
interference to other femto and macro-cells users remains an unresolved
challenge. In this paper, we propose an interference mitigation scheme
to control the cross-tier interference caused by femto-cells to the macro
users and the co-tier interference among femtocells. Cognitive radio spec-
trum sensing capability is utilized to determine the non-occupied chan-
nels or the ones that cause minimal interference to the macro users. An
awareness based channel allocation scheme is developed with the assis-
tance of the graph-coloring algorithm to assign channels to the femto-cells
base stations with power optimization, minimal interference, maximum
throughput, and maximum spectrum efficiency. In addition, the scheme
exploits negotiation capability to match traffic load and QoS with the
channel capacity, and to maintain efficient utilization of the available
channels.

Keywords: Cognitive radio · Femtocells · Macro users · Radio
channels · Cross-tier interference · Co-tier interference

1 Introduction

The lack of resources of the macro-cells networks makes them unable to fulfill
the data services demand in the indoor areas. An efficient solution is to deploy
femto-cells base stations (FBSs) which are capable of communicating users over
a broadband wire-line connection [1]. FBSs are short-range, low-cost/low power
and can be easily installed by the users in addition to the fact that they reduce
the load of the Macro Base Stations (MBSs). However, interference is considered
as a technical challenge that affects the femto-cells deployment [1]. There are two
types of interference: cross-tier and co-tier. Cross tier is the interference to the
macro users caused by the FBSs installed within the same sub-band (SB). Co-
tier interference is the one among the deployed femto-cells contending for the
same channel. These types of interference lead to service disruption, throughput
degradation and connection droppings.

There are several proposed schemes for resource allocation in femto-cells
deployments with interference consideration. For example, the schemes proposed
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in [2] and [3] aim to handle both types of interference using uncoordinated and
coordinated resource assignment algorithms as in [2], and Q-learning based inter-
ference coordination as in [3]. However, the coordination between MBSs and
FBSs is difficult due to the requirements of scalability, security, and the availabil-
ity of backhaul bandwidth in addition to the fact that the number of the deployed
FBSs is not fixed. The authors in [4] and [5] propose a scheme that assigns ded-
icated channels for the communication of FBSs over the up-link (UL) and the
down-link (DL). This goes against the idea of improving spectrum utilization by
accessing the macro-cells spectrum opportunistically. Femto-cells resource allo-
cation mechanisms are investigated in [6] and [7] to mitigate interference. These
mechanisms use cognitive radio and game theory to support their resource allo-
cation methodologies. However, both schemes are limited to channel allocation
without consideration of QoS requirements and the scheme in [7] considers cross-
tier interference only. The work in [8] aims to maximize the weighted sum rate
of the femto-macro network in a delay tolerant scenario. However, this requires
high information overhead among MBSs and FBSs. Fractional Frequency Reuse
(FFR) technique proposed in [9] shows capability to mitigate interference in mul-
tiple cells deployments. However, the cell edge users suffer from lower data rates
because of the increase in path-loss and interference [10]. The FFR strategy has
been widely used in multi-macrocell environments for suppressing interference
as in [11]. The use of cognitive radio [12] in femto-macro deployment effectively
contributes in solving the cross-tier interference problem by exploiting its spec-
trum sensing capability to allocate under-utilized channels. In addition, it is
considered for spectrum assignment in order to increase the flexibility and the
autonomy of the network in addition to interference mitigation [13].

In this paper, we propose an interference mitigation scheme that aims to mit-
igate cross-tier interference caused by FBSs to the macro users and the co-tier
interference that affects the FBSs that contend to access the free sub-channels in
the DL. The scheme enhances spectrum sensing and improves detection capabil-
ity to find free sub-channels for FBSs to access in which the cross-tier interference
is minimal. An adaptive power graph coloring spectrum assignment algorithm
is used in conjunction with environment awareness to allocate sub-channels for
FBSs that mitigate the co-tier interference. In addition to interference control,
the scheme ensures that the selected sub-channel satisfies QoS requirements and
matches with the traffic load. Other advantages of the proposed scheme include
considering traffic priorities, and maintaining efficient utilization of the available
sub-channels which enhances the spectrum efficiency.

The paper is organized as follows, section 2 presents the system model and
the interference sources. The interference mitigation scheme and the femto-cells
sub-channel allocation mechanism are described in Section 3, while section 4
presents the performance evaluation of our scheme compared to others. Finally,
the paper is concluded in section 5.
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2 System Model

We consider the interference problem of the DL in a network that consists of
macro-cells and femto-cells where the priority of sub-channel access is for the
macro-cell users. FBSs can access the sub-channel but with minimal interference
to the macro-cell users. Spectrum sensing is employed to detect the available
sub-channels that FBSs can access. Spectrum occupancy information is used to
allocate the free sub-channels according to the awareness based algorithm to be
discussed in the next section. The considered deployment employs Orthogonal
Frequency Division Multiple Access (OFDMA) as a channel access technique
for the DL with M hexagonal grid macro-cells and F femto-cells in range of
each macro-cell. The bandwidth allocated for each MBS is divided into 6 SBs
using FFR. Each SB is composed of Nc sub-channels. The MBS can access any
of these sub-channels at any time instant. However, the sub-channels are not
utilized most of the time.

The femto-cells considered deployment is depicted in Fig. 1 where they are
distributed randomly and uniformly in each SB. Each femto-cell is assumed to
have variable number of users active at any time instant. The sub-channels are
assumed to be almost static with minor variations and follow Rayleigh multi-
path fading distribution. Femto-cells deal with two types of connections which
are the link between femto-cells and macro-cells and the link between FBSs and
their associated users. There are three types of gains considered in the signal
propagation model and they contribute to the total channel gain calculated in
(1). These gains include antenna’s gain (A), shadowing gain (S) and path loss
gain (G).

H = A + S + G (1)

The received signal to interference and noise ratio (SINR) of a macro-cell user
k over sub-channel n is calculate as,

SINRk,n =
Pk,nHk,n

I1 + I2 + Nn,k
(2)

Fig. 1. Femto-cells network
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where Pk,n is the received power of the macro-user k over sub-channel n, I1 and
I2 are the two interference imposed by the other MBSs and FBSs respectively
and Nn,k is the additive white Gaussian noise (AWGN) power. The two types
of experienced interference by the macro user I1 and I2 are calculated according
to (3) and (4) respectively.

I1 =
M∑

l=1

Pl,nHk,l,n (3)

I2 =
F∑

j=1

z∗Pj,nHk,j,n (4)

where Pl,n and Pj,n are the transmission powers of the other MBS and FBS
over the nth sub-channel respectively and z∗ is the factor that indicates if the
sub-channel is assigned to a certain femto-cell. It takes a value of 1 if the sub-
channel is assigned and 0 otherwise. l and j are the indexes of the MBSs and
FBSs respectively. The achievable throughput by the macro user k over sub-
channel n is given by,

Tk,n = B log(1 + SINRk,n) (5)

where B is the sub-channel bandwidth.
Following a similar process, the SINR for a femto user i served over sub-

channel n is calculated as,

SINRi,n =
Pi,nHi,n

I1 + I2 + Nn,i
(6)

The interference imposed by MBS I1 and the other FBSs interference I2 are
calculated according to (7) and (8) respectively.

I1 =
M∑

l=1

Pl,nHi,l,n (7)

I2 =
F∑

j=1,j �=i

z∗Pj,nHi,j,n (8)

The achievable throughput of the femto user i over sub-channel n is given by,

Ti,n = B log(1 + SINRi,n) (9)

The cross-tier interference that impacts the performance of the macro-cell
users is caused by either miss detection during spectrum sensing or hidden macro
users problem. Due to the limitation on the software and/or the hardware sensing
capability, interference is caused to the macro users as a result of an incorrect
detection. Note that the probability of miss detection depends on the sensing
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methods, (e.g., the energy detector, the cyclostationarity-feature sensing, and the
matched-filtering sensing). Matched-filtering is known as the best approach for
spectrum sensing as it maximizes the received SINR [14]. However, it is difficult
since it requires dedicated receiver for each signal. The performance of energy
detector is limited by the energy threshold and the types of signals. Besides,
it fails when the noise becomes non-stationary because of the presence of the
cross-tier interference. However, energy detector is the easiest to implement in
actual systems. The hidden macro-cell users problem is similar to the hidden
node problem in carrier sense multiple access (CSMA). It is caused by many
factors including severe multi-path fading, shadowing, and high penetration loss
in the areas sensed by femto-cells.

Contending between FBSs for channel access especially in the dense femto-
cells deployment is the main reason to encounter co-tier interference that affects
the performance of the femto users. Other problems like hidden terminal and
exposed terminal problems also contribute to this interference as the femto-cells
network is similar to other wireless network once free channels are detected.
Adjacent channel interference is another type of interference that affects the
macro users on the edge of cell. It is caused if different but adjacent channels are
occupied by the macro users and FBSs respectively. However, this interference
can be leased by reasonable layout of base stations deployment.

3 The Interference Mitigation Scheme

In this section, we describe the interference mitigation scheme to control both
cross-tier and co-tier interference that impact femto-cells operate under the cov-
erage of macro-cells. The scheme also aims to maximize throughput, allocate
sub-channels that satisfy QoS requirements by assigning priorities for different
types of traffic, and ensure efficient spectrum utilization. Spectrum sensing is
exploited to support this scheme in order to mitigate cross-tier interference.
Both interference mitigation mechanisms are detailed in the following sections.

3.1 Cognitive Based Cross-tier Interference Mitigation

Cognitive spectrum sensing is employed by the FBSs to determine whether cer-
tain SB include free sub-channels. This forces the FBSs to cease their channel
access if the sub-channel is busy with macro user transmission. If all SBs are
busy, the FBS tries to access the SB with the minimal interference to macro
users. The presence of MBS transmissions is detected in the DL signal.

Our scheme implements an enhanced energy detection based spectrum sens-
ing that effectively explores the interference range and maximizes the detection
sensitivity. According to the energy detection approach, the signal observed by
the FBS is expressed as,

y(x) = h(x)s(x) + w(x) (10)
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where s(x) is the signal transmitted by the MBS, h(x) is the channels gain from
the MBS to FBS, w(x) is the AWGN sample, and x is the sample index. The
average received energy is given by,

Y (X) =
1
X

X−1∑

x=0

|y(x)|2 (11)

where X is the total number of samples. Spectrum sensing aims to distinguish
between the following two hypotheses,

H0 : y(x) = w(x) (12)

H1 : y(x) = h(x)s(x) + w(x) (13)

The hypothesis H0 is for miss-detection and H1 is for correct detection. Energy
detection is defined by two probabilities, the probability of detection PD and the
probability of false alarm PF . The occupancy of sub-channels by macro-cell users
can be determined by comparing the metric Y against a threshold λ. Therefore,
the PD is calculated as follows,

PD = Pr(Y > λ|H1) = Qm(
√

2 ∗ SINR,
√

λ) (14)

where m is the product of time and bandwidth and Qm(., .) is the generalized
Marcum Q-function [15]. The PF is calculated as follows,

PF = Pr(Y > λ|H0) =
Γ (m,λ/2)

Γ (m)
(15)

where Γ (.) and Γ (., .) are the complete and incomplete gamma functions, respec-
tively [16]. Both probabilities are calculated for each SB as the product function
of all sub-channels contained in each SB.

We enhance the normal energy detection procedure to improve the detec-
tion capability. The decision regrading channel access by FBS is determined by
quantifying how harmful is the interference caused to the macro receivers if the
FBS uses the sub-channel. The interference to the macro users is deemed to be
harmful if it causes the signal-to-interference ratio (SIR) at the macro receiver
to fall below a threshold SIR∗. This threshold depends on the macro receiver
robustness toward interference and varies from one service to another. In addi-
tion, it may depend on the characteristics of the interfering signal (e.g., signal
waveform, continuous versus intermittent interference, etc.) [17]. From the above
definitions, we define the interference range of the FBS as the maximum distance
from a macro receiver at which the incurred interference is still considered harm-
ful. Consequently, the interference range depends on the macro user interference
tolerance not just the FBS transmission power. Let Pm and Pf denote the trans-
mission power of the MBS and the FBS respectively. The distance between the
macro-cell transmitter and receiver is denoted as R. The interference range of
the FBS (D) is determined according to,

PmR−α

PfD−α
= SIR∗ (16)
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where α is the path loss factor. We deduce from (16) that the macro receiver can
tolerate the interference caused by FBS as long as the distance between them is
greater than D. As a result, we can define the detection sensitivity (DS) as the
minimum SNR of the MBS at which an FBS should be still capable of detecting
the macro signal. The FBS should be able to detect active macro transmission
within a radius of R+D according to (16). Therefore, the sensitivity is calculated
as follows,

DS =
Pm(D + R)−α

N0
(17)

The spectrum sensing is conducted periodically to stay aware of any MBS
starts to transmit. During the sensing period, the QoS degradation incurred by
the macro users in accessing the band is determined. The choice of the sensing
period depends on the type of the service running on the macro user terminal
and has to be set for each SB. For example, the sensing period is less for services
that vary over a much larger time scale.

3.2 Awareness Based Co-tier Interference Mitigation

In this section, we develop an awareness based algorithm to mitigate co-tier
interference between femto-cells that are using the same SB. The algorithm
aims to maximize system throughput, improve spectrum efficiency, and adapt
transmission power according to FBS SINR requirements. It is assumed that each
group of FBSs are assigned to certain SB and able to access its sub-channels.
Each FBS is aware of its interference profile which is characterized by certain
interference weight Wi. This weight is exploited to label the interference over
the link between any two FBSs and is calculated as,

Wi =
∑

ei

10Ii/10 (18)

where Ii is I2 that is calculated using (4). Due to the relatively low distance
between the FBS and its femto-cell associated user, the throughput maximization
problem for a femtocell can be written as follows,

max
∑

i∈V

∑

j∈V

∑

n∈Nc

z∗
i z∗

j Blog(1 +
Pi∑

j �=i PjHji + N
) (19)

where V is the group of FBSs that share the same SB and z∗ is the assignment
indicator of the sub-channel, Pi is the transmission power of the FBS, Hji is the
total gain between FBS j and FBS i, and N is the corresponding noise power.
Note that i and j are the indexes of the interfering FBSs.

The FBSs channel allocation problem can be modeled as a graph coloring
problem with support of an awareness based mechanism between the FBSs shar-
ing the same SB. The awareness mechanism aims to share the interference weight,
data rate requirement, traffic type and traffic load information for each FBS
among other FBSs sharing the same SB. Consequently, each FBS is aware of
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its network environment. Interference weight is the basic metric for the graph
coloring channel assignment while data rate requirement, traffic type and traffic
load are exploited to ensure QoS, assign traffic priority, and improve spectrum
utilization. The sub-channel assignment process as in Algorithm 1 starts by
mapping the network into a bidirectional graph GR = (V,E,W ) with a group
of vertices V = {v1, v2...} where each vertex v represents an FBS and a group
of edges E = {e1, e2...} where an edge e is the link connecting two vertices with
interference weight w. A larger weight implies having a larger sum of the path
loss and shadowing values. The problem is equivalent to coloring each vertex
with one color from C = {c1, c2...} and assign proper power level to the respec-
tive vertex in order to maximize the throughput and mitigate interference. The
color of the vertices represents the available sub-channel, and a color pool of
the interference graph relies on which particular SBs can be used by that graph.
Once the graph is established, we label each FBS with the total interference

Algorithm 1.. Co-tier Channel Assignment
Require: GR = (V,E,W ), C = {c1, c2...}, FBS data rate, traffic load and traffic type
Ensure: Sub-channel assignment with maximum throughput T , maximum spectral

efficiency and minimum interference I
BEGIN
Define V0 as the number of vertices in GR
Define i as the index for the FBS
for (a = 1 to a = V0) do

Calculate Wi, Tpi, ∀V ∈ GR
if (Wi = Wmax) then

Select FBSs with maximum W
end if
if FBS with Wmax is not unique then

find FBS with (Tpi = Tpmax)
end if
Color the vertex v with color c (Assign the sub-channel to the FBS)
Adapt transmission power as in (21)

end for
while (1) do

Check U for each FBS
if (U < Thmin) then

Switch the users associated the FBS to other FBSs with condition that (U ≤
Thmax) for the target FBSs

end if
end while
END

weight calculated in (18). At this moment, the vertex with the highest interfer-
ence weight is colored with an appropriate color with condition that the selected
sub-channel satisfies application QoS. If there are more than one FBS with the
same interference weight, we check the traffic priority. For example, if one FBS
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has real-time traffic or it is loaded more than others, it will have the priority
to access the sub-channel. Traffic load and application data rate are used to
quantify the traffic priority. An indicator Tp is assigned to the FBS to refer
to the priority of its traffic. The indicator is ordered in ascending order as the
traffic priority increases. The coloring process to maximize throughput can be
characterized as follows,

argmax
∑

i∈V

∑

n∈Nc

z∗Blog(1 + SINRi,n) (20)

s.t.
∑

n∈Nc

z∗ ≤ 1,∀i ∈ V

where Nc denotes the specific set of sub-channels, which are used by the vertices
involved, SINRi,n is the SINR of femtocell i over the sub-channel n and V is a
set of vertices in the graph. Then, the power is adapted for the FBS according
to SINRtarget and the current transmission power as follows,

P ∗
i = Pi SINRtarget

I2 + N(i)
Hi,n

(21)

where Pi is the current transmission power, Hi,n is the channel gain experienced
by FBS i while accessing sub-channel n and N(i) is the corresponding noise
power. Finally, the FBS is removed from the graph GR and the process repeated
again until the set V is empty. In addition, the awareness mechanism manages
to improve spectrum utilization by sharing the number of users associated with
each FBS (U). If this number falls below certain threshold Thmin, all the users
associated with this FBS are switched into another FBSs in the same domain
with a condition that U for these FBSs is not exceeding certain threshold Thmax

and QoS of the switched users is guaranteed. Consequently, the sub-channel
is released for other FBSs and this improves spectrum utilization and reduces
contention of other FBSs.

4 Performance Evaluation

In this section, the performance of our proposed cognitive aware interference
mitigation scheme is evaluated through simulation. The simulation environment
parameters are presented in Table 1. Note that d is the distance between the
user and the base station.

We compare our scheme with the two schemes proposed in [18] and [19]
for interference mitigation in femto-cell macro-cell deployment. In addition, we
compare it with the standard scheme that does not implement any interfer-
ence mitigation mechanism. The scheme proposed in [18] is cognitive based
(CR-based) and aims to allocate resources in femto-cell networks to maximize
the throughput while minimizing interference to macro-cell users nearby only.
However, the scheme (femto-macro) proposed in [19] considers mitigating the
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Table 1. Simulation environment parameters

Parameter Value

Carrier frequency 2 GHz
Cellular layout Hexagonal grid
Macro-cell radius 500 m
Femto-cell radius 10 m
Path loss MBS user L = 15.3 + 37.6log(d)
Path loss FBS user L = 38.46 + 20log(d) + 0.7(d)
Lognormal shadowing 0 mean, 8 dB standard deviation
MBS transmission power 45 dBm
FBS transmission power 20 dBm
White noise power density - 174 (dBm.Hz−1)
Number of SBs 6
Number of sub-channels per SB 10
Macro-user per macro-cell 30
The penetration loss of walls Lw 10 dB
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Fig. 2. CDF of macro-cell user’s SINR

interference among femto-cells in addition to macro users interference control.
The Cumulative Distribution Function (CDF) of the macro user’s SINR is pre-
sented in Fig. 2. The proposed scheme achieves the highest macro-user’s SINR
in contrast to the standard random resource allocation, the CR-based and the
femto-macro schemes. The reason is that both the CR scheme and the femto-
macro scheme employ simple energy detectors to detect the vacant sub-channel.
However, our scheme considers accurate detection by better evaluating the inter-
ference range and improving the detection sensitivity.

The CDF of the femto-user’s SINR is shown in Fig. 3. The proposed scheme
achieves significantly better performance than all the other schemes owing to
the interference coordination between FBSs with the awareness based spec-
trum allocation mechanism. The CR-based scheme has no capability to mitigate
interference between FBSs while the femto-macro scheme is based on cluster-
ing which limits each cluster of femto-cells to access only one sub-channel. This
increases the probability of collisions between the contending FBSs. On the other
hand, the proposed scheme is not limited to one sub-channel and it comprises
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awareness and information exchange between the FBSs for channels allocation
which does not only mitigate interference but also improves spectrum utilization
and maximizes throughput.
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Fig. 3. CDF of femto-cell user’s SINR

Fig. 4 presents the spectrum efficiency achieved by all the schemes. It can
be noticed that the proposed scheme recorded the highest spectrum efficiency as
it considers efficient spectrum utilization by switching users from under-utilized
FBSs and free more sub-channels. Fig. 5 presents the throughput achieved by
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Fig. 4. Spectral efficiency comparison for all schemes

the femto-cell as a function of various number of FBSs. The transmitted traffic
considered here is real-time traffic. Our proposed scheme achieved the highest
throughput compared to other schemes as it employs adaptive power alloca-
tion, considers users QoS requirements and traffic priority which enhances the
throughput. Moreover, we notice that the throughput decreases as the number
of FBSs increases. It is mainly due to the increase in the probability of collision
as the number of FBSs grows.
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5 Conclusion

In this paper, we proposed a novel interference mitigation scheme for both
cross-tier and co-tier interference in LTE femto-cell and macro-cell deployment.
An improved version of cognitive radio spectrum sensing with better detection
capability was exploited to mitigate the cross-tier interference. Moreover, an
awareness based co-tier interference mitigation mechanism with the aid of graph
coloring algorithm was proposed. The mechanism also ensures QoS requirements,
supports traffic priority, and improves spectral efficiency by using smart user-
FBS association. The adaptive power allocation used by the interference mit-
igation mechanism improves SINR CDF for both macro and femto users. In
addition, the proposed scheme shows ultimate performance in terms of through-
put and spectral efficiency.
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Abstract. RF energy harvesting is a promising potential solution for
providing convenient and perpetual energy supply to low-power wireless
sensor networks. In this paper, we investigate the performance of over-
laid wireless sensor transmission powered by RF energy harvesting from
existing wireless system for delay sensitive traffic. We derive the exact
closed-form expression for the distribution function of harvested energy
over a certain number of coherence time over Rayleigh fading channels
with the consideration of hardware limitation, such as energy harvesting
sensitivity and efficiency. We further analyze the packet loss probability
of sensor transmission subject to interference from existing system.

Keywords: RF energy harvesting · Sensitivity · Wireless sensor trans-
mission

1 Introduction

Wireless sensor networks (WSNs) are used in a wide range of applications, such
as environment monitoring, surveillance, health care, intelligent buildings and
battle field control [1]. The sensor nodes of WSN are usually powered by bat-
teries with finite life time, which manifests as an important limiting factor to
the functionality of WSN. Replacing or charging the batteries may either incur
high costs for human labor or be impractical for certain application scenarios
(e.g. applications that require sensors to be embedded into structures). Power-
ing sensor nodes through ambient energy harvesting has therefore received a lot
of attentions in both academia and industrial communities [2,3]. Various tech-
niques have been developed to harvest energy from conventional ambient energy
sources, such as solar power, wind power, thermoelectricity, and vibrational exci-
tations [4–7].

RF energy is another promising candidate ambient energy source for powering
sensor nodes. Recently, there has been a growing interest in RF energy harvesting
due to the intensive deployment of cellular/WiFi wireless systems in addition
to traditional radio/TV broadcasting systems [8]. It has been experimentally
proved that RF energy harvesting is feasible from the hardware implementation
viewpoint. In [9], the authors developed prototypes for devices that communi-
cate with each other using ambient RF signals from TV/cellular systems as the
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 620–630, 2015.
DOI: 10.1007/978-3-319-24540-9 51
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only power source. In [10], the authors present the experimental performance
(e.g., charging time of the sensor and received signal power at the sink) of RF
energy harvesting using PowerCast energy harvesters [11]. Although these pre-
vious works have proved a visible future for the wireless application based on
RF energy harvesting, most performance results are obtained through labora-
tory experiments. There is still a lack of effective theoretical models that can
analytically predict the performance of WSNs powered by RF energy harvesting.

Previous literature on RF energy harvesting can be summarized as following.
The fundamental performance limits of simultaneous wireless information and
energy transfer systems over point-to-point link were studied in [12,13]. In [14],
the authors consider a three-node multiple-input multiple-output (MIMO) wire-
less system, where one receiver harvests energy and another receiver decodes infor-
mation from the signal transmitted by a common transmitter. A cognitive net-
work that can harvest RF energy from the primary system is considered in [15].
The authors propose an optimal mode selection policy for sensor nodes to decide
whether to transmit information or to harvest RF energy based on Markov mod-
elling. In [16], the authors investigate mode switching between information decod-
ing and energy harvesting, based on the instantaneous signal channel and inter-
ference condition over a point-to-point link. In most of these works, it is generally
assumed that the channel gain remains constant during the whole energy harvest-
ing circle, including obtaining channel state information, making decision accord-
ingly, and then harvesting energy or decoding information. It worths to point out
that wireless fading channels are in general time varying with channel coherence
time in the order of milliseconds. The harvested energy over one channel coherence
time may not be sufficient for channel estimation alone, not to mention information
transmission/decoding.

With these observations in mind, we consider an overlaid sensor transmission
scenario where a sensor-to-sink communication link operates in the coverage of
an existing wireless system over the same frequency. We assume that the sink has
a constant power source and that the sensor needs to harvest RF energy from
the transmission of existing wireless system. Specifically, the sensor node can
only harvest RF energy when its received signal power is larger than a certain
sensitivity level [14]. As such, the existing system, being either cellular, WiFi or
TV broadcasting systems, serves as the ambient source for sensor energy har-
vesting and as interference source during sensor transmission. Such an overlaid
implementation strategy of RF-energy powered WSN has the potential to offer
attractive and green solutions to a wide range of sensing applications, partic-
ularly in view of the increasingly severe spectrum scarcity. We consider delay
sensitive traffic scenario, where the sensor needs to periodically transmit a new
packet to the sink. We investigate the packet transmission performance of the
sensor-to-sink link over Rayleigh fading wireless channels over multiple chan-
nel coherence time. The statistical distribution of the amount of energy that
can be harvested over a fixed number of channel coherence time is derived with
the consideration of harvesting sensitivity and efficiency. We study the packet
loss probability of delay sensitive traffic, which is dependent on the amount of
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harvested energy as well as interference amount experienced during packet trans-
mission. We also examine the effect of traffic intensity and the energy storage
capacity at the sensor on the packet loss probability based on the exact ana-
lytical results. These analytical results will help determine what type of sensing
applications that the proposed overlaid implementation strategy can effectively
support.

The remainder of the paper is organized as follows. In Section 2, we introduce
the system and channel model under consideration. The performance of the pro-
posed sensing implementation for delay sensitive traffic is evaluated in Section 3.
Concluding remarks are given in Section 4.

2 System and Channel Model

2.1 System Model

We consider the point-to-point packet transmission from a single-antenna wire-
less sensor to its sink over a flat Rayleigh fading channel. The sink and the
sensor are deployed in the coverage area of an existing wireless system, which
could be cellular, WiFi or TV broadcasting systems. We assume that the sensor
can harvest RF energy from the transmitted signal of the existing system, and
use it as its sole energy source for transmission, as illustrated in Fig. 1.

In the energy harvesting stage, the sensor harvests RF energy from the radio
transmission of existing wireless systems over multiple channel coherence time.
Typically, the sensor can harvest RF energy only when the received signal power
is larger than a power threshold, denoted by Pth [14]. In general, Pth should be
greater than the receiver sensitivity for information reception.

During the packet transmission stage, the sensor will transmit its collected
information to the sink using harvested energy. We assume that the energy con-
sumed for information collection is negligible compared with the energy used for
transmission [17]. Then the energy that can be used for transmission is approx-
imately equal to the harvested energy. Also note that the sensor transmission
will suffer interference from the existing system in this stage, the effect of which
will be further discussed in the following sections. Due to the low transmission
power and short transmission duration, we ignore the interference that the sensor
transmission may generate to the existing system.

2.2 Channel Model

We adopt a log-distance path loss plus Rayleigh block fading channel models for
the operating environment [19] while ignoring the shadowing effect for the sake of
presentation clarity. In particular, the channel gain between the BS and the sensor
remains constant over one channel coherence time, denoted by Tc, and changes to
an independent value afterwards. Let hn denote the fading channel gain over the
nth coherence time, where hn ∈ CN (0, 1). For notational conciseness, we use αn
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Fig. 1. System model for two-stage sensor transmission with RF energy harvesting.

to denote its amplitude square, i.e. αn = ||hn||2, whose PDF for Rayleigh fading
channel under consideration is given by

fαn
(x) = e−x. (1)

Then the instantaneous received signal power at the sensor over the nth coher-
ence time is given by Pn = Pαn, where P is the average received power at the
sensor due to path loss, given by

P =
PT

Γdλ
H

, (2)

where PT is the constant transmission power of BS, dH is the distance from BS
to the sensor, λ is the path loss exponent of the environment, ranging from 2 to
5, and Γ is a constant parameter of the log-distance path loss model. Specifically,
Γ = PL(d0)

dλ
0

, where d0 is a reference distance of the antenna far field, and PL(d0)
is linear path loss at distance d0, depending on the propagation environment.

We assume, as is the case in real world systems [10][11], the sensor can only
harvest energy when the instantaneous received signal power Pn is greater than
the sensitivity level Pth and the harvested energy is proportional to Pn − Pth.
Consequently, the amount of energy that the sensor can harvest during the nth
coherence time can be represented as [14]

En =

{
ηTc(Pn − Pth), Pn ≥ Pth;
0, Pn < Pth,

(3)
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where 0 ≤ η ≤ 1 is RF energy harvesting efficiency. It follows that the amount
of energy harvested by the sensor over N consecutive coherence time can be
given by

E
(N)
h = min

(
N∑

n=1

En, Ec

)

, (4)

where Ec is the energy storage capacity of the sensor. 1

The transmission power of the sensor when it uses the harvested energy

over N coherence time is equal to E
(N)
h

Ts
, where Ts denotes the transmission time

duration. We assume, with the notion of low-rate sensing applications, that Ts is
much smaller than the channel coherence time Tc. Let hs and gs denote the fading
channel gains from BS to the sink and from the sensor to the sink, respectively,
where hs ∈ CN (0, 1) and gs ∈ CN (0, 1). The received SINR at the sink can be
calculated as

γs =

E
(N)
h

Tsdλ
T

||gs||2
PT

dλ
I

||hs||2 + Γσ2
, (5)

where dT is the distance from the sensor to the sink, dI is the distance from BS
to the sink, and σ2 is the variance of the additive noise at the sink. In general,
the sensor and the sink are very close to each other, i.e. dT � dH ≈ dI . In the
following, we study the performance of such overlaid sensor transmission when
it is used to support low-rate data traffics.

3 Performance Analysis for Delay Sensitive Traffic

For certain sensing applications, such as smart metering and environment mon-
itoring, the sensor node needs to periodically send their collected information
(e.g. energy usage, temperature, humid information) to the sink. Any delay in
the delivery of these information may render them useless. Therefore, the goal is
to successfully transmit these information packet within a fixed time duration.
As such, an important performance metric for such application is the packet loss
probability, i.e. the percent of packets that could not be delivered to the sink in
time. We now analyze the packet loss probability of the proposed overlaid sens-
ing implementation with RF energy harvesting. An accurate quantification of
this metric will help determine the sensing applications that could be supported
with the proposed implementation.

3.1 Distribution of Harvested Energy over N Coherence Time

We are interested in the distribution fuction of the harvested energy of the sensor
over N channel coherence time, which will be used for packet loss probability
analysis.
1 Ec can also be viewed as the energy threshold, above which the sensor can carry out

packet transmission.
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We first consider the one coherence time case, i.e. N = 1. The CDF of the
harvested energy can be simply represented as

F
E

(1)
h

(x) = Pr[E(1)
h < x] = Pr[E1 < x], x ≤ Ec. (6)

After substituing (3) into (6) and some manipulation, we have

F
E

(1)
h

(x) = 1 − e
− x

ηTcP
− Pth

P , x ≤ Ec. (7)

For the multiple channel coherence time case, i.e. N > 1, we denote the number of
channel coherence time, in which the sensor can harvest energy, by Na. According
to the total probability theorem, the CDF of the harvested energy is shown as

F
E

(N)
h

(x) = Pr[E(N)
h < x] =

N∑

i=0

Pr[
N∑

n=1

En < x,Na = i]. (8)

When the ith largest received power is larger than Pth and the (i + 1)th largest
one is lower than Pth, the number of coherence time that the sensor can harvest
energy is Na = i. We denote the ordered version of N i.i.d. random variables
αn as α1:N ≥ α2:N ≥ · · · ≥ αN :N , and the sum of the i − 1 largest variables as
βi =

∑i−1
j=1 αj:N . We can show that Na = i if and only if αi:N ≥ Γdλ

HPth

PT
and

αi+1:N <
Γdλ

HPth

PT
. Therefore, FEh

(x) can be calculated as,

F
E

(N)
h

(x) =
N−1∑

i=2

Pr[βi + αi:N <
x

ηTcP
+

iPth

P
, αi:N ≥ Pth

P
, αi+1:N <

Pth

P
] (9)

+ Pr[α1:N <
Pth

P
] + Pr[

Pth

P
≤ α1:N <

x

ηTcP
+

Pth

P
, α2:N <

Pth

P
]

+ Pr[βN + αN :N <
x

ηTcP
+

NPth

P
, αN :N ≥ Pth

P
]

=
N−1∑

i=2

∫ x
iηTcP

+
Pth
P

Pth
P

∫ x
ηTcP

+
iPth

P
−y

(i−1)y

∫ Pth
P

0

fβi,αi:N ,αi+1:N (t, y, z)dtdydz

+
∫ Pth

P

0

fα1:N (t)dt +
∫ Pth

P

0

∫ x
ηTcP

+
Pth
P

Pth
P

fα1:N ,α2:N (t, y)dtdy

+
∫ x

NηTcP
+

Pth
P

Pth
P

∫ x
ηTcP

+
NPth

P
−y

(N−1)y

fβN ,αN:N (t, y)dtdy,

where fα1:N (x, y), fα1:N ,α2:N (x, y), fβN ,αN:N (x, y), and fβi,αi:N ,αi+1:N (x, y, z) are
the marginal and joint PDFs of αi:N and βi, whose closed-form expression
can be obtained in [18]. By properly substituting the closed-form expression
of fα1:N (x, y), fα1:N ,α2:N (x, y), fβN ,αN:N (x, y), and fβi,αi:N ,αi+1:N (x, y, z) into (9)
and carrying out integration, the close form expression of the CDF of harvested
energy is obtained as
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F
E

(N)
h

(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑N
i=2

N!(1−e
− Pth

P )N−ie
− iPth

P

(i−1)!(i−2)!(N−i)!

∑i−2
m=0(1 − i)i−2−m

(i−2
m

)∑m
j=0

m!
(m−j)!{

(i − 1)m−j∑i−2−j
k=0

(i−2−j)!
(i−2−j−k)!ik+1

[(Pth
P

)i−2−j−k

−e
− x

ηTcP
(

x
iηTcP

+
Pth
P

)i−2−j−k
]

− e
− x

ηTcP
∑m−j

s=0 (−1)m−j−s
(m−j

s

)
(

x
ηTcP

+
iPth

P

)s
(

x
iηTcP

+
Pth
P

)i−1−j−s−
(Pth

P

)i−1−j−s

i−1−j−s

}
+ (1 − e

− Pth
P )N

+N(1 − e
− Pth

P )N−1(e
− Pth

P − e
− x

ηTcP
− Pth

P ), x ≤ Ec;

1, x > Ec.

(10)

After taking derivative with respect to x, the PDF of FEh
(x) is derived and

given as

f
E

(N)
h

(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑N
i=2

N!(1−e
− Pth

P )N−ie
− x

ηTcP
− iPth

P

(i−1)!(i−2)!(N−i)!
∑i−2

m=0(1 − i)i−2−m
(

i−2
m

)
∑m

j=0
m!

(m−j)!

{
(i − 1)m−j ∑i−2−j

k=0
(i−2−j)!

(i−2−j−k)!ik+1 ( x
iηTcP

+
Pth
P

)i−2−j−k−1

( x

iη2T2
c P2 +

Pth
ηTcP2 − i−2−j−k

iηTcP
) +
∑m−j

s=0 (−1)m−j−s
(

m−j
s

)
is

i−1−j−s{
( x

iηTcP
+

Pth
P

)i−2−j( x

iη2T2
c P2 +

Pth
ηTcP2 − i−1−j

iηTcP
)

+(
Pth
P

)i−1−j−s( x
iηTcP

+
Pth
P

)s−1(− x

iη2T2
c P2 − Pth

ηTcP2 + s
iηTcP

)
}}

+ N
ηTcP

(1 − e
− Pth

P )N−1e
− x

ηTcP
− Pth

P + (1 − e
− Pth

P )N δ(x)

+
[
1 − FEh

(Ec)
]
δ(x − Ec), N > 1;

1
P ηTc

e
− x

P ηTc
− Pth

P + (1 − e
− Pth

P )N δ(x) +
[
1 − FEh

(Ec)
]
δ(x − Ec), N = 1,

(11)

where δ(·) denotes the impulse function. Note that the PDF involves two impulse
function at 0 and Ec due to the capacity constraints.

3.2 Packet Loss Probability Analysis

We assume that the sensor must collect and transmit one packet to the sink
over a fixed time duration TF . The number of coherence time in TF , denoted
by N , is approximately equal to

⌊
TF

Tc

⌋
. The sensor will first harvest RF energy

for N channel coherence time and then transmit the packet to the sink using
the harvested energy. We focus on low rate sensing application and ignore the
potential packet collision with other sensors. We also assume that, with adoption
of certain error correction coding scheme, the packet can be successfully received
by the sink if the received SINR at the sink during packet transmission is above
γT . As such, packet loss will occurs if and only if the received SINR at the
sink during packet transmission is below the threshold γT . This may be due
to insufficient harvested energy, poor sensor to sink channel quality, as well as
strong interference from BS. Mathematically, the packet loss probability of the
sensor transmission is given by

PPL = Pr[γs < γT ] = Pr[

E
(N)
h

Tsdλ
T

||gs||2
PT

dλ
I

||hs||2 + Γσ2
< γT ]. (12)
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Conditioning on E
(N)
h , the packet loss probability can rewritten in terms of the

PDFs of E
(N)
h , ||gs||2, and ||hs||2, denoted by f

E
(N)
h

(·), f||gs||2(·), and f||hs||2(·),
respectively, as

PPL =
∫ Ec

0

∫ ∞

0

F||gs||2

(
TsγT dλ

T (PT y
dλ

I

+ Γσ2)

z

)

f||hs||2(y)f
E

(N)
h

(z)dydz. (13)

The PDF of ||hs||2 and ||gs||2 for the Rayleigh fading channel model under
consideration are commonly given by

f||hs||2(x) = f||gs||2(x) = e−x. (14)

After proper substitution and some manipulations, we can rewrite PPL as

PPL =
∫ Ec

0

(

1 − ze− TsγT Γ dλ
T σ2

z

z + PT

dλ
I

TsγT dλ
T

)

f
E

(N)
h

(z)dz. (15)

Finally, the packet loss probability for delay sensitive traffic can be calculated
by substituting (11) into (15) and carrying out numerical integration. Note that
only finite integration of some basic functions are involved in the calculation.

3.3 Numerical Results

We assume the same parameters for RF energy harvesting system as in [9]. In
particular, the transmission power of BS is PT = 10kW . The distance from BS to
the sensor, BS to the sink and the sensor to the sink are set as dH = 100 meters,
dI = 100 meters and dT = 1 meter, respectively. The pass loss exponent λ is
assumed to be 3, the channel coherence time Tc be 100ms, and the transmission
time of the sensor Ts be 1ms. The sensitivity of the sensor is assumed to be
Pth = −10dBm = 0.1mW [10]. For simplicity, we assume harvesting efficiency
η = 1 and packet loss constant Γ = 1.

In Fig. 2, we plot the PDF of harvested energy over N = 1, 2, 3 coherence
time. We can see that E

(N)
h follows a mixed distribution with impulse at x = 0

and x = Ec, which represents the probability that the sensor can not harvest any
energy over N coherence time and the probability that the sensor will be fully
charged after N coherence time. With the increase of the number of coherence
time N , the continuous portion of probability mass moves towards right, with
the distribution of harvested energy spreads more widely along the energy axis.
This is because when N increases, the sensor has larger probability to harvest
more energy.

In Fig. 3, we plot the packet loss probability at the sink as a function of the
SINR threshold for different energy capacity Ec with N = 3. We can see when
γT is small, the packet loss probability shows approximately linear degradation.
We also observe that larger energy capacity Ec leads to smaller packet loss
probability. However, the benefit of lowing packet loss probability shrinks with
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Fig. 2. Distribution of harvested energy over N channel coherence time (Ec = 0.006J).

Fig. 3. Packet loss probability at the sink for different energy storage capacity.

the increase of the energy capacity Ec. This is because when Ec gets larger, the
sensor has smaller probability to be fully charged, such that the effect of the
energy capacity on the packet loss probability gradually reduces.

In Fig. 4, we plot the packet loss probability at the sink as a function of the
number of the channel coherence time before each packet transmission. We can
see the packet loss probability at the sink gradually reduces as N increases, and
converge to a constant value when N is very large. This is due to the existence
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Fig. 4. Packet loss probability at the sink over N coherence time.

of energy storage capacity Ec, which limits the total harvested energy and in
turn the transmission power. Moreover, we notice that higher SINR threshold
leads to higher packet loss probability, as expected by intuition.

4 Conclusion

In this paper, we investigated the packet transmission performance of wireless
sensor nodes powered through harvesting RF energy from existing wireless sys-
tems. We derive the exact closed-form expression for the distribution function of
harvested energy over a certain number of coherence time over Rayleigh fading
channels, based on which we further analyze the packet loss probability of sensor
transmission with the consideration of hardware limitation, such as harvesting
sensitivity and energy storage capacity, and interference from existing system.
The analytical results will greatly facilitate the design and optimization of such
sensor system powered by RF energy harvesting for the appropriate target sens-
ing applications.
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Abstract. This paper proposes a distributed and fair resource alloca-
tion scheme for large-scale wireless dynamic spectrum access networks
based on particle filtering theory. We introduce a proportionally fair
global objective function to maximize the total network throughput while
ensuring fairness among users. We rely on particle filtering theory to
enable distributed access and allocation of spectrum resources without
compromising the overall achievable throughput. Through intensive sim-
ulation, we show that our proposed approach performs well by achieving
high overall throughput while also improving fairness between users.

Keywords: Particle filtering · Dynamic spectrum access · Distributed
spectrum assignment · User fairness

1 Introduction

The increasingly growing number of wireless devices, along with the continually
rising demand for wireless bandwidth, has created a serious shortage problem in
the wireless spectrum supply. This foreseen spectrum shortage is shown to be due
to the lack of efficient spectrum allocation and regulation methods rather than
due to the scarcity of spectrum resources [1]. As a result, Dynamic Spectrum
Access (DSA) has been promoted as a potential candidate for addressing this
shortage problem, which essentially allows spectrum users to locate spectrum
opportunities and use them efficiently without harming legacy users [2]. Many
research attempts have been conducted to enable effective DSA. While many of
them have focused on spectrum sensing related challenges, others have focused on
developing resource allocation techniques that help access and utilize spectrum
resources efficiently [3].

Enabling DSA while maximizing the total throughput has been one of the
key challenges for resource allocation in DSA systems [3]. Many researchers have
proposed centralized approaches aiming to maximize the total throughput [4].
Although these methods achieve optimal or near-optimal performances, they
have limitations when it comes to scalability and computational complexity,
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 631–642, 2015.
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especially when applied to large-scale systems. Therefore, distributed approaches
are more attractive, and can be more effective when applied to DSA. This is
because the decision will be taken locally by each user instead of being taken
centrally, making each user send its information to the central agent so as to
allow it to make such a decision.

There have been many resource allocation approaches proposed in the lit-
erature for enabling distributed DSA [3,5,6]. For example, the authors in [6]
proposed Q-learning for distributed multiband spectrum access and power allo-
cation. The authors in [7] proposed objective functions that rely on Q-learning
to allocate spectrum resources in a distributed manner, where the focus was on
the throughput maximization. In [8], particle filtering theory was used also for
promoting distributed resource allocation in DSA systems, where it was shown
that it can achieve higher throughput than what the technique proposed in [7]
achieves when using the same objective functions.

One common concern with most of these distributed approaches is that they
aim to increase throughput but without taking into account any fairness con-
sideration. Even though throughput maximization-based approaches maximize
the overall network throughput, they may lead to starvation of some Secondary
Users (SU)s, resulting thus, in not treating all users equally fairly. This means
that some users may get very limited amounts of throughput when compared to
others. It is therefore important that fairness should be taken into account when
designing these distributed allocation techniques. In the literature, fairness has
been proposed with centralized approaches [8–10]. The authors in [8] considered
the maximization of the minimum objective function to address user fairness.
Although, the proposed objective function achieves better fairness, proportion-
ally fair methods [11] are anticipated to achieve higher fairness. They target to
balance between two conflicting behaviors: the cooperative behavior using the
sum maximization and the minimum maximization which penalizes the users
with high throughput.

With all of this in mind, this paper proposes a distributed allocation tech-
nique that jointly combines proportional fairness with particle filtering to assign
spectrum in large-scale DSA networks. Since the global spectrum assignment
optimization problem suffers from a high computational complexity and does not
scale well, our technique aims to achieve suboptimal allocation while ensuring
fairness among the different users. Using simulation, we compare the through-
put performance of the proposed technique with that of the minimum fairness
technique, proposed in [8].

The remainder of this article is organized as follows. In Section 2, we describe
our system and channel model. In Section 3, we formulate the resource alloca-
tion problem for large-scale DSA systems, and discuss the issues related to the
derivation of the optimal solution with respect to the used objective function.
We apply particle filtering for distributed spectrum allocation in Section 4. Eval-
uations are provided in Section 5. Finally, we conclude the paper in Section 6.
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2 Large-Scale DSA System Model

We consider a DSA system composed of n DSA agents competing to communi-
cate over m non-overlapping bands, where a DSA agent represents a transmitter-
receiver pair of SUs. The n agents are uniformly distributed within a cell where
a primary system is communicating as illustrated in Fig. 1. We assume that
the m bands have been perfectly sensed and declared as available using spec-
trum sensing technique (we will not discuss this technique as it is beyond the
scope of this paper). As we are considering a large-scale system, the number of
users is assumed to be very high compared to the number of the available bands
(n >> m).

Communication 
between the SUs

Communication 
between the PS 

components
SU PUs

Fig. 1. Large scale DSA system.

At each time slot t, user (agent) i tries to communicate with its correspondent
receiver by selecting one band from the pool of the available bands. Each user
aims to achieve the maximum possible throughput Ri with respect to its allowed
power budget Pi. If we assume that user i selects band j, then the achieved
throughput can be expressed as

Ri(t) = B(j) log2(1 + γ
(j)
i (t)), (1)
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where B(j) is the jth channel bandwidth and γ
(j)
i (t) is the received Signal to

Interference plus Noise Ratio (SINR), expressed as

γ
(j)
i (t) =

P
(j)
i |h(j)

ii (t)|2
n∑

k=1
k �=i

a
(j)
k P

(j)
k |h(j)

ik (t)|2 + N0B
(j)

. (2)

Here h
(j)
ik (t) is the jth channel impulse response from the kth transmitter to the

ith receiver, N0 is the power spectral density of the noise which is assumed to be
constant and the same for all spectrum bands, and a

(j)
k is the band’s selection

mapping index. If band j was selected by user k, then a
(j)
k = 1, otherwise a

(j)
k = 0.

The channel is modeled as a first order Auto-Regressive (AR(1)) process [12].
Hence, at time slot t, the channel impulse response h

(j)
ik (t) is given by

h
(j)
ik (t) = α0h

(j)
ik (t − l) + (1 − α0)w

(j)
i (t), (3)

where α0 is the AR parameter expressed as α0 = J0(2πfdTb) with J0 is the
0th order Bessel function of the first kind, fd is the maximum Doppler frequency,
Tb is the channel coherence time, and w

(j)
i is a complex Gaussian noise with zero

mean and unit variance.

3 Spectrum Assignment Problem Formulation

The main challenge that we address in this paper is how to assign the available
bands among the n users efficiently so as to maximize the per-user achievable
throughput while ensuring fairness. Achieving this requires, ideally, collabora-
tion among the different users to gather information at a central unit. It exploits
this collected information to make centralized spectrum assignment decisions.
Alternatively, and in order to avoid the need for collaboration between users,
which often results in an excessive communication overhead, one can rely on
users themselves to use local information to make their decisions in a distributed
manner. As mentioned earlier, examples of such distributed approaches are learn-
ing based approaches, in which users rely on an objective function to maximize
their achieved throughput. Authors in [7] showed that while the use of intrinsic
objective functions results in fluctuating behaviors, the use of global objective
functions, which take into account other users’ decisions, though improve the
overall system performance, are slow in doing so. The sum objective function is
then defined as

Osum
i (t) =

n∑

k=1

Rk(t). (4)

A common problem with the above functions is that they do not ensure fairness
among users. In an attempt to address fairness, using a common global objective
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function known as bottleneck optimality, max-min approach has been proposed
in [13] and is expressed as

Omin
i (t) = min

1≤k≤n
Rk(t). (5)

This objective function is more suitable for users having the same requirements,
which is generally not the case in wireless communications. Although max-min
solves the problem of starvation, users with high requirements will be penal-
ized while users with low requirements will get more service than what they
need. For a more efficient fair allocation, proportional fair [11], is shown to
strike a good balance between two conflicting objectives: the maximization of
the total throughput and the max-min fairness which may penalize users with
high requirements. It is defined as

OPF
i (t) =

n∑

k=1

log2(Rk(t)). (6)

Using the proportional fair global objective function, we formulate our optimiza-
tion for each user i as follows

max OPF
i (t) ∀ t (7a)

s.t.
m∑

j=1

a
(j)
i (t) = 1 ∀ t. (7b)

This is a non-linear integer programming problem of the allocation index
a(j)i (t) = [a(1)

i (t), a(1)
i (t), ..., a(m)

i (t)]. The constraint (7b) is used to control the
number of the bands that each user could select at each time. This is behind
the combinatorial nature of the problem where each user is allowed to select one
single band.

Optimally allocating the m bands among the n users requires relaying all the
network information such as the channels’ fading and the users’ power budgets
to a central processing unit. By doing so, not only the system suffers from a huge
network overhead, but it also incurs high computational processing time. The
computational complexity is mn and thus, it increases exponentially with the
network scale. Hence, the allocation problem is NP-hard. Therefore, applying a
distributed approach is more appealing to reduce the exchange overhead. In this
case, each user has to take its own decision, ai(t), and exchange its measured
throughput and allocated channel to other users such that the global system
evolves towards an optimum spectrum allocation a(t).

One of our main contribution in this paper is to consider fair distributed
resource allocation. To the best of our knowledge, fairness has been addressed
with centralized spectrum allocation so far and without any focus on the system
scalability [3].
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4 Fair Distributed Spectrum Assignment for Large-Scale
DSA

One key merit that distributed resource allocation schemes possess is low sig-
naling overhead. Local decisions are made following the exchange of some infor-
mation (e.g. the achieved throughput and the selected band) among users and
tracking the system evolution over time. In this context, particle filter based
approaches are known to have strong tracking capabilities and can be adapted
to non-linear and non-Gaussian estimation problems [14]. However, since the
problem of spectrum assignment comes down to an estimation problem, we pro-
pose distributed particle filtering to estimate at each time slot the best spectrum
allocation that achieves the fairness goal.

The concept of distributed particle filtering is derived from the sequential
estimation and importance sampling techniques. Each user needs to interact
with some or all other users in order to get the best estimation of the unknown.
We model the evolution of the estimation of the best spectrum allocation as a
discrete-time state-space model given by

a(t) = X (a(t − 1)) + u(t), (8a)
Ri(t) = Ψi(a(t)) + vi(t), (8b)

where X (.) is a known function that describes the state’s change. Ψi(.) is the
function that links the global state a(t) to the local observation Ri(t). It is a
non-linear function of the state a(t). u and vi(t) are two stochastic noises of
the state and the observation models, respectively. The noises are assumed to
be white and independent of the past and the present states. Equation (8a)
describes the relation between the state at instants t and t − 1. Note that Ri(t)
is seen as the measurement to be observed locally by user i.

The two equations (8a) and (8b) provide a probabilistic model of our prob-
lem formulation. The goal of distributed particle filtering is to get the channel
assignment matrix a(t) sequentially using all the local measurements Ri(t) of all
the users i up until the current time t.

Since the channels’ fading changes over time for the whole system, this affects
the spectrum selection for each user at each time slot. Fortunately, with the
presence of an inherent correlation between the channel realizations, the channel
state at time t could be estimated from the previous spectrum assignment; i.e.,
at time t − 1. We assume that each user relays its band selection, denoted as
ai(t) = (a1

i , ..., a
m
i ), along with its measured observation, Ri(t), to the other

users. This information allows the other users to estimate their best selections
during the next time slot. Denoting the other users’ band selections by a−i(t−1),
the global function that governs the state change and executed by each user could
be expressed as

X (t) = arg max
ai(t)

OPF
i (t)|{a−i(t) = a−i(t − 1), h̃(t)}, (9)

where h̃ is the estimate of the channel according to (3).
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With conventional Bayesian approaches, to estimate a(t), we should compute
the posterior f(a(t)|R1:n(0 : t)), where f denotes a probability density function
and R1:n(0 : t) is the vector that contains the observed throughput from t′ = 0
until t′ = t. The state can be sequentially estimated in two steps: a prediction
phase given by Equation (10a) and an update phase using Equation (10b) [14].

f(a(t)|R1:n(0 : t − 1)) =
∫

f(a(t)|a(t − 1))f(a(t − 1)|R1:n(0 : t − 1)), (10a)

f(a(t)|R1:n(0 : t)) =
f(R1:n(t)|a(t))f(a(t)|R1:n(0 : t − 1))

f(R1:n(t))|R1:n(0 : t − 1))
. (10b)

Although the recursion can simplify the derivation of f(a(t)|R1:n(0 : t)),
it could not be straightforwardly computed due to the non-linearity and the
involvement of an integral quantity.

Particle filtering theory provides an interesting tool to overcome this issue.
Instead of computing the posterior f(a(t)|R1:n(0 : t)), it is sufficient to consider a
large number of samples from this distribution. These samples should be carefully
drawn to reflect the original probability density function. Hence, it could be
approximated by

f(a(t)|R1:n(0 : t)) =
Ns∑

k=1

wk(t)δ(a(t) − ak(t)), (11)

where Ns is the number of samples, ak(t) is the kth sample and wk(t) is
the correspondent weight. But, since we will apply the particle filter distribu-
tively, instead of estimating a(t), user i estimates only its channel selection
ai(t) by considering a local density function known as importance density
f(ai(t)|Ri(0 : t),ai(t−1),a−i(t)). In this case, the particles, ak

i (t), are composed
by the other users’ selections, a−i(t), and a possible selection of user i. User i
forwards its optimal selection ai(t) to the other users to be considered in their
particles. Although this importance density is optimal [15], its implementation
is challenging, and hence, we instead consider the following

π(ai(t)|a(t − 1)) = f(ai(t)|ak(t − 1),a−i(t)). (12)

The weight at each sample is deduced from the previous weight and by taking
into consideration the new observation. From the importance function in (12),
it follows that

wk
i (t) = wk

i (t − 1)f(Ri(t)|ak). (13)

These weights are then normalized.
Over time, the weights of the different particles at each user become negli-

gible, i.e., wk
i (t) ≈ 0 ∀ k except for a few particles whose weights become very

large. This problem is often known as the samples degeneracy. This implies that
huge computations will be dedicated to update particles with very minor con-
tributions. The idea of re-sampling is to make the particles with large weights
more dominant while rejecting the particles with small weights [16]. This results
in Algorithm 1.
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Algorithm 1. Distributed particle filtering for fair spectrum assignment in
large-scale DSA systems.
INPUT: The available bands: m.
OUTPUT: The assigned spectrum for each user: {ai}1≤i≤n

Initialization At the first time slot t = 0
for all DSA user i do
• Generate random samples of the possible channel assignment {ak

i (0)}Ns
k=1;

• Set the weights to be equal {wk
i }Ns

k=1 = 1
Ns

;
• Select the best band;
• Exchange the received throughput and the selected band with other users;

end for
for all time slot t do

for all DSA user i do
1. Prediction: Compute possible particles using (12);
2. Decision: Select the band of the particle giving the highest reward;
3. Start the transmission on the selected bands;
4. Update the channels estimation;
5. Weighting: Compute possible particles using (13);
6. Normalizing the weight:
7. Re-sampling: Apply re-sampling to avoid degeneracy;
8. Exchange the received throughput and the selected band;
end for

end for

5 Simulation Results

We consider a DSA system with n = 100 agents communicating over m = 10
bands. We assume that at the beginning of each time episode, the sensing process
is performed and the available bands are determined. The channels between the
transmitter and its correspondent receiver as well as the other receivers are
assumed to be Rayleigh fading channels with an average channel gain

[
d

dki

]η

where d = 1Km is a reference distance, dki is the distance between the ith

transmitter and the kth receiver and η is the path-loss exponent that is set
to 3. We set the average gain of the direct channel link to be 3 dB stronger
than the average gains of the interference channels. The number of particles at
each user is set to Ns = 20 particles. We assume that each user uses an elastic
traffic model [6]. In this model, each user i has its own throughput requirement
threshold, Rth

i (t), which is uniformly distributed in the interval [0, 10kbit/s]. The
power budget for all the users is set to 4dBm. We rely on this model to allow each
user to specify its own QoS requirements, which can be different across different
users. Hence, instead of considering Ri(t) in the observation, we consider the
reward ri(Ri(t)) that follows the elastic model.

To study the performance of our scheme, we investigate the per-agent
achieved throughput at each time slot. Fig. 2 shows that the distributed particle
filtering approach achieves better per-agent throughput, on the average, when
compared to the minimum throughput approach. This could be explained by the
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fact that the minimum scheme tends to penalize the users with good channels
at the expense of favoring those users with poor channels to achieve the same
level of throughput. On the other hand, the sum objective approach achieves, as
expected, the highest throughput among the other approaches.
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Fig. 2. Achievable throughput under the studied schemes: sum throughput, minimum
throughput, and the proportional fairness.

Now, in order to evaluate the fairness of the proposed distributed approach,
we use and measure the Jain’s fairness index [17], defined in Eq. (14), under each
of the studied approaches, and compare that achieved under our scheme with
those achieved under the other ones.

J(t) =

( ∑n
i=1 Ri(t)

)2

n
∑n

i=1 R2
i (t)

. (14)

In Fig. 3, we plot the Jain’s index J(t). We first notice that our proposed fair
distributed approach achieves better fairness than the two other approaches.
The total sum throughput has the lowest fairness index since the objective is to
select the best channels that allow to reach the highest total throughput rather
than accounting for every user’s satisfaction. Recalling Fig. 2, we conclude that
ensuring fairness comes at the expense of lowering the total throughput that
the network as a whole can achieve. The figure also illustrates that our app-
roach outperforms the minimum fairness when different users have different QoS
requirements. Although the latter achieves better fairness performance when
users have the same requirements, for non-homogeneous environment, our app-
roach is more suitable.
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Fig. 3. Achievable Jain’s fairness index under the studied schemes: sum throughput,
minimum throughput, and the proportional fairness.

For completeness, we also show in Fig. 4 the achievable Jain’s fairness indexes
under different numbers of available bands.
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Fig. 4. Achievable Jain’s fairness index when varying the number of bands.
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6 Conclusions

This paper proposes a particle filtering-based technique for fair and distributed
spectrum allocation in large-scale DSA systems. When compared with other
approaches, the technique is shown to ensure the best fairness among users while
still achieving a reasonably high network throughput.
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Abstract. Cognitive radio (CR) with spectrum sharing allows new or secondary 
devices to co-exist with primary (licensed) users (PU) in accessing the spec-
trum. This is known as underlay CR. It allows the secondary users (SU) to 
transmit multimedia data services (video transmission) at low power and low 
data rate when the PU is using the spectrum. Hence SU can still enjoy uninter-
rupted video services with minimum tolerable quality. However, problem arises 
when SUs are subjected to interferences mainly from PU and other SUs. The 
objective of this paper is to provide error-free video transmission to SU in the 
underlay CR transmission by using an error resilience method, namely Multiple 
Description Coding (MDC). Since the underlay mode CR is characterized by 
low power, low data rate and possibly high packet loss rate, base layer video 
streaming of a Scalable Video Coding (SVC) with MDC is a feasible solution. 
The base layer video is coded using MDC with even and odd frames generating 
two descriptions. Simulation results show that transmitting video in the under-
lay CR using MDC perform better objectively and subjectively than using a 
single description coding (SDC). 

Keywords: Cognitive radio · Underlay · Multiple description video coding · 
Scalable video coding · Error resilience 

1 Introduction 

Cognitive Radio (CR) is a technology that can address the problem of inefficient 
usage of radio spectrum through enhanced spectrum management capabilities [1]. The 
spectrum management includes opportunistic access to the spectrum and spectrum 
sharing. In opportunistic access, CR system allows new or secondary devices to op-
portunistically access a portion of spectrum, which belongs to PU as in the overlay 
CR [2]. In spectrum sharing, the low power SU share the spectrum with the PU as in 
the case of underlay CR. In underlay CR technique, the SU spreads it bandwidth large 
enough to ensure tolerable amount of interference to the PU.  
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Video transmission over CR networks has received many attentions from the re-
search community to fully utilize the available bandwidth resulting from the usage of 
CR, for example in [3]-[8]. Most of the papers use cross-layer technique to optimize 
video transmission over CR. Recently, video transmission over underlay CR has been 
investigated in [7] and [8]. It is a great challenge to obtain high quality video trans-
mission in underlay CR [7]. The challenges are due to the need for the SU to use low 
transmission power and low transmission rate so that they do not generate interfe-
rence to the PU. Moreover, SU will suffer interferences from both the PUs and other 
SUs. In [8], uninterrupted video services are provided to the SU by allowing the SU to 
receive video in both overlay and underlay mode of CR. The base layer of the scala-
ble video coding (SVC) is transmitted with I-frame error resilience technique during 
the underlay mode for acceptable video quality. 

The underlay mode can be characterized as having low data throughput due to the 
low transmission power and high packet loss due to interferences from both the PUs 
and other SUs [7],[9]-[11]. Hence, an error resilience video transmission in the under-
lay CR network is needed. One of the ways to provide the error resilience is by using 
multiple description coding (MDC) technique [12].  

MDC has been used in video coding community to provide error resilience 2D and 
3D video transmission ([12] and [13]). MDC allows a source to be encoded into two 
or more correlated redundant descriptions. If one of the descriptions is received, ac-
ceptable video quality can be achieved. More descriptions will provide higher video 
quality.  

MDC for CR has been studied in [14], [15] and [16]. In [14], MDC is used to 
transmit images in single and two cognitive radio channels with optimized coding 
rates within certain amount of time. MDC is employed to cope with the packet losses 
caused by PU traffic interruptions. However, application of MDC for video transmis-
sion in the underlay CR is not considered in this paper. In [15], MDC framework 
based on Priority Encoding Transmission packetization technique is employed to cope 
with both primary interruptions and secondary collisions. Different amount of For-
ward Error Correction (FEC) is assigned to the different descriptions. Again, only 
image data is used as the source in this paper. Furthermore, underlay transmission is 
not considered in [15]. MDC multicast (MDCM) in orthogonal frequency division 
multiplexing (OFDM-based) cognitive radio network (CRN) is studied in [16]. The 
paper shows that the system throughput using the MDCM scheme with optimized 
resource allocation is much higher than using the conventional multicast (CM) 
scheme. However, the proposed system in [16] does not consider video transmission 
using underlay CR.       

The problem of video transmission using MDC in the underlay CR is investigated 
in this paper. The underlay CR can be subjected to video packet loss as described in 
[7] and [8]. Specifically, in this paper, we propose technique of using MDC for the 
transmission of the SVC’s base layer to enhance its error resilience property. The 
remainders of this paper will be organized as follows. Section 2 of the paper presents 
an overview of MDC followed by the proposed system model in Section 3. Section 4 
presents the simulation results and discussion. The paper is concluded in Section 5.   
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4.1 Error Free Environment 

The coding performance of the proposed H.264/SVC-MDC codec in underlay condi-
tion is first evaluated under error free environment where there are no packet losses. 
Table 2 shows the error free performance of coding the ‘foreman’ sequence using 
SDC and the proposed MDC. The PSNR is compared between original and com-
pressed video sequence. The source bit rates for both SDC and MDC is about 540 
kbit/s. There is minor difference in PSNR as MDC is coded at slightly lower bit rates.    

Table 2. Error free performance of SDC and MDC.  

Parameters SDC MDC 

Bit rates (kbit/s) 541.31 533.28 
Average PSNR (dB) 37.69 36.35 
Quantisation para-
meter 

27.5 30 

   

4.2 Underlay - Ideal MDC Channel 

Ideal MDC channel assumes only one of the MDC streams are received by the decoder 
and the other stream is completely lost [19]. In this experiment, the two descriptions will 
be sent by the SU base station to the SU in the underlay mode. It was found in [8] that 
the video Packet Error Rate (PER) is about 20%. The video frames within the two MDC 
descriptions (E1 and E2) are dropped according to the PER. For fair comparison, the 
video frames from the SDC are also dropped using the same PER.  

In the simulation, when E1 is subjected to 20% PER, E1 description is considered 
lost completely due to the very high PER. The decoded video sequence is recon-
structed from just E2 utilizing frame interpolation to reconstruct the full sequence. 
Similarly, when E2 is subjected to 20% PER, E2 description is considered lost com-
pletely and video sequence is reconstructed from just E1.  
    Table 3 shows the error prone performance of coding the same sequence using 
SDC and MDC in the underlay mode that is subjected to 20% PER. It is assumed that 
when the E1 or E2 MDC description is subjected to 20% PER, it is considered lost 
completely. The results show that even though E2 MDC stream is completely lost by 
the 20% PER, a good video quality of PSNR 32.53dB can be achieved by just using 
E1 MDC stream. Similarly, when E1 MDC stream is completely lost, an acceptable 
video quality of PSNR 32.55dB can be achieved by just using E2 MDC stream. 

Table 3.   Performance of SDC and MDC in ideal MDC channel for underlay CR. 

Average PSNR (dB) SDC MDC 

Error free 37.69 36.35 
At 20% packet loss 
(underlay mode) 

26.86 32.53 (using E1) 
32.55 (using E2) 
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Fig. 4 shows the subjective quality comparison of the video sequence with SDC 
and MDC during transmission in the underlay mode. It can be seen that MDC perform 
better than SDC subjectively. However, due to the average frame interpolation MDC 
results in ghost or double image artifact as shown in Fig. 4(c) and Fig. 4(d) that can 
hardly be noticed when the sequence is played. Improved results can be obtained by 
using frame interpolation that considers motion information between frames.       

  

      (a) Original                                   (b) SDC, 20% PER 

  

        (c) MDC, 20% PER on E2              (d) MDC, 20% PER on E1 

Fig. 4. Subjective quality of video transmission in ideal MDC channel for underlay CR. 

4.3 Underlay – MC-CDMA 

In this experiment, the SU is modeled as Multi Carrier CDMA (MC-CDMA) with 
BPSK modulation ([8] and [9]). The simulation results are based upon Additive White 
Gaussian Noise (AWGN) channel and the video packet size L = 1000 bits.  Fig. 5 
shows the theoretical AWGN and simulation performance for underlay CR mode for 
two SUs. As an example, the video packet for both SDC and the proposed MDC is 
dropped according to the BER at 4dB and 5dB Eb/No. There is more video packet 
dropped at 4dB Eb/No compared to 5dB Eb/No. In this experiment, any of the two of 
the MDC streams can be subjected to the video packet loss. The PSNR of the pro-
posed MDC and the SDC is shown in Table 4.     
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Fig. 5. BER performance for SU in underlay CR. 

Table 4. Average PSNR Performance of SDC and MDC in underlay CR. 

Channel Condition Average PSNR (dB) 

 SDC MDC 

Error-free 37.69 36.35 
5 dB Eb/No 35.36 35.29 
4 dB Eb/No 32.96 35.15 

 
It can be seen from Table 4 that the proposed MDC outperforms SDC at 4dB Eb/No 

with average PSNR of 35.15dB compared to 32.96dB. At 5dB Eb/No, where there is 
less packet loss, average PSNR of the proposed MDC is slightly lower than SDC due 
to the redundancies generated by the MDC. However, the redundancies from the pro-
posed MDC can be used to mitigate the error (high packet loss) in the underlay CR 
channel. Fig. 6 shows the subjective quality improvement obtain with the proposed 
MDC during transmission in the underlay mode. Improved results can be obtained 
with proper error concealment at the MDC decoder and is subjected to future studies.    
 

  
          (a) SDC at 4dB Eb/No                         (b) MDC at 4dB Eb/No 

Fig. 6. Subjective quality of video transmission in simulated underlay CR. 
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5 Conclusion 

In this paper, the problem of video streaming using SVC in underlay mode of wireless 
CR has been investigated to allow uninterrupted multimedia services to the SU. In the 
underlay mode, interferences from PU and other SU results in video packet loss to the 
existing SU. Hence, some form of error resilience need to be embedded during the 
scalable video encoding process. In this paper, even and odd frame MDC is used as 
the error resilience technique to mitigate the packet losses in the underlay CR. Simu-
lation results shows PSNR improvement of 7 dB for ‘foreman’ sequence is achieved 
by the proposed MDC at 20% PER in ideal MDC channel for underlay CR. The re-
sults also shows PSNR improvement of about 2 dB by the proposed MDC for the 
same sequence in simulated underlay CR channel at 4dB Eb/No. Future works include 
using channel coding to improve performance at the physical layer and using MDC 
with proper error concealment at the application/video.  
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Abstract. Device-to-Device (D2D) communication is envisioned to play
a key role in 5G networks as a technique for meeting the demand for high
data rates. In a cellular network, D2D allows not only direct communi-
cation between users, but also device relaying. In this paper, a simple
instance of device-relaying is investigated, and its impact on fairness
among users is studied. Namely, a cellular network consisting of two
D2D-enabled users and a base-station (BS) is considered. Thus, the users
who want to establish communication with the BS can act as relays for
each other’s signals. While this problem is traditionally considered in the
literature as a multiple-access channel with cooperation in the uplink,
and a broadcast channel with cooperation in the downlink, we propose
a different treatment of the problem as a multi-way channel. A simple
communication scheme is proposed, and is shown to achieve significant
gain in terms of fairness (measured by the symmetric rate supported) in
comparison to the aforementioned traditional treatment.

Keywords: Device-relaying · D2D · Multi-way · Symmetric rate

1 Introduction

A cellular network consisting of multiple users who want to communicate with
a base-station (BS) is typically studied in the literature as a combination of a
multiple-access channel (MAC) [1] in the uplink (UL), and a broadcast channel
(BC) [2] in the downlink (DL). The demand for higher rates of communica-
tion has motivated researchers to seek methods to improve the performance of
transmission schemes for the MAC and the BC. This research has taken many
different directions in the past (code design, MIMO, etc.). Although these direc-
tions will remain of great importance, a new promising direction that will be of
high importance in the future is user cooperation.

User cooperation is possible in a cellular network by enabling Device-to-
Device communication (D2D). D2D is a technique that is envisioned as a poten-
tial solution for meeting the high data-rate demand in future cellular networks
[3]. The main idea of D2D is that devices within close proximity communicate
with each other directly, without involving a BS in their communication [4],
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thus offloading some traffic from the BS. D2D is not only useful for this scenario
where the devices act as either a source or a destination, but also for scenar-
ios where devices can act as relays that support other devices’ communication
with the BS [5]. The latter variant, which we term device-relaying cellular net-
work (DRCN), enables user cooperation. It also meets the goal of D2D, which
is mainly offloading traffic from the BS. For example, a user with bad channel
quality who requires T resource units (time/frequency) to send data directly to
the BS, requires T ′ < T resource units to send the same data through a user
with a better channel quality (acting as a relay), which in turn frees T − T ′

resource units at the BS. Therefore, this enables the BS to support more users;
the ultimate goal of designing a network.

User cooperation has been studied earlier in the context of the MAC and the
BC [6,7,8,9]. In this paper, we would like to shed light on the following aspect:
Interpreting the DRCN as a cooperative MAC or BC is restrictive, in the sense
that it restricts communication over a given channel resource (time/frequency) to
either UL or DL but not both. Enabling both UL and DL simultaneously over a
given channel resource can lead to better performance in terms of achievable rates
since the coding scheme can be designed jointly for the UL and DL. Therefore,
we propose approaching this problem from another perspective. In particular, we
approach the problem from a multi-way channel perspective, where the multi-
way channel is an extension of the two-way channel [10] to multiple users, and
has been studied in [11,12,13].

New opportunities arise when we treat the DRCN as a multi-way channel,
namely, multi-way communication and relaying. Multi-way communication refers
to simultaneous direct communication between multiple nodes over the same
channel resource. In the simplest case with two users, multi-way communication
can double the channel capacity as shown in [14]. Multi-way relaying on the
other hand basically refers to the idea of having a relay node compute a func-
tion of the received codewords [15] which is simultaneously useful at multiple
destinations, and is based on physical-layer network coding [16]. In its simplest
form, multi-way relaying in a network with two users can double the capacity
of the network in comparison to one-way relaying [17,18]. Using these opportu-
nities can boost the performance of a DRCN in comparison to the traditional
cooperative MAC/BC treatment of the problem.

To show the aforementioned gains, we consider a simple DRCN consisting of
two D2D-enabled users and a BS. We propose a simple transmission scheme for
the network based on a time sharing combination between three components:
two-way communication between user 1 and the BS, two-way communication
between user 2 and the BS, and two-way relaying through user 1 (we assume
that user 1 is the stronger user). While the sum-capacity of this channel has
been characterized in [11] within a constant gap, the scheme proposed in [11]
is not fair, since the weaker user is switched off. In practice, it is interesting
to maximize the throughput of the network, under a fairness constraint among
the users. This corresponds to maximizing the minimum achievable rate, known
as max-min fairness. Thus, we focus here on the fair DRCN where rates are
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allocated to the users equally (symmetric rate). We write the achievable sym-
metric rate of the proposed scheme which is based on simultaneous UL/DL, and
an alternative scheme based on separate UL/DL. Then we compare the achiev-
able rates numerically as a function of the strength of the D2D channel and
of the transmit power available. The comparison shows that as the quality of
the D2D channel becomes better, the gain achieved by device-relaying increases.
Furthermore, the simultaneous UL/DL scheme is simpler than separate UL/DL
(which involves block-Markov encoding and backward decoding) and better per-
forming in terms of symmetric rate. This comparison gives guidelines for future
cellular network design, regarding the switching on/off of device-relaying capa-
bilities. Namely, if the gain per unit cost (power, complexity, etc.) obtained by
device-relaying is higher that a given target value, then the device-relaying func-
tionality is switched on. Otherwise, the DRCN is operated as a combination of
a MAC/BC.

The paper is organized as follows. We introduce the system model in Section
2. Then, we propose a simultaneous UL/DL scheme based on two-way commu-
nication/relaying in Section 3. Next, a separation based scheme which combines
cooperative MAC and BC schemes is introduced in Section 4. Finally, the paper
is concluded with a numerical evaluation and discussion in Section 5. Through-
out the paper, we use bold-face letters to denote vectors and normal-face letters
to denote scalars. The function C(x) is used to denote 1

2 log(1 + x) for x ≥ 0,
and C+(x) = max{0, C(x)}. For x ∈ [0, 1], x̄ denotes 1 − x.

2 System Model

Consider a cellular network consisting of a base station (BS) and two users as
shown in Figure 1. Users 1 and 2 want to communicate with the BS (node 3) in
both directions, UL and DL. In the UL, user i ∈ {1, 2} wants to deliver x3i to
the BS which decodes x̂3i, while in the DL, the BS wants to deliver xi3 to user
i, which decodes x̂i3. We assume that all nodes have full-duplex capability1, and
that the users can establish D2D communication through the channel indicated
by h3 in Fig. 1. Note that since the users do not have signals intended to each
other, the D2D channel serves relaying purposes only, leading to a DRCN.

Node i ∈ {1, 2, 3} sends the signal xi of length n, with an average power con-
straint ‖xi‖2 ≤ nPi. The received signals at the three nodes can be written as

yi = hjxk + hkxj + zi, (1)

for distinct i, j, k ∈ {1, 2, 3}. Here xi is the transmit signal of node i, which can
in general contain a combination of fresh information and relayed information.
That is, xi depends on both the information originating at node i (xji, j �= i),
and the past received signals at this node. The variable hi ∈ R denotes the

1 Although the main idea can be extended to the half-duplex case, discussing the full-
duplex case is more suitable here since the main concern is future networks which
are expected to have sufficiently good full-duplex capabilities.
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Fig. 1. In a device-relaying cellular network, users 1 and 2 want to communicate with
the base station in the uplink, which in turn wants to communicate with the users in
the downlink. The users can relay information to each other via the D2D channel h3.

coefficient of the channel between nodes j and k. The channel coefficients are
assumed to be static, and globally known at all nodes. The noise signal zi ∈ R

is assumed i.i.d. Gaussian with zero mean and unit variance. Note that since all
nodes operate in a full-duplex mode (same time and frequency), the channels are
reciprocal. We assume without loss of generality that h2

2 ≥ h2
1, while the D2D

channel h3 is arbitrary.
The goal of this paper is to study the impact of the D2D channel on the

achievable communication rate, subject to a fairness constraint so that the rates
of all signals appearing in Fig. 1 are equal. We consider two variants of commu-
nication. In the first variant, the UL and DL phases take place simultaneously,
while in the second variant, they are separated. The first variant is interesting by
itself due to the potential gain arising from the use of multi-way communication
and relaying. The second variant is interesting since it reflects the gain achieved
by employing device-relaying in a traditional cellular system with a separated
UL/DL. Moreover, the second variant serves as a benchmark for comparing the
performance of modern techniques in a DRCN. We start by presenting the trans-
mission scheme for the simultaneous UL/DL variant.

3 Simultaneous Uplink/Downlink

In a traditional cellular network without device-relaying capabilities, the users
would communicate with the BS in a uni-directional manner. That is, users 1
and 2 would send the signals x1 = x31 and x2 = x32 e.g. to the BS, respectively,
forming a MAC. Similarly, the BS would send the signals x3 = x13+x23 to users
1 and 2, respectively, forming a BC. The availability of the D2D link h3 between
users 1 and 2 enables enhancing this scheme by allowing cooperation between
the users [8,9]. So far, user cooperation was also applied in a uni-directional
manner. That is, a user relays the other user’s signal to the BS, or relays the BS
signal to the other user. But cooperation can be established in a better way, by
making a user relay a signal which is simultaneously useful at the BS and the
other user. This can be achieved by physical-layer network coding. Furthermore,
if the users and the BS can send information at the same time, then, a channel
between a user and the BS can be operated as a two-way channel. With these
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Fig. 2. The DRCN transformed into a multi-way relay channel with a direct link
between two of the users (here user 2 and the BS).

ideas in mind, several schemes can be designed for the DRCN as described in
the following paragraph.

A transmission scheme for the DRCN can be obtained from the multi-way
relay channel with 3 users [19,20], where user i wants to send an independent
signal xji to user j via a relay node by using the following idea. First, the stronger
node, say user 1, is split into two nodes, a relay (R) and a virtual user (user 0).
Since these two nodes are co-located, we can model them as two separated nodes
connected by a channel with infinite capacity, leading to the representation in
Fig. 2. If h1 = 0, the problem reduces to a multi-way relay channel, where
users 2 and 0 do not send signals to each other, i.e., x20 = x02 = 0. Thus, a
transmission scheme for this case is readily obtained from the multi-way relay
channel. If h1 �= 0, then from a multi-way relay channel point-of-view, we have
interference between user 2 and 3 (BS) in Fig. 2. Even in this case, interference
can be dealt with by using backward decoding and interference neutralization
as shown in [13]. Another possibility for communicating over this channel is by
switching user 2 off, and operating the DRCN as a two-way channel between user
1 and the BS. Although this scheme achieves the sum-capacity of the channel
within a constant gap [11], it is not a fair scheme. In this paper, we propose a
fair and simple scheme, which combines schemes for the two-way channel and
the two-way relay channel in a TDMA fashion. We present the achievable rate,
and then describe its achievability in detail.

Proposition 1. The rates Rij > 0 satisfying R13 ≤ R̄13, R23 ≤ R̄b + R̄u3,
R31 ≤ R̄31, and R32 ≤ R̄b + R̄u2, are achievable in a DRCN, where

R̄13 � αC(h2
2P3), R̄31 � αC

(
h2
2P1

β̄

)

, (2)

R̄u2 � βC

(
h2
1P2

ᾱ

)

, R̄u3 � βC
(
h2
1P3

)
, (3)

R̄b � γ min
{

C+

(
h2
3P2

ᾱ
− 1

2

)

, C+

(

h2
2P3 − 1

2

)

, C

(
h2
2P1

β̄

)

, C

(
h2
3P1

β̄

)}

, (4)

and α + β + γ = 1.
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Table 1. Summary of the operations at users 1 and 2 and the BS in the three phases
of the transmission scheme. The signal sent by user 1 in phase 3 is a function f(·) of
two-way relaying signals received in previous transmission blocks, denoted b′

2 and b′
3.

Phase
1 2 3

sends decodes sends decode sends decodes

User 1 u31 u13 - - b1 = f(h2b
′
3 + h3b

′
2) h2b3 + h3b2

User 2 - - u32 u23 b2 b1

BS u13 u31 u23 u32 b3 b1

Proposition 2. Simultaneous UL/DL in the DRCN achieves a symmetric rate
R31 = R32 = R13 = R23 = Rsim, where

Rsim = max
α,β,γ

min{R̄13, R̄31, R̄b + R̄u3, R̄b + R̄u2}.

To achieve Rsim, communication over the DRCN is established using the
following component schemes. The first component is two-way communication
[14], which is used for sending signals directly from user 1 to the BS and vice
versa, and from user 2 to the BS and vice versa. The second component is
two-way relaying through user 1, which is used for sending signals from user 2
to the BS and vice versa, via compute-forward relaying [17] at user 1. These
components are combined by using TDMA. Thus, we divide the communication
session into three phases:

1. Phase 1 spans a fraction α of the total transmission duration, and is reserved
for two-way communication between user 1 and the BS,

2. phase 2 spans a fraction β of the total transmission duration, and is reserved
for two-way communication between user 2 and the BS, and

3. phase 3 spans a fraction γ of the total transmission duration, and is reserved
for two-way relaying between user 2 and the BS via user 1.

Since user 1 is active in phases 1 and 3, then this user can transmit at a power
of P1/β̄ without violating the power constraint. Similarly, user 2 can transmit
in phases 2 and 3 at a power of P2/ᾱ. The BS always transmits at a power
P3. Next, we describe the transmission procedure in each of the three phases (a
summary is given in Table 1).

Phases 1 and 2: In phase 1, user 1 and the BS communicate as in a two-way
channel [14], while user 2 remains silent. That is, user 1 sends u31 and the BS
sends u13 with powers P1/β̄ and P3, respectively. At the end of the transmission,
user 1 decodes u13 and the BS decodes u31. The achievable rate of this phase
is as given in the constraints in (2) [14], where the factor α accounts for the
duration of phase 1.

Similar transmission is used between user 2 and the BS in phase 2, where
user 2 sends u32 and the BS sends u32 with powers P2/ᾱ and P3, respectively.
This achieves the rates given in (3), where the factor β accounts for the duration
of phase 2.
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Phase 3: In phase 3, all three nodes are active. Namely, user 2 and the BS
communicate through user 1 which acts as a bi-directional relay. Thus, user 2
sends a signal b2 with power P2/ᾱ, and the base station sends a signal b3 with
power P3. The two signals have rate Rb, and are constructed using a nested-
lattice code [15]. User 1 thus is able to decode h2b3 + h3b2 [17,21], which is
possible if the rate Rb satisfies

Rb ≤ min
{

C+

(

h2
2P3 − 1

2

)

, C+

(
h2
3P2

ᾱ
− 1

2

)}

. (5)

Then, user 1 maps the decoded sum to a signal b1 with power P1/β̄ and rate Rb,
and sends this signal to both user 2 and the BS in the next transmission block.
User 2 and the BS can decode this signal if

Rb ≤ min
{

C

(
h2
2P1

β̄

)

, C

(
h2
3P1

β̄

)}

. (6)

After decoding b1, user 2 and the BS obtain h2b3 + h3b2. User 2 then extracts
b3 by subtracting b2, and the BS extracts b2 by subtracting b3. This leads to
the rate constraint (4), where the factor γ accounts for the duration of phase 3.

The combination of these three phases achieves the rates given in Proposition
1. Since we are seeking a symmetric rate (fair scheme), we calculate the minimum
between the achievable rates for a given α, β, γ, and optimize the outcome over
all time sharing parameters satisfying α+β + γ = 1. This leads to the rate Rsim

given in Proposition 2. In order to evaluate the performance of the given scheme,
we compare it with a scheme based on uplink/downlink separation. This scheme
is described briefly next.

4 Uplink/Downlink Separation

The DRCN can be interpreted as a MAC with cooperation (MAC-C) between
the transmitters in the UL, and as a BC with cooperation (BC-C) between the
receives in the DL. As such, in addition to the simultaneous UL/DL operation
mode explained above, the network can be operated as a combination of a MAC-
C and a BC-C by separating the UL and DL in time. That is, communication is
divided into two phases, an UL MAC-C phase and a DL BC-C phase. These two
models have been studied in literature. The following paragraphs review results
on the achievable rate regions in the MAC-C and the BC-C.

4.1 MAC-C

The capacity of the UL phase has been studied in [7,8], where a transmission
scheme based on Willems’ results on the MAC with generalized feedback [6] was
proposed. Shortly, in transmission block t, user i sends xi(t) = xji(t) +x3i(t) +
αixc(t), where xji is the cooperation signal form user i to user j �= i with power
pji, x3i is the signal intended to the BS with power p3i, and xc is a common
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signal sent by both users to the BS, where the power of αixc is pci. The signal
xc is available at both users as a result of cooperation using xji. In other words,
xc(t) is a function of the signals xji(t − 1) and xij(t − 1) where the latter has
been decoded by user i in transmission block t− 1. The power constraint of user
i is satisfied if pji +p3i +pci ≤ Pi. The decoding of cooperation signals is done by
decoding xji while treating x3i as noise at user i, while using the common known
signal xc as side-information. The BS decodes both the intended signals x31 and
x32, and the cooperation signals x21, x12, and xc. The achievable symmetric
rate of this scheme is given as follows [8].

Theorem 1. The symmetric uplink rate R31 = R32 = Ru(P1, P2) is achiev-
able in the MAC-C, where Ru(P1, P2) = max min

{
R̄u

1, R̄
u
2,

1
2 R̄u

Σ,1,
1
2 R̄u

Σ,2

}
, the

maximization is over all power allocations satisfying pji + p3i + pci ≤ Pi, and
where

R̄u
i � C

(
h2
3pji

1 + h2
3p3i

)

+ C
(
h2

jp3i

)
, i, j ∈ {1, 2}, i �= j (7)

R̄u
Σ,1 � C

(

h2
2P1 + h2

1P2 + 2
√

h2
1h

2
2pc1pc2

)

(8)

R̄u
Σ,2 � C

(
h2
2p31 + h2

1p32
)

+ C

(
h2
3p21

1 + h2
3p31

)

+ C

(
h2
3p12

1 + h2
3p32

)

. (9)

4.2 BC-C

The BC-C has been studied in [9], where the capacity of the channel was studied.
A transmission scheme for the BC-C was proposed based on a combination of
superposition block-Markov encoding, decode-forward at user 1 (the stronger
user), and compress-forward at user 2 (the weaker user). Namely, the BS sends
x3 = xc3 + x23 + x13, where xc3 has power pc3, x23 has power p23, and x13

has power p13. The signal xc3 is a cooperation signal, desired at user 2, but
also decoded by user 1 for relaying in subsequent transmissions. That is, user 1
decodes xc3 and uses it to generate x1 with power P1. The signals x23 and x1

are scaled versions of each other, i.e., x1 = αx23, which allows increased rates
of decoding x23 at user 2. Finally, the signal x13 is dedicated to user 1. User 2
helps user 1 in decoding this latter signal by compressing its received signal y2,
and sending the compressed signal as x2 with power p2. The power constraints
are satisfied if pc3+p23+p13 ≤ P3, and p2 ≤ P2. User 1 decodes xc3 first, then it
decodes x2 and decompresses y2, and next combines this decompressed y2 with
y1 for decoding x13. User 2 decodes xc3 and x23. This results in the following
achievable symmetric rate [9].

Theorem 2. The symmetric downlink rate R13 = R23 = Rd(P,P2, P3) is achiev-
able in a BC-C, where Rd(P1, P2, P3) = max min{R̄d

1, R̄
d
2,1, R̄

d
2,2}, the maximiza-

tion is over all power allocations satisfying p2 ≤ P2 and pc3 + p23 + p13 ≤ P3,
and where
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Fig. 3. Symmetric rates Rsim and Rsep as a function of the D2D channel h3 for a DRCN
with P1 = P2 = P3 = 100, h2 = 1, and h1 = 0.15.

R̄d
1 � C

(

h2
2p13 +

h2
1h

3
3p13p2

1 + h2
3p2 + (h2

1 + h2
2)p13

)

(10)

R̄d
2,1 � C

(
h2
1(pc3 + p23) + h2

3P1 + 2
√

h2
1h

2
3p23P1

1 + h2
1p13

)

(11)

R̄d
2,2 � C

(
h2
2pc3

1 + h2
2p13

)

. (12)

4.3 MAC-BC-C Scheme

From Theorems 1 and 2, we can design a transmission strategy for the DRCN.
Namely, we can state the following achievable symmetric rate.

Proposition 3. Separate UL/DL in the DRCN achieves a symmetric
rate R31 = R32 = R13 = R23 = Rsep, where Rsep =
max min

{
τRu(pu1, p

u
2), τ̄Rd

(
pd1, p

d
2,

P3
τ̄

)}
, the maximization is over τ ∈ [0, 1],

pui ≤ Pi, and pdi = (Pi − τpui )/τ̄ , i = 1, 2.

The transmission scheme achieving the symmetric rate Rsep operates as follows.
First, the transmission is divided into two phases, an UL phase whose duration is
a fraction τ ∈ [0, 1] of the overall transmission time, and a DL phase during the
remaining transmission time. During the UL phase, users 1 and 2 communicate
with the BS using the MAC-C scheme of [8], with powers pu1 and pu2. Thus, the
uplink symmetric rate given by Ru(pu1, p

u
2) is achievable. During the DL phase, the

BS communicates with users 1 and 2 with power P3/τ̄ , which in turn cooperate
with powers pd1, and pd2, respectively. Thus, the downlink symmetric rate given by
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Fig. 4. Symmetric rates Rsim and Rsep as a function of SNR2 for a DRCN with P1 =
P2 = P3 = P and h1 = 0.5, h2 = 1, and h3 = 2.

Rd
(
pd1, p

d
2,

P3
τ̄

)
is achievable. The overall symmetric rate is the minimum between

τRu(pu1, p
u
2) and τ̄Rd

(
pd1, p

d
2,

P3
τ̄

)
, maximized over the parameters τ , pu1, and pu2.

It remains to guarantee that the power constraints are satisfied. Since the BS is
active for a fraction τ̄ of the time, the power constraint at the BS is satisfied.
The power constraints at the users are satisfied by the choice of pdi given pui ≤ Pi.

5 Comparison and Discussion

In order to compare the performance of the simultaneous UL/DL and the sep-
arate UL/DL schemes, we choose a setup where h2 = 1, h1 = 0.15, and P1 =
P2 = P3 = P = 100, i.e., the signal-to-noise ratio of h2 is SNR2 = h2

2P = 20dB
and that of h1 is SNR1 = h2

1P = 3.5dB. We calculate the achievable symmetric
rates Rsim and Rsep numerically, for h3 ∈ [0.01, 10]. As we can see in Fig. 3, both
schemes achieve cooperation gain. This gain increases when h3 becomes larger
than the weaker channel h1. Furthermore, the simultaneous UL/DL scheme out-
performs the separate UL/DL scheme.

The behaviour of Rsim can be interpreted as follows. If h3 is small, then
relaying through user 1 does not help since the resulting rate (4) will be close
to zero. In this case, γ is set to zero, and α and β are set so that αC(h2

2P ) =
βC(h2

1P ) and α + β = 1, leading to a rate given by half the harmonic mean
of C(h2

2P ) and C(h2
1P ). As h3 increases beyond h1 but is still smaller than h2,

the rate R̄b becomes larger than C(h2
1P ) and it becomes better for user 2 to

communicate with the BS through user 1. In this case, β is set to zero, and
we need to choose α and γ such that min{R̄b, αC(h2

2P )} is maximized. Since
R̄b increases with h3, so does Rsim. This increase continues until h3 becomes
larger than h2, at which R̄b stops to increase since h2 becomes the bottleneck.
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At this point, setting α = γ = 1
2 achieves Rsim close to optimal. On the other

hand, if h3 is small, the MAC-BC-C performs similar to a MAC/BC without
cooperation, and its performance improves slowly as h3 increases. Then, the
rate Rsep saturates due to (12). The gain achieved by simultaneous UL/DL is
significant especially at large h3 (nearly two-fold), and can be interpreted as a
multi-way communication/relaying gain.

Simultaneous UL/DL achieves lower gain for lower values of h3 in comparison
to MAC/BC without cooperation. This observation is interesting for future cel-
lular network design, since it indicates when the relaying functionality of a device
should be switched on. Namely, if the rate-gain is beyond a certain value that is
acceptable for a given price (power, complexity, etc.), then the functionality is
switched on, otherwise, the network is operated in a MAC/BC mode.

As a conclusion, in a cellular network with D2D communication, where users
are allowed to relay information to/from other users, simultaneous UL/DL can
achieve higher symmetric rates than separate UL/DL. The achievable symmet-
ric rates are plotted in Fig. 4 for a setup with h1 = 0.5, h2 = 1, h3 = 2, and
P = P1 = P2 = P3, as a function of SNR2 = h2

2P . A significant gain is achieved
by simultaneous UL/DL in the moderate/high SNR regime. This multi-way com-
munication/relaying gain can be a potential solution for high data-rate demand
in future communication systems, especially that D2D communication is envi-
sioned to be part of those systems.
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Abstract. This paper is focused on understanding the impact of inter-
ference in wearable wireless body-to-body networks (BBN). We have pre-
sented and compared two non-collaborative schemes (i.e., Time-shared
and channel hopping) and one collaborative technique (i.e., CSMA/CA).
For the performance evaluation, different metrics such as packet error
rate (PER), packet reception ratio (PRR), energy consumption and
latency are considered. In order to have accurate evaluation, a com-
prehensive and realistic simulation framework and cross-layered based
system models are developed in a network simulator. Finally, the results
show that, for non-collaborative channel hopping approach outperforms
the time shared scheme in all the metrics especially even at lowest trans-
mission power. Whereas, CSMA/CA approach performs much better in
terms of delay as well as PRR, however, it is costly in terms of energy
consumption.

Keywords: Wearable body-to-body networks · Interference mitigation ·
Coexistence · IEEE 802.15.6 · Performance evaluation

1 Introduction

A Wearable Wireless Sensor Networks is a self-organized network at the human
body scale. It consists of heterogeneous smart devices which are low-power,
miniaturized, hardware-constrained (with limited processing and storage capa-
bilities), and attached to (or implanted inside) a human body. These devices
can be sensors (to sense, transmit and receive data), actuators (to react accord-
ing to the perceived data) or coordinators (to act as a gateway for the external
network). Typically sensors are connected to monitor physiological signs (e.g.
heartbeat, temperature, etc.), movement and activity (e.g. acceleration, orien-
tation etc.) and surrounding environments (e.g. temperature, toxic gases, etc.).
Wearable wireless sensor networks have gained significant attention in daily life
applications. In health-care sector, remote and mobile monitoring of patients
from physician or hospitals is a reality, self monitoring and early diagnosis is
also possible. Athletes and players uses various wearable devices to maintain
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 665–677, 2015.
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Fig. 1. Intra-BAN and Inter-BAN Networks and Interference Scenarios.

their fitness. Further the concept of augmented reality is getting mature due to
convergence of technologies, data and computing.

In this work, we will emphasize on our on-going research with an application
scenario of wearable wireless sensor networks for rescue and critical operations
for emergency and disaster management [1]-[2]. In the given application con-
text, most often, the existing infrastructure is either damaged or over-saturated,
therefore, body area networks will create a new network for wireless commu-
nication. Further, multiple human bodies will enable coordination and commu-
nication through wireless Body-to-Body Networks (BBN). Figure 1, shows an
example in which number of nodes are placed on a body for the intra-body com-
munication and multiple bodies are closely located to effectively coordinate and
communicate with each other in rescue and disaster operation. The coordinating
nodes are responsible and controlling the communication on the body as well
as between the bodies. However, one of the fundamental problem while being
close to each other is that the sensors connected on one body interfere with the
sensors connected on the other bodies and therefore, can interrupt and interfere
the intra and inter body communications. In this regard, most of the literature
focus on adjacent channel interference (i.e., interference from other standards),
whereas interference mitigation and coexistence schemes for BBN is very lim-
ited. The focus in this paper is to ensure effective communication within and
between multiple bodies by applying suitable coexistence strategies. In this con-
text, recently released IEEE 802.15.6 standard proposed three methods includ-
ing beacon shifting , channel hopping and active superframe interleaving . The
performance of these strategies are yet to be evaluated especially in the con-
text of BBN. Concerning that, we have considered a simulation-based approach
mainly because of lack of commercially available IEEE 802.15.6 compliant radio
transceiver for prototyping and experimentation. Further, BBN is very complex
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networks to analyze analytically because there are many parameters with huge
set of possible combinations.

The contributions of this paper are as follows. First, we proposed modified,
simpler and more efficient versions of coexistence schemes. For non-collaborative
approach, time shared mechanism is implemented which is a simplified ver-
sion of beacon shifting since it does not has to maintain big table with beacon
shifting indexes. For the case of channel hopping technique a random channel
selection method is adapted. Further, a modified and simpler IEEE 802.15.6
compliant carrier sense multiple access/collision avoidance CSMA/CA based
collaborative coexistence strategy is implemented and evaluated. Second, as the
reliability and quality-of-service are key performance constraints for the given
applications, therefore, the performance of the coexistence strategies are eval-
uated in terms of packet error rate, packet delivery ratio, packet latency and
energy consumption. The evaluation is achieved under realistic environment
including accurate intra and inter BAN mobility and radio link modeling, real-
istic pathloss and channel models, IEEE 802.15.6 proposed MAC models (i.e.,
CSMA/CA and scheduled access), which are developed for BBN systems.

2 Related Works

Generally the interference mitigation is classified into collaborative and
non − collaborative coexistence techniques. In collaborative methods multi-
ple nodes interact with each other to manage coexistence, whereas, in non-
collaborative multiple nodes manage coexistence without any interaction. The
initial research studies on WBAN interference mainly concentrate on the impact
from other technologies (aka., adjacent channel interference) such as IEEE
802.11, IEEE 802.15.1, etc. It is clear from the previous research works such
as [3–6], that there is a dominant interference from other networks in WBAN.
These approaches of interference analysis are only enough for intra-BAN com-
munication, where each node is synchronized with its coordinator and are con-
figured at the same transmit power. However, with an advent of body-to-body
communications, inter-BAN interference and its mitigation is a new problem.
Merely a few studies targeted this issue, for example, [7] focused the study on
the measurement of the coupling between 10 bodies in a room at (2400-to-
2500) MHz. An average pathloss of -67.9 dB and standard deviation of 5 dB was
observed. These bodies were separated by 1-to-5 meters in hospital environment.
Though the measurements conducted are interesting, however it is only limited
to static case without any mobility considerations. Further, it does not show
how much application performance loss is expected with evaluated interference.
Finally, the coexistence strategy results are limited to only packet delivery. Three
co-located WBANs were configured to operate at different transmission power
levels, with chirp and duty cycling sampling receivers in [8]. The results showed
that under high traffic density the chirp receiver is more immune to interference
than the sampling receiver where the PLR was around 1% for up to 10 co-located
users. However, the transceivers operate at ultra wide band (UWB), whereas the
impact of interference in narrow band is much more stronger and evident.
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More recently, the authors addressed in [9] the issue of co-channel interfer-
ence between co-located multiple BANs. Two uncoordinated approaches are pre-
sented, first, a semi-random strategy is used to re-allocate the slots in TDMA
mode. A coordinating node checks if the total interference experienced by all
the receiver nodes (based on the random slot assignment) is less then the cur-
rent slot, the slot assignment for the next frame changes otherwise, it remains
unchanged. In the second approach, a minimum interference slot assignment
algorithm is chosen instead of assigning random slot. These proposed approaches
are limited due to number of un-realistic assumptions. First in random slot
assignment, the performance of actual throughput and delay suffers especially
due to lack of realistic mobility, low-to-high traffic and nodes density. Fur-
ther, the actual interference is not calculated or estimated instead it is based
on assumptions. Finally no coexistence method of IEEE 802.15.6 standard is
evaluated. With reference to inter-BAN interference mitigation, the recently
released IEEE 802.15.6 standard (targeted for WBAN), has proposed several
methods for coexistence. These include, beacon shifting , channel hopping and
active superframe interleaving [10]. To best of our knowledge, the performance
of these methods in particular with inter-BANs context is yet to be evaluated.
Further, all these methods are non-collaborative and are based on pre-defined
strategies. In addition to that, in this paper we will also analyze the impact
of collaborative technique using IEEE 802.15.6 compliant CSMA/CA method.
This can be considered as implicit collaborative technique in which nodes do
not share any specific information to each other but the interference can be
minimized through only proper channel sensing.

3 System Models

Wireless Body-to-Body Networks (BBN) is relatively a new dimension of WBAN
in which multiple bodies interact and share certain information. Fig. 1, shows
an overview of on-body links and body-to-body links. In this section, we will
explain various cross-layer components of the BBN system.

3.1 IEEE 802.15.6 MAC Models

The IEEE 802.15.6 standard provides a great flexibility to the researchers and
developers to adapt the medium access as their requirements. In classical health-
care WBAN systems, time division multiple access (TDMA) based medium
access control is most often considered. Every sensor node has a dedicated slot
to transfer its data to the other sensors or coordinator. Moreover, works such as
[11]-[12] can further help to optimize the slot scheduling based on the traffic load.
Historically, limited attention has been given to CSMA/CA, however, very-low
duty cycle CSMA/CA based protocols such as [13] seems very attractive. IEEE
802.15.6 MAC can be implemented through CSMA/CA, TDMA, slotted aloha,
scheduled access as well as polling and posting mechanisms. The MAC layer can
operate in three different modes. In beacon mode with superframe boundary,
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Fig. 2. Joint Biomechanical, Group Mobility and Radio Link Modeling for BANs and
BBNs.

the higher priority and emergency data transfer can execute in exclusive access
phase (EAP) including both EAP1 and EAP2. For regular non-emergency traf-
fic two random access phase (i.e., RAP1 and RAP2) can be considered. Both
EAP and RAP can use only CSMA/CA or slotted aloha channel access schemes.
Further, managed access phase (MAP) can be scheduled both in beacon enabled
and non-beacon modes. Application-specific optimal MAC configurations are
presented for intra-BAN in one of our earlier work [14]. Those configurations
are evaluated through physical and MAC parameters for the scheduled access.
In this paper, we have extended the work for body-to-body communications
through extensive simulations. IEEE 802.15.6 proposed CSMA/CA MAC and
scheduled access MAC are implemented in a packet-oriented network simulator
as explained later in section 4.1 for an inter-BAN analysis.

3.2 Realistic Mobility and Physical Layers Modeling for BBNs

The accurate mobility, path-loss and radio link modeling is a key requirement in
order to get more insight into the performance of wireless communication stacks
under real deployment and operating assumptions [15–17]. This is especially
true in the context of BANs and BBNs, whose radio channels might undergo
harsh multi-path fast fading and time-varying slow fading due to human body
shadowing effects [18]. To that end, we consider in this work the Intra-BAN
biomechanical mobility and radio link models which we recently introduced in
[15], and we extend these to handle the inter-BANs case.

Intra/Inter-BANs Biomechanical Mobility and PathLoss Modeling.
Modeling the mobility and posture behaviors of real human bodies is a complex
task. One solution consists in exploiting real-time motion capture data and to
couple them with geometrical transformation and analysis techniques to properly
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investigate the performance of BANs and BBNs under different mobility scenarios
(e.g. walking, running, exercising, etc). As shown in Figure 2, our proposed Intra
and Inter-BANs mobility modeling is based on six main steps: Step 1 : real motion
capture measurements are extracted into our Matlab mobility modeling tool [15];
Step 2 : the complete human body skeleton is captured which consists in a set of
markers (i.e. the joints between the different parts of the body) and segments (i.e.
the body parts). These markers provide the dynamic distances among all the loca-
tions over time; Step 3 : In order to properly model the human body parts (e.g.
arms, torso, head, legs, etc.), cylinders are applied around the different segments of
the human body to take into account body shadowing effects; Step 4 : geographi-
cal transformations are then applied in order to scale the dimensions into a normal
human height and width. Moreover, the determined human body is replicated into
a configurable numbers of other human bodies in order to enable the simulation of
complex and highly dynamic inter-BANs scenarios; Step 5 : geometrical analysis
is thus applied in order to determine the types of all the available links (e.g. LOS
or NLOS, Intra or Inter BANs) and during the whole trace duration. Exact link
types during mobility are evaluated by checking the intersection of the cylinders
between all the links. If a link intersects with a cylinder, then the link is declared
as NLOS, otherwise it is in LOS state; Step 6 : finally, space-time varying links
and mobility traces are generated and stored in an external file, which ultimately
can be fed into theWSNet packet-oriented simulation environment [16] to enable
the realistic performance evaluation of high level communication protocols. More
details about the six steps can be found in [14]. Once the space-time varying links
and mobility traces are properly generated for a given mobility scenario, chan-
nel models can be applied in order to assess the performance of radio-links. The
IEEE 802.15.6 standard has already proposed various channel models, including
the CM3 (body surface to body surface) and CM4 (body surface to external) mod-
els. However, it was shown that these models provide only basic distance-based
path-loss without any time varying effects and correlations features [15]. Due to
these limitations, the enhanced IEEE 802.15.6 path-loss models are used as pre-
sented in [15] and [19].

Interference Modeling. In order to correctly model the interference which
might disturbs the reception of packets at the physical layer, one common way
consists in replacing the SNR (signal-to-noise-ratio) [15] by a SINR (signal-to-
interference-plus-noise-ratio). Sources of interference include Intra-BAN and/or
Inter-BAN nodes operating in the same frequency band, i.e., co-channel interfer-
ence, or in different frequencies bands, i.e., adjacent channel interference. The
proper calculation of the SINR value for a given radio link, between the two
nodes i (transmitter) and j (receiver), requires the knowledge of all the signals
which are currently and concurrently being received at the receiver j. At any
time instant t, the current SINR value can be computed as follows:
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SINRt
ij [mW ] =

PTX
i · PL(dij)

Nj +
∑

k �=i,j αik · PTX
k · PL(dkj)

, (1)

where PTX
i stands for the transmission power of the transmitter node i; Nj is the

power of the thermal background noise at the receiver node j; αik the rejection
factor between the channels associated with the nodes i and k (αik = 1 in this
work); PTX

k is the transmission power of the interfering node k. We consider a
full interference model where any node k can potentially generate interference
at a given receiver j.

Radio Link Modeling. Finally, in order to determine if a given transmission
was successful (despite of interference), it is important to evaluate the corre-
sponding packet-error-rate (PER), as: PERij = 1 − (1 − BERt

ij)
n; where n is

the packet length in bits, and BERt
ij is the corresponding bit-error-rate which is

computed based on the current SINR level at time t (i.e. SINRt
ij), and the con-

sidered physical layer characteristics (e.g. data rates and modulation schema),
as follows:

BERt
ij =

{
0.5 × e−Eb/No DBPSK
Q(

√
4 × Eb/No × sin(π/4 × √

(2))) DQPSK
(2)

Where, Eb/No is the energy per bit to noise power spectral density ratio in
dB which is computed based on the current SINR level, as: Eb/No[dB] =
SINRt

ij [dB] + 10 × log10(BW/R); where BW is the bandwidth in Hz, and R is
the data rate in bps.

IEEE 802.15.6 Compliant Interference Mitigation and Coexistence
Strategies. The IEEE 802.15.6 standard proposed three techniques for coex-
istence as briefly mentioned earlier in sec. 2. With reference to beacon shifting
technique and in general a beacon packet (transmitted by a coordinator) con-
tains number of important information. It includes timings of the superframe
including beacon period, nodes slot duration, number of the slots assignments,
sleep duration, coexistence methods, etc. The beacon shifting is important and
required to avoid the collisions of the beacons between multiple BANs. This
is achieved by having a different pseudo random sequence at each BAN coor-
dinator which helps to randomize the start of the superframe. However, this
method alone does not guarantee the interference avoidance between multiple
BANs. To have more reliable coexistence mechanism, in this paper, we adapted
beacon shifting technique as time-shared approach. In this approach, during the
active duration of one BAN, all the other BANs will be in sleep mode and the
body-to-body interference can be avoided. This technique does not require to
manage any random sequence and is more simple to implement especially under
static network where each superframe period is selected according to number
of BANs in the surroundings. Channel hopping is another coexistence approach
proposed in IEEE 802.15.6 standard which can be applied in scheduled MAC.
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In this method the coordinator, generate a channel hopping sequence based on
16-bits Galois linear feedback shift register (LFSR) with a generator polynomial
function: g(x) = X16 + X14 + X13 + X11 + 1. More details on the channel sep-
aration and exact calculation of channel hop can be found in [10]. In channel
hoping technique, we used a random channel mechanism with every channel has
equal probability to be selected. Each BAN operate in one fixed channel for
its intra-BAN communication. In narrow band spectrum, there are 79 channels
which can be used within the frequency range of [2400 − 2483.5]MHz, having
center frequency as fc = 2402.00 + 1.00 × nc(MHz), where nc = 0, 1, ...77, 78.
Finally we have implemented CSMA/CA medium access method, which can be
considered as a implicit collaborative technique for coexistence.

4 Performance Evaluation

In order to understand the impact of body-to-body interference, first, a refer-
ence scenario is considered in which multiple bodies are located in close vicin-
ity to communicate without any coexistence strategy. Second, three coexistence
strategies (as explained in previous section) are implemented and their results
are compared and presented in the following sections.

4.1 Simulation Setup

A packet-oriented network simulator called WSNet [16], is used as shown in
Fig. 2. It contains various models for wireless sensor networks, wireless local area
network and adhoc networks. However, previously it does not contain WBAN
specific modules. Therefore, we have developed WBAN specific modules which
are explained in section 3 with focus on IEEE 802.15.6 standard compliance. An
overview of the developed frame work is shown in Fig. 2. Following are the brief
details of the development. The simulation setup is based on version 3.0, which is
an up-to-date version of WSNet. We consider 5 human bodies, each of them hav-
ing one coordinating node and 11 sensor nodes as shown in Fig. 1. Five co-located
BANs are moving altogether within a distance of 3 meters apart (please note that,
this is in compliance with the IEEE 802.15.6 standard in which upto 10 BANs can
co-locate in volume of (6 ∗ 6 ∗ 6)m3. At the application layer, consistent packets
of 50 bytes of payload, are generated using CBR (constant bit rate) model. The
packets are generated at a rate of 100 ms (which satisfy most of the medical signals
requirements (i.e., upto 4 Kb/s as effective throughput) [14]). From the applica-
tion layer, every packet is parsed into the MAC layer. CSMA/CA and scheduled
access MAC protocols are developed based on the IEEE 802.15.6 standard. At
the PHY layer, differential quadrature phase shift keying (DQPSK) modulation
model is developed for the narrowband (2450 MHz), using the formulas of EbNo,
BER and PER as shown in Sec. 3.2. Enhanced IEEE 802.15.6 pathloss models
(cf. Sec. 3.2) are implemented. Finally, the real-time motion captured-based inter-
BAN mobility traces are imported in WSNet which provides accurate space and
time variations. By using all the above explained models, the WSNet’s XML con-
figuration files (i.e., xml) are generated as follows: the number of BAN varies from
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1 to 5, transmit power varies between 0 dBm, -10 dBm, -20 dBm and -25 dBm.
The coexistence schemes varies from the reference scheme (i.e., without any coex-
istence) to time-shared, channel hopping and CSMA/CA schemes for 50 iterations
and with 95% confidence intervals. The simulations are executed for walking, sit-
ting/standing and running mobility patterns for a duration of 63 sec.

4.2 Results

After having accurate simulating environment, in this section, four performance
metrics i.e., PER, PRR, Energy Consumption and Packet Latency, are consid-
ered for the evaluation of both collaborative and non − collaborative schemes
under the given application context. At first, average PER distribution is com-
puted as shown in Fig. 3, using accurate radio link model (i.e, explained in Sec.
3.2). It can be noticed that, in a reference scenario (i.e., Fig. 3-a), as the number
of BANs increases from 2 to 3, the PER starts increasing sharply and reaches
to 1. In comparison, all the co-existence schemes perform much better, only
CSMA/CA based approach suffers marginally when number of BAN reaches
beyond 3. For the case of PRR, the worse case under lowest transmission power
is presented in Fig 4-a. PRR for reference scenarios for 1 BAN is 94.24%, how-
ever, as the BAN increases from 2 to 3 the PRR reduces to 0%. It can be seen
that, both channel hopping and time-shared perform much better with PRR is
above 95% even under -25 dBm. For the case of CSMA/CA, it performs within
95% requirement as long as the transmission power is -20 dBm, for the case
of -25 dBm, its performance degrades significantly as can be seen in Fig 4-a.
Further, more detailed results of PRR are presented in Tab. 1. Concerning the
average packet delay of a single transmission at the lowest transmit power, for
the reference scenario as the number of BAN increases from 2, all the packets
starts colliding and the coordinator does not receive any packet. For the coexis-
tence schemes, channel hopping and CSMA/CA has a consistent delay, whereas
time shared has gradual increase with the increase of BANs as shown in Fig
4-b. More details can be seen in the Tab. 1. Finally for the energy consump-
tion, different current consumption values are considered from TI’s cc2420 radio
transceiver. For example, for transmission, [17.4 11 9.2 8] mA is used against
the power levels (i.e., [0 -10 -20 -25] dBm). For the reception and idle modes,
19.7 mA is used, whereas for the sleep 0.9 mA is used. The energy consumption
is estimated by considering a battery of 3 volts. The results are shown in Fig
4-c and Tab. 1. It can be observed that, for the reference scenario, the energy
consumption increases nearly 10 times as the number of BANs increases upto
2 and then it matches with CSMA/CA which consumes maximum energy as
the nodes are always in active state. Channel hoping and time-shared schemes
perform more energy efficient even under higher number of BANs. To conclude,
there is a trade-off between collaborative and non − collaborative coexistence
techniques. CSMA/CA performs well for PER/PRR until -20 dBm, however,
the performance degrades significantly at -25 dBm, whereas, both time-shared
and channel hopping schemes performs much better. The main advantage of
collaborative approach is that it has minimum delay which could be important
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(a) (b)

(c) (d)

Fig. 3. Packet Error Ratio Distribution of Coexistence Schemes, (a): Reference Sce-
nario, (b): Channel Hopping, (c): CSMA/CA and (d): Time shared

.

(a) (b) (c)

Fig. 4. (a): Average packet reception ratio for multiple BANs in various coexistence
schemes. (b): Average packet delay for multiple BANs under coexistence schemes. (c):
Average energy consumption for multiple BANs in different coexistence schemes.

for time critical applications. however, it has much higher energy consumption
as the nodes are active all the time which could be optimized in the future by
applying low power listening protocols. Finally, channel hopping is appeared as
the best scheme for non − collaborative approach, in which all the performance
metrics are optimized under lower transmission power.
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Table 1. PRR, energy consumption and latency under varying TX power and BANs
for coexistence schemes.

Performance
Metrics

TX Power
(dBm)

BAN
(nbr)

Reference
Scenario

Channel
Hopping

CSMA/CA
Time

Shared

PRR
(%)

-20
1 99.78 99.76 97.20 99.77
3 0 99.77 94.55 99.76
5 0 99.77 93.84 99.76

0
1 100 100 99.76 100
3 0 100 99.01 99.99
5 0 100 98.65 100

Latency
(ms.)

-20
1 12.7 12.7 0.52 12.5
3 Inf. 12.6 0.54 39.2
5 Inf. 12.6 0.54 6460

0
1 12.5 12.7 0.51 12.5
3 Inf. 12.4 0.52 38.5
5 Inf. 12.5 0.52 6349

Energy(J)

-20
1 0.55 0.54 3.71 0.54
3 3.72 0.84 3.71 1.31
5 3.72 0.92 3.71 1.63

0
1 0.55 0.55 3.72 0.55
3 3.72 0.84 3.72 1.31
5 3.72 0.82 3.72 1.63

5 Conclusion

In this paper we have analyzed the impact of interference in wearable wire-
less body-to-body networks. First of all, rescue and critical application based
scenario is considered and corresponding system models are developed. The
models are developed around IEEE 802.15.6 standard in a network simulator
called WSNet. The standard’s proposed channel models for narrow band are
enhanced to have space and time variations as well as dynamic distances among
all the nodes on the body. Accurate radio-link and mobility models are devel-
oped for both, on-body (i.e., by using bio mechanical approach), and body-to-
body networks (i.e., by using group mobility model). Further, IEEE 802.15.6
compliant scheduled access and CSMA/CA MAC protocols are implemented.
Two non − collaborative coexistence techniques (i.e., Time-shared and chan-
nel hopping) are evaluated and one collaborative (i.e., CSMA/CA) approach
is explored. The performance is evaluated against several metrics such as PER,
PRR, latency and energy consumption. It is found that for non − collaborative
case, channel hopping scheme performs much better under lower transmission
power and should be selected for inter-body interference mitigation. Whereas, for
the collaborative case, CSMA/CA performs very well for both delay and PRR,
however, it consume energy, which could be optimized in the future by applying
low power medium access approaches.
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Abstract. In this paper, we study the distributed optimal power alloca-
tion for the carrier aggregation in next generation (5G) cognitive radio
networks. The presented study relies on the power control and carrier
aggregation principles of wireless communication systems. Our approach
differs from the conventional well-known water filling (WF) algorithm
in the sense that we provide decentralized solution, wherein all of the
Lagrange multipliers are not handled equally over the heterogeneous
fading channels. This is accomplished in order to provide distributed
power control over the heterogeneous fading channels that are consid-
ered non-identically distributed and non-identical Nakagami-m channels.
To this end, we first formulate the optimization problem and in the
sequel, we solve it using the alternating direction method of multipli-
ers (ADMM), which provides to our solution the required decomposition
for each channel and the robustness through the augmented Lagrangian.
For benchmarking, we provide comparison to other prominent decom-
position methods like dual decomposition method (DDM). Simulation
results highlight the performance gain of ADMM in terms of number of
iterations. The achievable sum rates are also depicted for different net-
work setups. Comparison to the WF is also provided that reveals the
gain of the applied decomposition methods (i.e. ADMM and DDM) to
the cognitive heterogeneous 5G cellular networks.

Keywords: Carrier aggregation · Optimal power allocation · Hetero-
geneous fading channels · Alternating direction method of multipliers ·
Decomposition methods

1 Introduction

5G technologies include the cognitive cellular networks concept relying on the het-
erogeneous networks deployment of macro, pico and other different size of cells.
The difference among those cells is their carrier frequency that can be used either
to provide higher capacity or coverage [1]. An additional cognitive radio aspect in
5G wireless communication systems (beyond LTE-Advanced) is the carrier aggre-
gation (CA). Although CA first introduced in Rel.8 of the LTE system for a static

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 681–695, 2015.
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implementation within particular bands, today, the application of CA in Het-
Nets is already implemented (Rel.12) and it is being further extended to Rel.13
within a multi-band context [3]. In this way, the aggregation of heterogeneous dis-
persed bands is carried out giving the freedom to operators for better spectrum
exploitation including the bandwidth expansion [2]. Such an heterogeneous wire-
less medium should be taken into account in the design of known techniques of
wireless communications such as power control [4].

Power control relies on the channel state information (CSI) that is sent from
the user equipment (UE) back to the base station (BS) through feedback channel
resulted in the well-known water filling (WF) algorithm [4]. Power control with
CA in cognitive cellular networks with HetNets deployment should be revisited
due to the heterogeneity of the multiple channels that can be aggregated. In
such a dynamic wireless medium, wherein the channel gains are not considered
identically distributed and non identical random variables, the conventional WF
algorithm is not practical anymore. Thereby, we need to devise new solutions to
manipulate more than one Lagrange multipliers and on the other hand, to not
provide a global solution (i.e. one Lagrange multiplier) due to the heterogeneity.
Towards this end, several works have been dealt with the multiple Lagrange
multipliers issue as discussed below.

In [5], authors studied the problem of power allocation for interference chan-
nels. For the solution of a 2-channel system model, they use the augmented
Lagrangian method in conjunction with the steepest descent method to opti-
mize the augmented Lagrange function to each iteration. Augmented Lagrangian
method is a modified dual-ascent method with an additional penalty condition
bringing thereby robustness and yielding convergence without assumptions like
strict convexity of the objective function [6]. In [7], the authors studied power
control in a cognitive radio network application, wherein the interference orig-
inated from the secondary network to the primary is considered. Looking into
their solution for the problem of power allocation, they proposed a Gauss-Seidel
sequential iterative method. Gauss-Seidel is used for the calculation of the power
allocation vector including the transmit power of other secondary base stations
contributing to the interference at the primary receivers. In [8], the author pro-
posed a dynamic power control algorithm that allows each femtocell user to adapt
its outage probability specification to minimize the total energy consumption in
the system and guarantees a minmax fairness in terms of worst outage proba-
bility to all the femtocell users. In [9], authors studied a cognitive radio model
for the power control with constraint on the transmit power and the interference
power resulting in a Lagrange dual function with two Lagrange multipliers. They
proposed a dual decomposition method (DDM) for solving this problem dealing
with the two multipliers. Such solution adopts the decomposability for a given
network resource allocation problem providing architectural alternatives for a
more modularized network design [10].

Obviously, decomposition methods is one of the powerful tool that naturally
looks for parallel optimization algorithms [6]. For example, in [11], the authors
provide an optimal design of multiuser DSL spectrum using DDM to manage
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an exponential complexity that increases with the number of DSL channels. In
particular, the power constraints are imposed through the use of Lagrangian
multipliers, which can be chosen correctly in order to achieve the optimisa-
tion objective across different tones. The DDM has been also applied to the
power control for spectrum sharing cognitive radio networks for decoupling the
problems of the transmit power and interference power calculating thereby the
corresponding Lagrange multipliers [12].

In this paper, we study the power control problem with CA in heterogeneous
networks, wherein the optimal power allocation is accomplished over hetero-
geneous channel conditions. In order to model such heterogeneous system, we
assume a channel model with independent but not identically distributed chan-
nels [13]. Additionally, we assume non-identical Nakagami-m fading channels
that gives the system model more heterogeneous characteristics [14]. The prob-
lem is formulated with separate power constraints for each channel assuming
optimal power allocation policy through Lagrange multiplier for each one. Since
we don’t look for a global solution (i.e. one unique Lagrange multiplier for all
channels), we devise an algorithm that can provide on one hand decomposition
and on the other hand local information exchange at each iteration leading to a
smaller number of iterations as compared to the other state of the art decom-
position method as the DDM. The proposed algorithm follows the principles
of the alternating direction method of multiplier (ADMM) that represents an
advanced DDM that combines the idea of DDM and the augmented Lagrangian
method [6]. ADMM has been recently used to solve several problems in wireless
communications; we mention here for example the need for a distributed multi-
cell coordinated beamforming solution, wherein multiple base stations (BSs)
collaborate with each other in the beamforming design to mitigate the intercell
interference as presented in [15]. Finally, in order to establish a benchmark of
the proposed ADMM algorithm, we solve our problem using the DDM providing
a practical algorithm. The obtained simulation results indicate the advantage
of using ADMM compared with DDM in terms of convergence and number of
iterations.

The rest of this paper is organised as follows. Section 2 give details about the
system model and the channel model. Section 3 provides the theory for the CA in
HetNets assuming optimal power allocation and heterogeneous fading channels.
Section 4 provides the details on the ADMM based solution and the Section
5 the details on the DDM approach. Simulation results and useful insights are
provided in Section 6 and the paper summary is provides in Section 7.

2 System and Channel Models

2.1 System Model

The proposed system model is considered for an heterogeneous network (Het-
Net), wherein the large and small cells are separated through the use of different
frequencies. The considered HetNet consists of cells of different sizes that are
called macro-, micro-, pico- and femto-cells.
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Fig. 1 depicts the system model of our macro/micro/pico and femto cells
HetNet deployment, in which all cells use different frequency channels and fading
impairments as explained below in the channel model description. Although,
the system model shows three cells, it will be expended to more generic case
using the derived analysis below. Under this premise, there is no interference
problem and the throughput gain for this option will be the highest one. We
also assume that the HetNet is able to provide carrier aggregation (CA) among
the heterogeneous bands. Each band within each cell can provide one or multiple
component carriers, i.e. channels, for aggregation offering the highest rate to the
end-user, whereby the CA in heterogeneous cognitive cellular networks can be
realized. In the next section, we give the details about the channel model of the
considered system model.

{h,m_1}

{h1,m1}
{h2,m2}

{hl,ml}

Fig. 1. Cognitive Heterogeneous Cellular Networks with Carrier Aggregation.

2.2 Channel Model

We assume that the CA over the considered HetNet system model can be mod-
eled as L parallel channels with heterogeneous fading channel characteristics. In
particular, each component carrier (i.e. channel) with l ∈ 1, .., L can be aggre-
gated by the transmitter (Tx) using the channel state information (CSI) received
by the receiver (Rx) for each channel. Considering L channels in our channel
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model, it is identical to assume L parallel channels [16]. We assume that the
feedback for each channel is provided by the Rx to Tx in an efficient way either
per channel or over the whole bandwidth [17]. The input−output (X,Y ) rela-
tionship for each channel of the L parallel channels with CA is described as
follows:

Yl = hlXl + nl, ∀l ∈ L (1)

where hl is the channel gain of the l − th channel and nl the noise that is a
zero-mean unit-variance complex Gaussian random variable independent of the
noise on the other channels.

Based on these assumptions, the average power of the l − th channel is given
by:

gl = E[| hl |2], ∀l ∈ L (2)

under the following constraint:

ΣL−1
l=0 hl = 1. (3)

The signal-to-noise-ratio (SNR) for the l − th channel is equal thereby to:

γl =
hlpl

σl
2Bl

, ∀l ∈ L (4)

where pl is the transmit power of the l − th channel, the σl the variance of the
noise and the Bl is the bandwidth of each channel.

Moreover, the following assumptions apply about our channel model:

• The bandwidth of each channel Bl is equal and fixed.
• The number of channels should provide the following rule L = BlTd in

respect to the delay spread Td having assumed a multi-carrier system.
• Each channel has a channel gain denoted as {Hl}L−1

l=0 .
• Each channel is considered invariant within a coherence period Tc and

thereby the number of symbols per channel is equal to Kl = [BlTc].

Having defined the system and channel models, the aim of this work is to provide
the most efficient power control scheme for CA over HetNets by maximizing the
sum achievable rate. To this end, we first model the carrier aggregation over
heterogeneous fading channels defining the required performance analysis, and
next, we explain the problem under consideration.

3 Carrier Aggregation over Heterogeneous Fading
Channels

CA in HetNets can be assumed as the CA over heterogeneous fading channels,
where the latter can be analysed as the sum achievable rate over independent and
non-identically distributed (i.n.d.) channels in terms of power and non-identical
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Nakagami-m channels in terms of fading impairments. In this way, the different
channels to be aggregated expose heterogeneous conditions. Under this premise,
the sum achievable rate in a CA system is defined as follows.

First, we assume that for each channel the power control is employed for
the adaptation over the fading channel conditions through the channel feedback.
Thereby, an optimal power allocation is carried out. For bench-marking purpose,
we assume that each channel performs the well known water-filling (WF) algo-
rithm and thus, the optimal power allocation for each l-th channel is given as
follows [4]:

Pl(hl) =
(

λl − σl
2

hl

)

. (5)

The corresponding achievable average rate over the fading channel is obtained
as follows:

Cl(hl) =
∫

log2

(
hlpl

λlσ2Bl

)

f(gl)dgl. (6)

The performance of the CA system over heterogeneous fading channels is con-
sidered as the sum rate as follows:

Ctot =
L∑

l=1

Cl =
L∑

l=1

C(hl). (7)

In order to model the HetNets environment, we assume that the channel
gains are heterogeneous, i.e. independent and non-identically distributed (i.n.d)
in terms of power and non-identical Nakagami-m in terms of fading impairments.
In this case, the instantaneous SNR γl of each channel is considered a gamma
distributed random variable with probability density function (PDF) given by
[14]:

fγl
(γ) =

ml
mlγml−1 exp−mlγ/γ̄l

γ̄l
mlΓ (ml)

(8)

where the fading parameter is considered different for each l-th channel denoted
as ml as well as the average SNR γ̄l. Thus, heterogeneous fading channels can be
assumed as also pointed out in [13], wherein the fading impairments are modeled
with different PDFs. In our case, we assume the generalized case of Nakagami-m
for changing the factor m accordingly, since our main focus is on the power con-
trol scheme for CA in HetNets. More specifically, we look for the power control
scheme that does not give a global solution for the i.n.d and non-identical fading
channel gains. The contribution of this paper is to find the overall optimal power
allocation P (h1, .., hl) of the proposed CA over heterogeneous fading channels.
The considered optimal power allocation is accomplished using the alternating
direction method of multipliers (ADMM) providing thereby a more efficient and
robust decomposition and learning among the fading channels with heteroge-
neous characteristics. Our future work on this topic, we will incorporate more
sophisticated fading channel formula including scheduling among the channels
with different bandwidth options for each channel [13].
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4 Power Control for Carrier Aggregation
in Heterogeneous Fading Channels

We formulate the problem of maximizing the sum rate over the transmit power
of each l − th component channel. The problem is formulated for l ∈ L channels
as follows:

max
p1,..,pL

Ctot =
L∑

l=1

Cl (9)

s.t.

L∑

l=1

Pl(hl) ≤ P̄l (10)

where the two constraints guarantee that each channel l − th follows each one
optimal power allocation policy.

It is evident from the problem defined in (9) that a solution using decompo-
sition principles could provide the mathematical framework to build an analytic
foundation for the design of requested distributed power control. For example,
assuming the WF algorithm, each subproblem can be solved isolated resulting in
the individual sum achievable rate that can not give an efficient distributed and
coordinated solution. We look for a solution that can be achieved by exchanging
information about the channels conditions in order to provide solutions on their
separate problems at local level leading to the efficient overall solution at dis-
tributed level. One known solution of such a problem is the dual decomposition
that can solve the problems separately and update the optimal values using the
subgradient method. Nevertheless, there is a more powerful method that relies
on the decomposition principles providing more robustness in such distributed
problems. This method is known as the Alternating Direction Method of Multi-
pliers (ADMM).

In particular, the ADMM combines the principles of the dual decomposition
using also the augmented Lagrangian tool for gradually learning. In particular,
the ADMM method consists of the following steps in order to solve our problem:

• To formulate the augmented Lagrangian function:

L(p1, .., pL, λ1, .., λL) =
L∑

l=1

Cl

+λ1

(
P1(h1) − P̄1

)
+ ... + λL

(
PL(hL) − P̄L

)

+
ρ

2

((
P1(h1) − P̄1

)2 + ... +
(
PL(hL) − P̄L

)2)

(11)
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• To designate the dual decomposition as follows:

min
λ1,..,λL

{ max
p1,..,pL

C1 + ... + CL

+λ1

(
P1(h1) − P̄1

)
+ ... + λL

(
PL(hL) − P̄L

)

+
ρ

2

((
P1(h1) − P̄1

)2 + ... +
(
PL(hL) − P̄L

)2)}
(12)

where the λ1,..,λL are the dual variables for each of L channels.
• To solve the inner subproblems through optimization decomposition solution

using Gauss-Seidel or block-coordinate descent method:

P1(h1)k+1 = arg min
p1

L(p1, .., pk
L, λk

1 , .., λ
k
L) (13)

= C(1) + λ1

(
P k
1 (h1) − P̄1

)

+ρ
((

P k
1 (h1) − P̄1

)2
+ ... +

(
P k

L(hL) − P̄L

)2)

(14)

...

P2(hL)k+1 = arg min
pL

L(pk+1
1 , .., pL, λk

1 , .., λ
k
L) (15)

= C(L) + λL

(
P k

L(hL) − P̄L

)

+ρ
((

P k+1
1 (h1) − P̄1

)2
+ ... +

(
P k

L(hL) − P̄L

)2)

(16)

• To solve the outer problem using the subgradient updates:

λk+1
1 = λk

1 + ρ(P1(h1)k+1 − P̄1) (17)

...

λk+1
L = λk

L + ρ(PL(h2)k+1 − P̄L) (18)

Instead of the dual decomposition method (DDM), ADMM, as its name
suggests, alternatively performs one iteration of the Gauss-Seidel step (13 − 16)
and one step of the outer subgradient update for speeding up its convergence.
Notably, the augmented Lagrangian is minimized jointly with respect to the
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L primal variables. The optimal power allocation Pl(hl) with L variables are
updated in an alternating or sequential fashion. Separating the maximization
for the optimal power allocation of two channels into two steps is precisely what
allows for decomposition [6]. In order to benchmark the ADMM performance,
we also devise the DDM for our problem and we describe the algorithm in details
below.

5 Benchmarking with the Dual Decomposition Method

DDM is a powerful tool that can be used for decomposing a problem to sub-
problems applying the separation principles in networking systems [18]. We will
provide the solution of the proposed optimization problem using DDM n order to
establish a benchmark to the proposed ADMM-based algorithm for comparison
purposes. In this way, we can also highlight the architectural differences among
the two decomposition approaches.

We first formulate the Lagrangian function of the optimization problem as
follows:

L(p1, .., pL, λ1, .., λL) =
L∑

l=1

Cl + λ1(P1(γ1) − P̄1) + ... + λL(PL(γL) − P̄L)

(19)

and the Lagrangian dual function is given as follows:

g(λ1, .., λL) =

max
p1,..,pL

L∑

l=1

Cl + λ1(P1(γ1) − P̄1) + ... + λL(PL(γL) − P̄L)

(20)

where the λ1, .., λL Lagrange multipliers are considered the link price [10].
The dual function can be minimized to obtain an upper bound on the optimal

value of the original optimization problem:

min
λ1,..,λL

g(λ1, .., λL) (21)

s.t. λ1 > 0
...
λL > 0

where the optimal dual objective g∗ forms the duality gap C∗
tot − g∗, which is

indeed zero since the Karush-Kuhn-Tucker (KKT) conditions are satisfied.
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The DDM algorithm used for the problem solution is described in the algo-
rithm below. The DDM is simulated in parallel with the ADMM and useful
insights are discussed in the section below.

Algorithm 1. Dual Decomposition algorithm with L component channels.
• Parameters: constant step size α and constant convergence value ε.
• Initialize: variables λk

1 = 1, .., λk
L = 1 for all L channels.

1. The Lagrangian dual problem is solved locally by the BS, which aggregates the L
channels and then send the feedback the solutions to the corresponding channels.

2. The BS updates its prices for each component channel l ∈ L using the subgradient
as follows:

λk+1
1 = λk

1 − α(
∑

1

P̄1 − P1(λ1)) (22)

...

λk+1
L = λk

L − α(
∑

L

P̄L − PL(λL)) (23)

and broadcasts the new prices λk+1
1 , .., λk+1

L .
3. Set k −→ k + 1 and go to step 1) until satisfying termination criterion.

• Stop once | λk+1
l −λk

l |≤ ε, ∀l ∈ L simultaneously, where ε is the convergence rule.

6 Simulation Results and Useful Insights

In this section, simulation results are presented and useful insights are discussed.
We opt to provide the outage probability for each channel that reveals better the
impact of different Lagrange multiplier values resulted by the different applied
methods. The outage probability formula can be found to several references, e.g.
[4].

Fig. 2 depicts the outage probability using two component carriers
(CCs) assuming the following heterogeneous channel conditions: CC − 1 :
5dB,m = 1, CC − 2 : 15dB,m = 2 where the first term denotes the average
SNR of the specific CC and the second term the fading m parameter. The sim-
ulation has been carried out using ADMM, DDM and WF algorithms. Focusing
on the first carrier, i.e. CC1, it is inferred that the ADMM outperforms the DDM
in terms of required number of iterations. In particular, the ADMM requires 18
iterations in order to converge to the capacity solution and the DDM requires 23
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Fig. 2. Outage probability of 2 CCs of 5dB and m = 1, 15dB and m = 2 using ADMM
and DDM. Benchmark with the WF algorithm is also provided.

iterations. This is provided in the ADMM by the parallel solutions of the inner
subproblems that is not taken into account in the DDM. For benchmarking pur-
pose, the results using WF algorithm are depicted that requires 63 iterations. In
this way, the advantage of decomposition methods for handing the heterogene-
ity of the channels is manifested. The same outcome can be observed for the
second carrier, i.e. CC2, with an additional interesting performance gain that
is the outage probability, which shows lower values than those required for the
first channel. This could be explained as the results of having better channel
conditions for the CC2 compared to the CC1’s ones.

Fig. 3 below depicts the performance of the ADMM in comparison to DDM
using three CCs, i.e. CC1, CC2 and CC3. The results also corroborate the advan-
tage of using ADMM instead of DDM having a better number of iterations as
long as the channel conditions are better. The outage probability for better chan-
nel conditions is improved as well. It is also observed that the higher average
SNR for a particular fading channel condition, e.g. m = 2 does not have an
impact on the number of iterations for the two prominent decomposition meth-
ods that applied in this paper and corroborate the benefit of seperation princi-
ples in wireless communications through the dual decomposition [18]. Finally, it
should be noted that for better channel conditions, e.g. CC2, the outage proba-
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Fig. 3. Outage probability of 3 CCs of 5dB and m = 1, 10dB and m = 2, 15dB and
m = 2 using ADMM and DDM.

bility is low since the Lagrange multiplier decreases significantly almost to zero.
This behavior is observed for both ADMM and DDM verifying the fact that the
decomposition provides achievable rates without power control. However, the
WF requires power control for achieving the capacity with higher impact on the
performance in terms of outage probability.

Fig. 4 depicts the achievable sum rate in bits per sec over average SNR in dB
at the CC-1 assuming fading channel with m = 1, average SNR equal to 10dB
and fading channel m = 2 at the CC-2 and finally average SNR equal to 15dB
and fading channel m = 2 at the CC-3. The results are depicted using ADMM,
DDM and WF algorithms respectively. It is evident from the results that both
decomposition methods, i.e. ADMM and DDM outperforms the WF and there
is a gain of using the DDM at the low power regime although in terms of itera-
tions ADMM performs better as have been discussed above. Most importantly,
for more than 2 CCs, the performance gain of using decomposition methods
is significant due to the provided coordinated solution for each particular link
comparing to the isolated WF solution, which does not deal with the distributed
nature of the problem at hand.
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7 Conclusion and Future Work

In this paper, we study the power control problem when carrier aggregation in
heterogeneous networks is deployed in future cognitive 5G cellular networks. Our
study assumes the optimal power allocation over fading channels with hetero-
geneous characteristics in terms of power and fading impairments. To this end,
we model the channel gains with heterogeneous characteristics that is carried
out assuming independent and non-identically distributed (i.n.d.) in terms of
power and non-identical Nakagami-m in terms of fading impairments. Under
this premise, we formulate the problem of maximizing the achievable rate of the
CA over the transmit power constraints of the channels. The problem solution
is carried out in a distributed and coordinated fashion employing the alternat-
ing direction method of multipliers (ADMM) as a powerful tool for providing
decomposition. The particular method is devised, applied and presented in this
paper. In order to benchmark the proposed method, we provide a problem solu-
tion using the dual decomposition method (DDM) too. Simulation results are
obtained and illustrated, which corroborate the fact that ADMM converges faster
than the DDM. In terms of sum rate, the decomposition methods for such a dis-
tributed problem provides better result than the classical WF. Having defined
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such a dynamic framework, our future work on this topic will be the provision
of scheduling the channels with an order-based policy taking also into account
variable bandwidth sizes for each channel.
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Abstract. In this paper, we focus on the design of probabilistic random
access (PRA) for a cognitive radio network (CRN). The cognitive base
station (CBS) allows the secondary users (SUs) to reuse the sub-channels
of the primary users (PUs) provided that the interference of the SUs to
the PUs is below a predetermined threshold. PUs transmit over a fixed
set of channels with fixed transmission powers that are scheduled by the
CBS. With this prior information, CBS optimizes the probabilistic ran-
dom transmissions of the SUs. In each time slot, SUs transmit over a
random number of channels d, chosen uniformly at random, according to
a certain degree distribution function, optimized by the CBS. Once the
signals of the SUs and PUs are received, CBS then implements successive
interference cancellation (SIC) to recover both the SUs’ and PUs’ signals.
In the signal recovery, we assume that the PUs’ signals can be recovered
if the interference power (IP) of the SUs to the PUs is below a predeter-
mined threshold. On the other hand, we assume the SUs’ signals can be
recovered if its received SINR is above a predetermined threshold. We
formulate a new optimization problem to find the optimal degree distri-
bution function that maximizes the probability of successfully recovering
the signals of an SU in the SIC process under the SINR constraints of
the SUs while satisfying the IP constraints of the PUs. Simulation results
show that our proposed design can achieve higher success probabilities
and a lower number of transmissions in comparison with conventional
schemes, thus, significantly improving signal recovery performance and
reducing energy consumption.

Keywords: Probabilistic random access · Cognitive radio · SIC · IP ·
SINR · Degree distribution

1 Introduction

Cognitive radio (CR) has been known to be a promising technology to achieve the
efficient utilization of the radio spectrum. In CR networks (CRNs), unlicensed
secondary users (SUs), are allowed access to the radio spectrum owned by the
licensed primary users (PUs), provided that the PUs are guaranteed a certain
level of protection. Optimal resource allocation algorithms i.e. channel and power
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 696–707, 2015.
DOI: 10.1007/978-3-319-24540-9 57
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allocation, among the SUs that maximize their data rates or minimize their
transmit power requirements have been well-investigated for multiple scenarios
and are known to be NP-hard. Accordingly, numerous sub-optimal algorithms
for resource allocation have been proposed for both downlink and uplink CR
transmissions [1,2]. However, these approaches do not scale well as the number
of users in the network increases and their activity becomes more dynamic.

To overcome these problems, random access protocols provide a simple solu-
tion that significantly reduces processing and signalling overhead. A commonly
used approach is to employ random access over the control channels. That is,
users perform contentions for channel access request. Once access request is
granted, data will be transmitted over the allocated channels. Commonly used
contention based schemes in CRNs include ALOHA, slotted-ALOHA and car-
rier sense multiple access (CSMA) [3,4,5]. These models assume that the SUs
contend to access the channels only when the PUs are inactive.

In [6], authors proposed another random access approach where the CBS pre-
determines a certain transmission probability and makes it known to all the SUs.
The PUs’ transmissions are fixed whereas the SUs transmissions are randomized
according to the assigned transmission probability. It is shown that such a sim-
ple random transmission can offer significant improvements in performance, in
certain cases, for both the PUs and SUs, compared to fixed transmissions. It is
argued that from a design point of view, controlling the probabilities is easier
than controlling the power. However, the paper only considered a very single
case of single channel and no analysis was done to derive the design criteria for
choosing the optimal transmission probability.

In [7,8,9], some probabilistic random access (PRA) schemes were proposed
where each user transmits over a subset of sub-channels, which are selected
uniformly at random, according to a degree distribution, predetermined by the
base station. The PRA can then be represented by a bipartite graph, and a
message passing algorithm can be implemented at the base station to recover
the users’ signals. Optimization is then carried out by using the conventional
analytical tools of codes-on-graph for binary erasure channels to maximize the
probability of having an interference-free clean packet in each iteration. That
is mainly because it is assumed that successful signal recovery is only possible
when a ‘clean packet’ is available.

In this paper, we extend the work in [6,7,8,9] to an uplink CRN. We assume
the PUs’ channel and power allocations are scheduled, and thus, known priori at
the CBS. The CBS performs maximal-ratio combining (MRC) to combine the
multiple copies of each user’s signals over its respective sub-channels and imple-
ments successive interference cancellation (SIC) to recover the SUs’ and PUs’
signals. Under the conventional interference power (IP) constraint, a PU’s signal
can be successfully recovered if the IP caused by the SUs to that PU is below
a predetermined threshold. Moreover, under the conventional SINR constraint,
an SU’s signal can be successfully recovered if its SINR is above a predeter-
mined threshold. Due to the IP and SINR constraints, the ‘clean packet’ model
becomes sub-optimal. Accordingly, we formulate a new optimization problem to
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find the optimal degree distribution that maximizes the success probability of
the SIC process of the SUs while satisfying the IP constraints of the PUs. This
is equivalent to maximizing the probability of having a received SINR of an SU
greater than or equal to a predetermined threshold in each iteration of the SIC.
Simulation results show that our proposed design can achieve significantly lower
error probabilities and requires a lower number of transmissions, in comparison
with the conventional approach.

The rest of this paper is organized as follows. Section 2 presents the system
model. In section 3, we describe the probabilistic random transmission scheme
and the SIC process. In section 4, we analyze the system performance in an
asymptotic setting and formulate our degree distribution optimization problem.
Numerical results are provided in section 5. Finally, section 6 concludes the
paper.

2 System Model

We consider an uplink CRN, including a CBS, a set of Kp active PUs, denoted by
Kp, and a set of Ks active SUs denoted by Ks. There are in total N orthogonal
sub-channels of equal bandwidth in the network. Channels are assumed to be
reciprocal and block fading; that is, we assume the channel coefficients remain
constant for the whole transmission block but vary independently from one block
to the other. Let yn denote the received signal vector at the CBS over the nth

sub-channel, where 1 ≤ n ≤ N . Then, it can be expressed as follows:

yn =
∑

k∈Kp

gk,nxk,n +
∑

i∈Ks

hi,nui,n + en, (1)

where gk,n is the channel gain between PUk and the CBS over the nth sub-
channel, and hk,n is the channel gain between SUk and the CBS over the nth

sub-channel. xk,n and ui,n are the transmitted signals of each of the PUs and
SUs to the CBS, over the nth sub-channel. en is the additive white Gaussian
noise (AWGN) random variable with zero mean and variance σ2

e .
Each PU is allocated one distinct set of sub-channels. We denote by N (k)

p

the set of N
(k)
p sub-channels allocated to PUk. We denote by N (k)

s the set of
N

(k)
s sub-channels chosen by SUk. Then, xk,n = 0 for n /∈ N (k)

p , and uk,n = 0
for n /∈ N (k)

s . Moreover, we denote by Qk,n and Pk,n the power of xk,n and uk,n,
respectively.

3 Random Transmission Scheme

In this section, we describe the random transmission scheme for the previously
described system.
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3.1 Channel Access

For a given transmission block, each SU chooses a random degree d obtained from
a predefined degree distribution Ω(x) =

∑
i Ωix

i, where Ωi is the probability
that d = i. Then, the SU chooses d sub-channels uniformly at random to transmit
over. We define a Ks ×N random channel access matrix A with integer elements
ak,n ∈ {0, 1}, where ak,n = 1 means SUk is transmitting in sub-channel n, and
ak,n = 0 means SUk is not transmitting in sub-channel n. Thus, it is easy to show
that the elements of A are independent identically distributed (i.i.d.) Bernoulli
random variables with a success probability of 1

N Ω̄, where Ω̄ is the average
degree and is given by

∑
i iΩi. Then, we can represent the probabilistic random

PU1 PU2 ...

CH1 CH2 CH3 CH5CH4

SU1 SU2 SUKs...PUKp

... CHNt
CH6 CH7 CH8

N (1)
p N (2)

p N (Kp)
p

...

Fig. 1. Bipartite Graph Illustration of the Random Transmission Scheme

transmission scheme by a bipartite graph as shown in Fig.1. The PUs and SUs
are shown by circles and referred to as variable nodes while the sub-channels
[CHi]1 ≤ i ≤ N are shown by squares and referred to as check nodes. The
number of edges connected to each variable node corresponds to the number of
sub-channels it is allocated, and it is called the degree of the respective variable
node. The solid edges represent the transmissions of the PUs whose number is
assumed to be fixed e.g. PU1 is of degree 2 in Fig. 1. On the other hand, the
dashed edges represent the transmissions of the SUs whose number is a random
variable with a distribution pre-determined by the CBS.

3.2 Successive Interference Cancellation

The CBS employs SIC to recover each user’s signals. Each user is assumed to
transmit the same signals over its respective sub-channels. The CBS can, then,
combine the received transmissions of each user over all respective sub-channels
using MRC, and the overall received SINR at the CBS can be represented as the
sum of all individual SINRs. Note that the CBS is assumed to have the perfect
knowledge of the PUs’ channel state, transmit power and allocated sub-channels.
We also assume that the CBS first attempts to recover the signals of the PUs.
The maximum achievable rate of PUi, where 1 ≤ i ≤ Kp, is shown below:
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R(i)
p =

N
(i)
p

N
log

⎛

⎜
⎝1 +

∑

n∈N (i)
p

γ(i)
p,n

⎞

⎟
⎠ , (2)

where

γ(i)
p,n =

|gi,n|2Qi,n
∑Ks

k=1 ak,n|hk,n|2Pk,n + σ2
e

. (3)

We denote by I
(i)
p,n =

∑
k∈Ks

ak,n|hk,n|2Pk,n the interference power caused to

PUi’s transmission over the nth sub-channel, where n ∈ N (i)
p . Thus, the total

interference caused by the SUs to PUi can be expressed as I
(i)
p =

∑
n∈N (i)

p
I
(i)
p,n.

The signals of PUi can be successfully recovered provided that I
(i)
p is below the

threshold I
(i)
th .

Without loss of generality, we assume the SUs’ signals are recovered through
the SIC process according to their received SINR, in an ascending order. More
specifically, we assume that the SINR of SUk is larger than that of SUk−1, for
1 ≤ k ≤ Ks. Assuming the signals of the first i − 1 SUs have been successfully
recovered, the maximum achievable rate of SUi, where 1 ≤ i ≤ Ks, is shown
below:

R(i)
s =

N
(i)
s

N
log

⎛

⎝1 +
∑

n∈N (i)
s

γ(i)
s,n

⎞

⎠ , (4)

where

γ(i)
s,n =

ai,n|hi,n|2Pi,n
∑Ks

k=i+1 ak,n|hk,n|2Pk,n + σ2
e

. (5)

Thus, we can express the total SINR of SUi as γ
(i)
s =

∑
n∈N (i)

s
γ
(i)
s,n. The signals

of SUi can be successfully recovered provided that their received SINR γ
(i)
s at

the ith iteration of SIC is above the threshold γ
(i)
th .

It will be shown later that the design problem is dependent on the SUs’
received power rather than transmit power. Assuming that the SUs are able to
estimate their channel gains from the downlink given the reciprocity of the chan-
nel, the CBS needs to broadcast the received power constraints only, imposed
on each sub-channel on a per user basis. The SUs can, then, adaptively tune
their power as necessary. Accordingly, we define a power vector p = [Pn]1≤n≤N ,
where Pn is the received power constraint imposed on the nth sub-channel on a
per user basis.

4 Asymptotic Performance Analysis of PRA in CRNs

In this section, we analyze the relationship between the system constraints (Ith

and γth) and the different system metrics (N , Kp and Ks). We formulate an
optimization problem to find the degree distribution that can maximize this
probability of successfully recovering the signals of the SUs for a given setup.
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4.1 Probability Density Function of the IP

Let us first calculate the power of interference introduced to the PUs.

Lemma 1. In an asymptotically large network (N → ∞, Ks → ∞), the prob-
ability density function of the total interference power induced over the sub-
channels of PUk, ∀k ∈ Kp, follows the Poisson distribution below:

Pr(I(k)p = iP (k)
o ) = e−αN(k)

p

(
αN

(k)
p

)i

i!
, (6)

where α = Ks

N Ω̄, and Pn = P
(k)
o ∀n ∈ N (k)

p . Its average and standard deviation
are given below:

E[I(k)p ] = αN (k)
p P (k)

o , σ
I
(k)
p

= αN (k)
p P (k)

o . (7)
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Fig. 2. The average interference power for a total of N = 128 sub-channels assigned
equally to Kp = 60 PUs and shared by Ks SUs.

The proof of this lemma is provided in Appendix 7. In Fig. 2, the average IP
is shown as a function of the average degree Ω̄ and the number of users Ks.
P

(k)
o is set to 0 dB ∀k ∈ Kp. The average IP per PU is shown to increase with

the number of Ks, as expected from Lemma 1. It is worthy of noting that N
is fixed for all three simulations and that the increase in the average IP in fact
corresponds to the increase in the ratio Ks

N rather than Ks itself.

4.2 Probability of Success of the SUs

As in Section III-B, we assume the SUs’ signals are recovered in an ascending
order, based on their received SINR, with γ

(i)
s ≤ γ

(i−1)
s for 1 ≤ i ≤ Ks. Given
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that the signals of the first i − 1 SUs have been successfully recovered, we can
rewrite (5) and express the total SINR of SUi as follows:

γ(i)
s =

∑

n∈N (i)
s

Pn

d
(i)
n Pn + σ2

e

, (8)

where d
(i)
n is a random variable that represents the number of users, other than

SUi, transmitting in the nth sub-channel and whose signals have not been recov-
ered yet. We define d(i) = [d(i)n ]

1≤n≤N
(i)
s

and refer to it as the observation vector.

The CBS can then recover the signals of SUi, if and only if, γ
(i)
s ≥ γ

(i)
th , which

will happen for certain values of d(i). Let V(k) denote the set of all vectors v
that can satisfy the SINR constraint for SUk. It can then be found that:

V(k) = {(v1, v2, ..., vN
(k)
s

)|
∑

n∈N (k)
s

Pn

vnPn + σ2
e

≥ γ
(k)
th } (9)

In other words, the CBS can recover the signals of SUk if and only if the obser-
vation vector d(k) belongs to V(k). We then have the following proposition:

Proposition 1. For the recovery of the SUs’ signals, we assume that the PUs’
signals have been successfully recovered and that the SUs’ signals are ordered
and recovered in an ascending order, based on their received SINR. Let Si be the
event of having γ

(i)
s ≥ γ

(i)
th . Then, the probability of successfully recovering the

signals of SUi, through the SIC process, can be calculated as follows:

Pr(Si) = Pr(γ(i)
s ≥ γ

(i)
th )

= Pr(γ(i)
s ≥ γ

(i)
th |Si−1)Pr(Sk)

= Pr(d(i) ∈ V(i)|Si−1)Pr(Sk),

for 1 ≤ i ≤ Ks.

4.3 Clean Packet Model

As mentioned before, authors in [7,8,9] have implemented the iterative recovery
process of codes-on-graph for the binary erasure channel (BEC) in PRA schemes.
As in Fig. 1, the system is mapped onto a bipartite graph and the signal recovery
is visualized as a message passing algorithm [10]. However, at the receiver side,
successful signal recovery can only take place if an interference-free clean packet
has been received at the destination.

From Section III-B, the observation vector of the ‘clean packet’ model must
have the following form for successful signal recovery:

{d(i)|∃j, d
(i)
j = 0, 1 ≤ j ≤ i}.
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Let us consider the case where the received power of an SU’s signal is less than
or equal to its SINR threshold. Then, if the received signal is interference-free,
it can be successfully recovered in our design. For such a case, the observation
vectors of both designs are the same for dm = 1.

On the other hand, from (9), we can see that the set of observation vectors
that ensure successful recovery will generally be larger for our design; thus, it is
expected to provide a higher probability of success. The ‘clean packet’ model can
be seen as a special case of our design. Interestingly, when the SINR threshold
is higher than that of the received power per signal for an SU, the ‘clean packet’
model fails to service any SUs at all. However, for sufficiently high degrees, our
approach can still service a significant fraction of the SUs.

4.4 Optimization of the Degree Distribution

Given a CRN system of Kp PUs and Ks SUs transmitting over a set of N
sub-channels, we formulate an optimization problem to find the degree distribu-
tion that maximizes the probability of successfully recovering the SUs’ signals
through the SIC process, while satisfying the IP constraints of the PUs. The CBS
has the perfect knowledge of the PUs channel allocation, power, and respective
IP constraints. It also has knowledge of the number of active SUs and their
respective SINR constraints. Accordingly, the optimization problem can be for-
mulated as follows:

maxp,Ω(x)

Ks∑

k=1

Pr(Sk)

s.t. (i)
dm∑

i=1

Ωi = 1, Ωi ≥ 0, ∀1 ≤ i ≤ dm

(ii)E

[
∑

n

I(k)p,n

]

≤ I
(k)
th , ∀k ∈ Kp.

Condition (i) ensures the sum of all probabilities is equal to 1. Condition (ii)
ensures that the PUs are protected by the IP constraint on a per user basis. With
reference to Lemma 1, it can easily be seen that this condition determines the
value of Ω̄ and p. Optimization is carried out using the covariance matrix adap-
tation evolution strategy (CMA-ES)[11] and can be easily modified for different
IP and SINR thresholds.

5 Numerical Results

In this section, we investigate the system performance for different setups. Results
are averaged over 10000 samples. The received power constraint per sub-channel
Po is taken to be 0 dB, the number of sub-channels N is set to 128 [12].

For ease of analysis, we now assume that Pn = Po, where 1 ≤ n ≤ N . This
condition dictates that all sub-channels have the same received power constraint.
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For a practical system, this also reduces the signalling overhead. This can be
easily justified for the case where N

(i)
p = Np and I

(i)
th = Ith, for 1 ≤ i ≤ Kp. We

adopt this assumption in our simulations. We also assume that γ
(i)
th = γth, for

1 ≤ i ≤ Ks.

Table 1. Results of CMA-ES optimization for Ks
N

= 60
128

log10 γth/Po 0 dB 1 dB

dm 4 8 4 8

Ω1 0.0002 0.0003 0.0001 0.0002
Ω2 0.5072 0.0831 0.1108 0.1295
Ω3 0.0041 0.1619 0.1727 0.1529
Ω4 0.4885 0.1744 0.7163 0.2112
Ω5 0.2255 0.0674
Ω6 0.0382 0.2406
Ω7 0.1758 0.1188
Ω8 0.1408 0.0794

ε 3.00e-03 3.75e-04 2.67e-04 4.05e-04

In Table 1, we show the results of CMA-ES for Ks

N = 60
128 and a maximum

degree of 4 and 8. Using the results of [7], we proceed to compare the achievable
error probabilities of both designs; the error probability is denoted by ε and
defined as 1 − 1

Ks

∑Ks

k−1 Ps,k. Results are shown in Fig. 3. As predicted, the
proposed design outperforms the ‘clean packet’ model even for γth

Po
= 1. As our

proposed design relies on the overall received SINR, the sum of all individual
SINRs, it makes use of all transmissions over the different sub-channels rather
than interference-free transmissions only, thus, achieving better performance for
the same power requirements. Finally, in Fig. 4, we consider the probability of
having the IP caused by the SUs to the PUs below a given threshold. We use the
results from Table 1, for dm = 8 and log10

γth

Po
= 0dB. We find Ω̄ to be around

5.23. Interestingly, for Ith ≤ -5dB, the probability of successfully recovering a
PU’s signals becomes independent of the threshold and solely dependent on
the number of SUs supported in the network. Even more so, for thresholds
as high as 10 dB, the probability of successfully recovering a PU’s signals is
almost one for any number of SUs. It is worthy of noting that Condition (ii)
in Section IV-D can be easily modified to limit this probability by restricting
Pr

(∑
n I

(k)
p,n ≤ I

(k)
th

)
≤ δ, where δ is a predefined threshold.

6 Practical Considerations

In our system, the CBS is assumed to have the perfect knowledge of the PUs’
activity and channel conditions, their respective IP constraints, the number of
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active SUs and their respective SINR threshold. We assume this is made known
to the CBS over the control channel, where transmissions are deterministic in
duration and nature. Accordingly, the CBS can find the received power con-
straints necessary and the optimal degree distribution function to meet the sys-
tem constraints. Then, the control channel can also be used to make the degree
distribution known to the SUs. As the SUs are assumed to be able to esti-
mate their channel gains from the downlink given the reciprocity of the channel,
the signalling overhead is significantly reduced in comparison to fixed resource
allocation.
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For a given transmission block, the SIC process cannot be initiated without
the knowledge of how many and which sub-channels were accessed by which
users. We assume the SUs share the same seed with the CBS to determine the
number and index of the chosen sub-channels through a pre-defined pseudo-
random number generator [7].

Finally, it is worthy of noting that the IP constraint can be defined as either
the average IP constraint or the peak IP constraint. However, throughout this
paper, we only consider the former definition. This was justified in [13], where
it was shown that the average IP constraint provides a higher system capacity
than that of the peak IP.

7 Conclusion

In this paper, we proposed a new design of probabilistic random access schemes
in CRNs. We showed that the conventional ‘clean packet’ model is sub-optimal
under the IP and SINR constraints. We formulated a new optimization problem,
based on CMA-ES, to maximize the probability of successful recovering the
SUs’ signals in the SIC process while satisfying the IP constraints of the PUs.
Numerical results show that our degree distributions can achieve lower error
probabilities with lower number of transmissions, and thus, having lower power
requirements.

Proof of Lemma 1

Since the sub-channels are chosen uniformly at random, the degree of each sub-
channel, defined as the number of users transmitting in that sub-channel, follows
the binomial distribution. Let us denote this pdf by Λ(x). In the asymptotic case,
that is for a large number of sub-channels and SUs, the distribution converges
to Poisson [14], as follows:

Λi = e−α αi

i!
, where α =

Ks

N
Ω̄.

From (2), the IP constraint for PUk was defined as: I
(i)
p =

∑N(k)
p

n=1

∑
k∈Ks

ak,nPn =
∑N(k)

p

n=1 unPn, where un is a random variable representing
the number of SUs transmitting in the nth sub-channel. Intuitively, the prob-
ability of having un SUs transmitting in a sub-channel n is the same for all
1 ≤ n ≤ N , and Pr(I(k)p,n = unPn) is simply Λun

. Assuming equal power alloca-
tion, that is Pn = P

(k)
o ∀ n ∈ N (k)

p , we can express the pdf of I
(k)
p as follows:

Pr(I(k)
p = i) = Pr(u1P

(k)
o + u2P

(k)
o + ... + u

N
(k)
p

P (k)
o = i) =

N
(k)
p⊗

n=1

Λz|z= i

P
(k)
o

, ∀k ∈ Kp,

where
⊗

denotes the convolution operation. As Λ(x) was shown to be poisson
distributed, and as the sum of poisson distributed random variables is also a
poisson random variable, we arrive at (6).
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Abstract. Machine Type Communication (MTC) is expected to play a signifi-
cant role in fifth generation (5G) wireless and mobile communication systems. 
The requirements of such type of communication mainly focus on scalability 
(i.e., number of supported end-devices) and timing issues. Since existing cellu-
lar systems were not designed to support such vast number of devices, it is  
expected that they will throttle the limited network resources. In this paper, we 
introduce an effective solution for handling the signalling bottlenecks caused by 
massive machine communications in future 5G systems. The proposed  
approach is based on a device classification scheme using the devices’ require-
ments and position for forming groups of devices with the same or similar  
device characteristics. Our scheme is analysed, and the evaluation results indi-
cate that the proposed solution yields significant reduction in collisions com-
pared to the standard when MTC devices attempt to access the Random Access 
CHannel (RACH). 

Keywords: 5G · Group-based communications · Machine type communication · 
Massive connectivity · Random access channel 

1 Introduction 

According to the available predictions, the number of simple end-devices (e.g., sen-
sors) that transmit short messages in periodic or asynchronous mode will grow con-
siderably between 2013 and 2018, reaching 2,013 million in number, compared to 341 
million reported in 2013, making thus, the need to be supported by 5G systems im-
perative [1]. The communication of such devices with the core network is commonly 
referred as Machine-to-Machine (M2M) Communication or Machine Type Commu-
nication (MTC) [2]. To efficiently support M2M communication, it is required to 
design new schemes that will lead to the reduction of signalling messages both in 
downlink and in uplink communication and avoid potential communication bottle-
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necks for a 5G operator in channels such as the random access and the paging. In this 
paper, we focus primarily on the uplink communication and, more specifically, on 
how a vast number of devices can be supported through a 5G Random Access  
CHannel (RACH).   

Massive MTC scenarios require the development of innovative solutions so as to 
avoid signalling congestion in future mobile communication networks. The current 
design of mobile networks is tailored for human-to-human (H2H) communications 
(i.e., Telephony, SMS, Streaming services, etc.) [3]. In such deployments, for access-
ing the network, the user equipments (UEs) follow the contention-based random ac-
cess procedure, which occurs in LTE networks in every Random Access Opportunity 
(RAO). However, such network designs are unlikely to be able to handle the MTC 
applications, where a large number of machines will attempt to transmit simultane-
ously small amounts of data.  

For massive MTC, the collision rate is large for the RACH access procedure, as the 
number of devices is very high for a single cell; whereas, the number of the RACH 
preambles is very limited. For example, assuming a cell with 1000 users, 64 RACH 
preambles and 30ms packet arrival interval, the collision probability is almost certain 
(99.97%) [4]. Furthermore, the MTC network characteristics impose additional re-
quirements for mobile networks. Specifically, deployment of large number of devices 
will lead to collisions that will increase the battery consumption for the MTC devices. 
Periodic network access may lead to increased latency and QoS degradation, and  
poor spectrum efficiency may occur due to allocation of resources for small data 
transmissions.  

This paper is organized as follows. In the next section, we provide a thorough 
analysis of the state of the art approaches for improving the access to RACH, and we 
assess their suitability for 5G communication networks. In Section 3, we present a 
novel solution for reducing the collisions of MTC devices during the RACH access 
and, in Section 4, we provide evaluation results that show resiliency and robustness of 
the proposed solution against the demanding conditions of a 5G network. Finally, 
Section 5 concludes the paper. 

2 State of the Art Analysis 

Numerous solutions for handling the RACH procedure in wireless networks with 
large number of devices have been proposed in the literature. Those solutions can be 
classified into pull-based and push-based schemes depending on the signalling  
process.  

The pull-based schemes may be further classified into several categories. In Access 
Class Barring (ACB) schemes [5]-[8], the UEs are categorized to access classes, and 
based on their access class, the UEs determine whether their RACH procedure should 
be delayed. Physical RACH (PRACH) resource separation between H2H and M2M 
schemes [9] suggest that the separation of resources can be achieved by separating 
either the preambles or the time-frequency RACH resources (i.e., Resource Blocks) 
into two groups so as to increase the PRACH slots reserved for MTC and reduce col-
lisions. Solutions on Dynamic allocation of RACH Resources [10]-[12] suggest that 
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base station (BS), referred to as evolved Node Bs (eNBs) in long-term evolution 
(LTE) networks, dynamically allocate PRACH resources based on PRACH overload 
and, thus, coordinating the overall procedure and reducing the failed attempts. In 
back-off schemes [6][8][13], the random access attempts for MTC devices and typical 
user terminals are treated separately using different delay schemes. Additionally, for 
reducing the collision rate, MTC devices could be classified further based on their 
delay requirements, and different back-off procedures could be applied for the various 
classes [6]. In addition, these solutions could be combined with other approaches 
(e.g., group-based random access procedure in case of collisions [13]). Other ap-
proaches focus on slotted access [4] where M2M terminals are allowed to transmit 
preambles in specific random access slots. In such schemes, each eNB broadcasts the 
random access cycle, and MTC terminals calculate random access slots based on their 
identity and the received random access cycle. However, preamble collision is un-
avoidable if several M2M devices share the same random access slot. Finally, in 
group (aka, cluster) based solutions MTC devices can be grouped according to QoS 
requirements [14] or geographical location [13][15]. In these approaches, a group 
head is selected to communicate with the eNB on behalf of the group. The group head 
receives requests from group members and relays them to the eNB. 

The push-based schemes are paging-based approaches in which the RACH proce-
dure is triggered by the eNB rather than the UE. All MTC devices in idle mode listen 
to the paging message, and the devices initialize random access procedure when their 
IDs are included in the paging message [16]. 

However, the above-mentioned solutions are not targeting 5G networks and are not 
sufficient to fulfil the stringent requirements for future cellular communication net-
works. As described afore, random access resources are extremely limited for the 
considered number of devices, and the collisions during the random access procedure 
lead to unacceptable latency levels. Although some of the solutions are applied in 
MTC scenarios, they are only evaluated for a small number of devices ranging from 
tens to few hundreds, making their scalability questionable.  

A solution that follows a form of slotted access scheme seems appropriate so as to 
avoid extra collisions. Furthermore, as the network environments will be much denser 
in the future, it is reasonable to assume that the devices can compose groups with 
direct communication so as to alleviate the load of the BS. Thus, the combination of 
clustering mechanisms, slotted access scheme, and possibly device-to-device (D2D) 
communication between the Cluster Members (CMs) seems as a promising solution. 

3 Classification and Cluster-Based RACH Access of MTC 
Devices 

In the previous sections, we have provided a brief analysis of the available solutions 
in the literature related to MTC in cellular networks, and we have argued that, in 5G 
communication scenarios, the existence of huge number of MTC devices will lead to 
signalling congestion when accessing the RACH. In this section, we provide a de-
scription of our solution. The proposed scheme aims at optimizing the random access 
process using:  
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(a) 

 

 
(b) 

Fig. 1. MTC RACH access scheme. 

a) device classification and clustering mechanisms,  
b) D2D communication inside each cluster, and, 
c) an appropriate slotted access scheme for the communication of the Cluster 

Heads (CHs) with the network.   

Figure 1 captures a conceptual view of the considered environment with huge 
number of MTC devices operating and attempting to access the RACH. The devices 
should be classified based on their communication needs and should form clusters 
according to their location and mobility patterns. As illustrated in Figure 1 (a) the 
Cluster Members will send their data to their Cluster Head with D2D links following 
a time-slotted scheme for intra-cluster communication. The Cluster Heads are respon-
sible to send the aggregated data to the network. In order to do so, Cluster Heads fol-
low the scheduling information received from the network. In Figure 1 (b) is shown 
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that the network may decide to allocate entire subframes (or even time frames) to 
specific Device Classes, or multiplex Cluster Heads with different Device Class in the 
same subframe by providing dedicated preambles to each Device Class. 

For the device classification purposes, MTC device information (i.e., transmission 
periodicity, data size, packet delay, device’s mobility, etc.) is sent to the BS during the 
attach process. Then, the BS determines the Device Class (DC) for each MTC device 
based on the aforementioned received information. In order to do so a clustering 
mechanism with hierarchical splitting is followed. Firstly, the devices are split to de-
vices that communicate periodically with the network and to the ones that communi-
cate in an asynchronous manner. The latter class is no further split. Then all the devices 
that follow periodic communication with the network are further split to classes ac-
cording to their periodicity (i.e., once per second, once per hour etc.). Finally, each of 
these groups is further split based on the communication delay requirements of the 
devices. Figure 2 illustrates the splitting operation that produces the DCs. 

Afterwards, the BS determines the clusters of the MTC devices residing in the cell 
and the CH based on location and mobility information received from the MTC de-
vices. In order to perform the geographical clustering of devices with the same Device 
Class, we have used the k-means clustering algorithm.  K-means clustering is a well 
known method for cluster analysis used in data mining field that aims to partition n 
observations into k clusters in which each observation belongs to the cluster with the 
nearest mean, serving as a prototype of the cluster. Then, the BS notifies the MTC 
devices regarding their DC, the cluster they belong to, and the ID of their CH. There-
after, three types of communication steps are required to realise the proposed solution. 

 

 

Fig. 2. Hierarchical splitting operation for Device Classes 

The first type comprises a set of messages exchanged between the BS and the CHs. 
Firstly, the BS broadcasts RACH access scheduling information to CHs. The CHs are 
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scheduled to be able to transmit periodically every N time slots with the BS. N may 
vary for different CHs depending on their DC, which determines the communication 
needs of the DC. Then, CHs attempt to access RACH during the specified RAOs, as 
scheduled. On successful communication, the CH transmits the aggregated monitor-
ing data of its cluster to the BS. Although the CHs that transmit periodically are mul-
tiplexed and, thus, scheduled on specific time frames (specified by a periodicity fac-
tor), collision may still occur either due to having too many CHs scheduled in a frame 
or, due to having RACH access attempts triggered from devices with asynchronous 
communication. In case of collisions, the BS reschedules the CHs and broadcasts the 
new schedule to the CHs.  

Table 1. Classification and Cluster-based RACH access algorithm 

Step Description 

0 MTC devices are attached to the network and they send their device 
information 

1 eNB determines the Device Class of the MTC devices through a cluster-
ing mechanism with hierarchical splitting  

1.1 ∀ MTC device perform classification based on Type of Communication 
and produce two classes of MTC devices; the ones with periodic trans-
missions and the ones with the asynchronous transmissions. Devices 
with asynchronous transmissions are no further classified. 

1.2 ∀ MTC device with periodic transmissions perform classification based 
on the devices periodicity and give label s to the device, s ∈ ClassLabels 
= {class1

1, class1
2, …, class1

i,…,class1
N) 

1.3 ∀ i ∈ ClassLabels, ∀ MTC device perform classification based on com-
munication delay and add label t to the device, t ∈ ClassLabels2 = 
{class2

1, class2
2, … class2

i, … ,class2
N). Each device has an s, t label now 

2 Based on the Device Class of each device perform geographical cluster-
ing using k-means. The value of k determines the number of clusters and 
the maximum geographical distance between the CH and a CM. 

3 eNB notifies the MTC devices regarding their DC, the cluster they be-
long to, and the ID of their CH. CHs also receive scheduling information 
for accessing the RACH 

4 CH performs time-division scheduling, and broadcasts reservation token 
information to the CMs. D2D communication sessions with the CMs 
according to the produced schedule are established 

5 CH performs RACH access on the RAOs defined by the network 
6 Steps 2-5 are repeated so as to perform cluster merging particularly for 

non-stationary devices 

 
The second type of communication comprises a set of signalling steps for intra-

cluster communication between the CH and each CM. Initially, the CH produces a 
time-division schedule, distributes reservation token information to the CMs, and 
establishes D2D communication sessions with the CMs according to the produced 
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schedule. Then, the CMs communicate with the CH according to the schedule  
received. In case CMs leave a cluster, they notify first the CH over specific tokens 
reserved by the CH for control information, and they wait for a reply from the CH. 
Once the device has left the cluster, the CH calculates, if necessary, a new schedule 
and disseminates it to the CMs.  

Finally, the third type of communication is related to the operation of merging 
clusters. In this case, the CH needs to communicate with MTC devices that are not 
members of the cluster. Such operation is executed by the BS, if needed. More spe-
cifically, BS may decide merging of clusters based on their position and their mobility 
patterns. In that case, the BS will send a notification to the CHs to merge and indicate 
which device will be the new CH of the merged cluster. Table 1 summarizes the pro-
posed mechanism steps. 

4 Evaluation Results 

For the assessment of the proposed scheme, we have utilized a simulation scenario 
comprising several machine types with various service requirements and mobility 
characteristics. The purpose is to assess the proposed scheme’s capability to reduce 
the overhead of RACH due to massive deployment of MTC devices in a small geo-
graphical area. In our simulation scenario, we have assumed the deployment of 1 BS 
in the area, having 1 RAO per time frame (i.e., maximum 64 devices per time frame 
may successfully access the RACH due to 64 random access preambles available). 
Table 2 summarizes the simulation setup in terms of numbers of devices, traffic char-
acteristics, and devices’ mobility for a massive deployment of MTC devices in a 5G 
scenario, see Test Case 11 Massive deployment of sensors and actuators in [17]. The 
devices have been uniformly distributed to those characteristics.  

Table 2. Requirements for MTC scenario in 5G networks. 

Type Value 

Number of devices [30.000, 300.000] 
Transmission Periodicity Periodic (1/minute, 1/hour, 1/day) or asynchronous 
Data Transmission size 20, 75 or 125 bytes 
Packet Delay Small delay [5,10] msec or Larger delay [1, 5] sec 
Device’s Mobility Stationary or Low mobility (i.e., <3km/h) 

 
In the evaluated scenario, we have dropped uniformly the considered number of 

devices in the 387 m x 552 m grid area covered by the BS [18] and have measured the 
number of collisions and the collision rate of the devices over a time window of 
1 hour when accessing the RACH. Figure 3 highlights the merits of our work com-
pared to the current standard and shows significant gains regarding the collision rate. 
More specifically, applying our solution to the network reduces 2 times the collision 
rate for 30.000 devices and as the number of the devices increases we end up having 
up to a 2.8-time collision rate reduction for 300.000 devices. 
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significant reduction in the collision rate and the number of collisions, and indicate 
the effectiveness of group-based communication schemes to address the requirements 
of future networks. The proposed solution is evaluated for a 5G scenario with massive 
deployment of sensors and actuators. In this particular scenario the considered devices 
are stationary or have low mobility. Although our proposed mechanism could also be 
applied in other scenarios by adapting the frequency of performing geographical clus-
tering, the device classification process would be different as the communication 
requirements would also vary compared to the tested scenario. 

Future directions for this work include formalizing the communication messages 
and the interfaces required to realize the proposal, and evaluating the performance 
under various deployment scenarios (e.g., smart grid applications and emergency 
scenarios). Extending the mechanism so as to support vast increase of unscheduled 
events (e.g., in case of emergency) would also be of interest for future work. Finally, 
the effect in the power/battery consumption could be considered as well, since  
the machines grouping and coordination seems to increase the battery durability of the 
sensors, due to the lower transmission power required for communicating via the 
cluster head. 
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Abstract. In this paper we consider the problem of joint resource allo-
cation, user association and power control for optimizing the network
utility which is a function of users’ data rates in a wireless heteroge-
neous network. This problem is shown to be NP-hard and non-convex.
We propose an evolutionary algorithm to solve the problem. We show the
gain of joint optimization over the scenarios with fixed power is consid-
erable. Also in terms of computation time, our algorithm is substantially
improved over the previously proposed algorithm by the authors.

Keywords: Small cell networks · Resource allocation · Optimization ·
Evolutionary algorithms

1 Introduction

As a promising technology to cope with ever growing demand for bandwidth
intensive applications by the wireless users, small cells are supposed to bring
the base stations to the close proximity of the users maybe in their homes or
offices. Thousands or even more cells might be exploited within an area which
was previously covered by a small number of cells. As a consequence, highly scal-
able algorithms are required in such densified networks for load balancing, power
control and interference management, and channel (or time slot) allocation. For
various reasons, the algorithms currently in use for conventional cellular net-
works should be revisited. For instance, unlike current cellular networks where
statistically speaking the load variation of the cells is relatively minor (due to the
law of large numbers), in small cells the load associated to a cell (particularly
if conventional algorithms for user association are applied) may dramatically
change over time. Also because of shorter distances between the transmitters
interference mitigation and power management is more sensitive.

In [1,2], the optimization problem of joint resource allocation and user asso-
ciation for maximizing the network utility (which is a function of user data rates
typically with proportional fairness consideration) is solved using some relax-
ations. Recently, the authors in [3] have studied a more general scenario where
the power allocated for each resource at each base station is also an optimization
variable and can be tuned. This problem is shown to be NP-hard and non-convex.
In [3] a greedy algorithm is proposed to explore for the optimal solution. At each
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 718–724, 2015.
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round of the algorithm a perturbation operator manipulates the solution found
in the last iteration and if the new solution was better it updates the solution.
Despite the considerable gain over the fixed power scenario in [1,2], the algo-
rithm is very slow and hardly practical for a real time optimization of network
parameters.

In this paper, an evolutionary algorithm to the optimization problem of joint
resource allocation, user association and power control is introduced. This algo-
rithm is substantially faster than the previously proposed algorithm in [3]. Not
only the proposed algorithm converges faster but also it is possible to be paral-
lelized over several processors as it is a population based algorithm where each
solution within the population can be evaluated simultaneously on a distinct
processor.

It should be noted that the problems of load balancing (see [4] for a com-
prehensive survey) and power control (see for instance [5,6,7] for a given set
of transmitters and receivers) have been separately studied. However, unifying
these problems within an identical framework is not straightforward at all. In
the following the optimization problem and the proposed solution are described
and evaluated via numerical experiments.

2 System Model and Problem Formulation

We study a wireless cellular network consisting of N users, M base stations and
a set of K channels1 available at each of the base stations. Cells are categorized
to L tiers according to the range of their transmission power.We consider the
downlink between the base stations and the users. The set of all users, all base
stations, and all the channels which are identically available for association at
each base station for association) are denoted by U , B and F , respectively. The
subset of base stations belonging to tier l is denoted by Bl.

In this paper we assume the power allocated to each frequency channel j
from each base station k is an optimization variable and is denoted by P j

k . The
achievable rate for user i associated to base station k on channel j, denoted by
cj
ik, is typically a logarithmic function of signal to noise and interference ratio

(SINR). In this paper we assume:

cj
ik = log(1 +

P j
kgik

N0 +
∑

�:�∈B,� �=k P j
� gi�

) (1)

where gik is the channel gain between base station k and user i, which includes
path loss, shadowing and antenna gains and N0 is the thermal noise power. We
consider a snapshot of the network i.e. gik is assumed to be fixed which is similar
to the assumption of [1,2].

We denote association of user i to base station k on channel j by xj
ik where

xj
ik = 1 indicates the user is associated and j by xj

ik = 0 otherwise. We use

1 In this paper we consider an OFDM based system, however the algorithm proposed
here can be extended to a time division multiple access system as well.
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proportional fairness criterion in defining our objective function to maintain a
balance between providing high data rates to the users and fairness in allocating
network resources. It is shown in [8] that by maximizing the sum of logarithms
of data rates the proportional fairness is achieved. Therefore, the optimization
problem of joint resource allocation, user association and power control is for-
mulated as follows.

maximize
P,X

N∑

i=1

log ci

s.t.

ci =
M∑

k=1

K∑

j=1

xj
ikcj

ik, ∀i ∈ U

cj
ik = log

(

1 +
P j

kgik

N0 +
∑

�:�∈B,� �=k P j
� gi�

)

,∀i ∈ U , k ∈ B, j ∈ F

xj
ik ∈ {0, 1}, ∀i ∈ U , k ∈ B, j ∈ F
N∑

i=1

xj
ik ≤ 1, ∀k ∈ B, j ∈ F

M∑

k=1

xj
ik ≤ 1, ∀i ∈ U , j ∈ F

P j
� ≤ pl

0, ∀� ∈ Bl, j ∈ F

(2)

where P and X are the set of all P j
k ’s and xj

ik’s, respectively. The first and the
second constraint identify the data received by each user i. The fourth constraint
indicates that each channel at each base station can be allocated to one user at
most. The fifth constraint ensures that a user is not associated to the same
channel in more than one base stations. Finally, the last constraint applies an
upper bound pl

0 to the transmission power in each tier l (which is an important
constraint in real systems). As mentioned before this problem is non-convex,
mixed integer and NP-hard as it is reduced to the problem of [1,2] if the power
is fixed. In the next section we describe the proposed evolutionary algorithm to
solve the formulated problem.

3 Evolutionary Algorithm

The algorithm evolves over a ceratin number of iterations and for a population
S of size S. At each iteration for each member s ∈ S of the population one
of the three perturbation operators O = {O1, O2, O3} is chosen to manipulate
s and generate s′ = Oi(s). Each member of the population results in a value
for objective function f(s) =

∑
s log ci. If f(s′) ≥ f(s), s is replaced with s′,

otherwise s remains in the population. It should be noted that any s ∈ S is



An Evolutionary Approach to Resource Allocation 721

a solution satisfying the constraints in optimization problem 2. In the second
phase of each iteration any member of the updated population is combined with
a partner from the same population using a reproduction operator to generate a
population of children who are the population for starting next iteration. In the
following, the three operators, the reproduction operator, switching mechanism
between operators for each member and the initialization of the algorithm are
described in detail.

– Operator 1 (O1): This operator randomly chooses a channel from a random
base station, say P j

k and adds a random value from a Gaussian distribution
subject to a ceiling for the transmission (if the new value exceeds the ceiling,
the transmission power is updated to the ceiling value (Power Control).

– Operator 2 (O2) : Two frequency channels, say j1 and j2, from the same
base station are chosen randomly and the users associated to these two chan-
nels (say i1 and i2, respectively) are swapped. In other words, j1 is allocated
to i2 and i1 is associated to j2. It should be noted that when the power
is fixed the schedule of resource allocation (the order which the frequency
channels are allocated to users associated to the same base station) does not
matter. However, in our work this schedule changes the SINR observed by
the users and hence the network utility (Resource Scheduling).

– Operator 3 (O3): The third operator randomly chooses a user i1, a channel
j1 at base station �1 where currently is allocated to a user i2. If channel j1
has not been allocated to user i1 from any other base station, i2 is replaced
with i1. Otherwise, if channel j1 has been allocated to i1 at some other base
station say base station �2, then channel j1 is allocated to user i2 at base
station �2 and channel j1 is allocated to �1 (User Association).

– Operator Switching: For any member of the population, we start from
O1. If an operator Oi cannot improve the solution for τ successive iterations
operator Oj is replaced where j = (i + 1) mod 3.

– Reproduction Operator: A fraction 1
r of the best solutions S ′ ⊆ S (with

highest utility function value) in the current iteration are selected and r
replicas of each s ∈ S′ are placed in a new S (i.e. all the old members of
S are replaced with these replicas). Any member s ∈ S is matched with a
randomly chosen member s′ ∈ S. To combine s and s′ to generate a child
s” we use a crossover operator where each pair < i : xj

ik = 1, P j
k > is chosen

randomly from either s or s′. Therefore the child s′′ is a random mix of the
resource allocations in s and s′. If f(s′′) > f(s), f(s′), s′′ is replace with s.

– Initialization: We have chosen the solution found in [1,2] as the start point.
This is reasonable as this solution is optimal for fixed power on all the
channels within the same base station. All the members of the first iteration
are set to the same solution.

As it can be inferred from the description of algorithm, it is different from stan-
dard evolutionary algorithms as it incorporates a greedy sub-algorithm within
the main algorithm where at each round the solution selected for each mem-
ber of the solution cannot be worse than the solution in the last generation. In
other words, this algorithm can be named as a greedy-evolutionary algorithm.
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In the next section we evaluate the performance of the algorithm via numerical
experiments.

4 Numerical Experiments

In our simulations we evaluate the performance of the proposed algorithm and
also we compare it to the algorithm proposed in [3]. Particularly we show that
the proposed algorithm in the current paper is fundamentally faster both due
to its faster convergence and also the possibility of running the algorithm over
several processors. A set of N = 100 users and M = 22 base stations including
|B1| = 2 macro base stations (first tier) and |B2| = 20 femtocell base stations
(second tier) and K = 20 frequency channels available at each base station are
considered. The users are spread over an 1000m × 1000m.

We assume the transmission power by the macro base station and femtocell
base stations are upper limited by P j

k ≤ 52dBm,∀k ∈ B1, j ∈ F and P j
k ≤

34dBm,∀k ∈ B2, j ∈ F , respectively. To initialize the algorithm we assume all
the transmission power for all the channels at each macro base stations and all
the channels at each femtocell are set to be P j

k = 46dBm,∀k ∈ B1, j ∈ F and
P j

k = 34dBm,∀j, k ∈ B2, respectively. We model the path loss as L(d) = 30 +
37 log(d) and 40+34 log(d) for the macro and femtocell base stations, respectively
where d is the distance between the transmitter and receiver. The thermal noise
power is σ2

noise = −104dB and the shadowing is assumed to be log normal
random variable S with standard deviation σshadow = 8dB. Antenna gains for
the first and second tiers are g1A = −15dBi and g2A = −5dBi, respectively. The
channel gain gik is assumed to be gl

A − L(d) + S, l = 1, 2.
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In Fig. 1 we represent the distribution of the gain of the greedy algorithm
in [3] and the proposed evolutionary algorithm in this paper over the optimiza-
tion solution with fixed power assumption in [1,2]. As it can be observed the
performance of the two algorithms are completely close. The average gain for
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Table 1. Transmission power characteristics in the best solution found by the algorithm

max
power

min
power

mean
power

Macro cells 48.36 29.31 37.97

Femto cells 34.00 3.04 29.21

the evolutionary algorithm is 2.08. However, it should be noted that the current
algorithm can be processed on 50 processors while the greedy algorithm should
be only processed on a single machine as it is a sequential algorithm. However,
not only because of the possibility of parallel computing but also because of the
diverse pool of solutions generated at each round and reproduction the algo-
rithm also converges in a dramatically less number of iterations. Fig. 2 shows
the evolution of network utility in the evolutionary algorithm over 800 iterations
and greedy algorithm over 10000 for iterations of the algorithm (we stopped the
evolutionary algorithm after 800 iterations and fixed the solution for compari-
son). The evolutionary algorithm converges after nearly 400 iterations while the
greedy algorithm finds a slightly better solution in about 10000 iterations. There-
fore the difference in computation time is enormous and makes the evolutionary
algorithm highly convenient in responding to the dynamics of the network.

Finally the maximum, minimum and average power in the solution found by
the evolutionary algorithm are represented in table 1. The maximum power for
the femtocells is matching with the upper limit on the power. Therefore, one can
conclude that if the upper limit is removed it would be possible to obtain better
solutions. However it should be noted for various reasons and according to radio
communication regulations the transmission power cannot exceed a certain limit.

5 Conclusion

In this paper we proposed an evolutionary algorithm to the optimization problem
of joint resource allocation, user association and power management in wireless
small cell networks. The problem is NP-hard, non-convex and mixed integer. The
proposed algorithm is substantially more efficient in terms of its computational
time over the previously proposed algorithm by the authors. As a population
based algorithm, the evolutionary algorithm in this paper can be run on several
processors at the same time. Moreover, the algorithm itself converges dramati-
cally faster because of it larger pool of solutions and reproduction.

References

1. Fooladivanda, D., Rosenberg, C.: Joint resource allocation and user association for
heterogeneous wireless cellular networks. IEEE Transactions on Wireless Commu-
nications 12(1), 248–257 (2013)



724 S.E. Tajbakhsh et al.

2. Ye, Q., Rong, B., Chen, Y., Al-Shalash, M., Caramanis, C., Andrews, J.G.: User
association for load balancing in heterogeneous cellular networks. IEEE Transactions
on Wireless Communications 12(6), 2706–2716 (2013)

3. Tajbakhsh, S.E., Ray, T., Reed, M.C.: Joint power control and resource schedulingin
wireless heterogeneous networks. In: International Conference on Telecommunica-
tions, ICT, Sydney, Australia (2015)

4. Andrews, J.G., Singh, S., Ye, Q., Lin, X., Dhillon, H.S.: An overview of load bal-
ancing in HetNets: Old myths and open problems. IEEE Wireless Communications
21(2), 18–25 (2014)

5. Qian, L.P., Zhang, Y.J.A., Huang, J.: Mapel: Achieving global optimality for a
non-convex wireless power control problem. IEEE Transactions on Wireless Com-
munications 8(3), 1553–1563 (2009)

6. Sung, C.W.: Log-convexity property of the feasible SIR region in power-controlled
cellular systems. IEEE Communications Letters 6(6), 248–249 (2002)

7. Chiang, M., Tan, C.W., Palomar, D.P., O’Neill, D., Julian, D.: Power control by
geometric programming. IEEE Transactions on Wireless Communications 6(7),
2640–2651 (2007)

8. Kelly, F.: Charging and rate control for elastic traffic. European transactions on
Telecommunications 8(1), 33–37 (1997)



© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015 
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 725–734, 2015. 
DOI: 10.1007/978-3-319-24540-9_60 

Coexistence of LTE and WLAN in Unlicensed  
Bands: Full-Duplex Spectrum Sensing 

Ville Syrjälä() and Mikko Valkama 

Department of Electronics and Communications Engineering,  
Tampere University of Technology, Tampere, Finland 

ville.syrjala@tut.fi 

Abstract. Problem of opportunistic use of the unlicensed 5-GHz band for LTE 
carrier aggregation (LTE unlicensed) is studied from the point-of-view of cog-
nitive full-duplex transceivers. In this paper, an initial study of the impact of 
self-interference on the performance of cyclostationary spectrum sensing algo-
rithm is given, in case where a full-duplex transceiver tries to opportunistically 
use parts of the band used by a WLAN signal. Effective sensing while transmit-
ting is natively possible, because WLAN and LTE signals have different cyclic 
properties. The evaluation of the impact focuses on extensive system simula-
tions and simulation analysis. It is concluded that the self-interference can in-
deed interfere with the cyclostationary spectrum sensing. However, the effect 
can be lowered by lowering the bandwidth of the aggregated signal and instead 
using higher spectral density for the lower bandwidth signal. 

Keywords: LTE unlicensed · Full-duplex radio · Spectrum sensing · Cyclosta-
tionary spectrum sensing 

1 Introduction 

Ever-increasing growth in the use of mobile data requires that the available spectrum 
is used as efficiently as possible. Another solution to answer for the growth is to allo-
cate more spectra for mobile data. One proposed solution to combine the both of these 
solutions is so called LTE-Unlicensed (LTE-U), in which Long Term Evolution 
(LTE) downlink is aggregated to the unlicensed 5-GHz band. Wireless LAN (WLAN) 
signals are already allocated to the unlicensed 5-GHz band, but aggregating LTE 
downlink is much simpler for LTE transceivers, than utilizing the WLAN simulta-
neously with licensed LTE for additional throughput. Furthermore, LTE provides 
higher spectral efficiency compared to WLAN, as well as longer range. However, the 
use of unlicensed spectrum for carrier aggregation is more complicated than the use of 
licensed bands, because other systems already exist in the band. Therefore the coexis-
tence methods need to be considered to enable LTE-U [1], [2]. 

One solution for the coexistence of aggregated LTE downlink and WLAN in the 
unlicensed bands is the cognitive radio technology based on opportunistic spectrum 
access [3], [4]. Unfortunately, even though opportunistic spectrum access has received 
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huge amounts of research input in recent years, there have not been many practical im-
plementations. This is natural, because the licensed users do not wish any additional 
interference to the bands allocated for them. In LTE-U, however, the idea is that open 
spectrum is used for carrier aggregation. This might still be fairly problematic, because 
the co-existence methods should be designed so that the existing systems are minimally 
interfered. To help this, this paper proposes use of wireless full-duplex technology to be 
used for opportunistic spectrum access in LTE-U. This basically means that the oppor-
tunistic user (LTE user) can sense for the primary signal (WLAN), while it transmits the 
signals itself. This makes the whole opportunistic spectrum access more attractive, be-
cause the secondary user can react to the primary signal faster, since the sensing can be 
carried out all the time. 

In the literature, it has already been shown that utilizing full-duplex technology for 
cognitive radio application offers many benefits over the traditional receiver architec-
tures [5], [6], [7]. This paper carries out an initial study on what is the effect of the self-
interference on the performance of cyclostationary spectrum sensing algorithm in LTE-
U, and proposes the use of full-duplex radio technology for LTE-U. This enables listen-
whilst-talking, instead of the de facto listen-before-talk. This is promising, because 
WLAN and LTE signals have significantly different cyclic properties. This has not been 
considered in the existing literature. Special emphasis is given to study the effect of the 
bandwidth of the aggregated LTE signal on the performance of cyclostationary spec-
trum sensing. More specific coexistence strategies are not yet discussed in this paper. 

The outline of this paper after this section is as follows. The second section shortly 
presents the general level ideas of full-duplex radio architecture and cyclostationary 
spectrum sensing, and shortly discusses the use of cognitive full-duplex radio tech-
nology in LTE-U. The third section then describes the simulator and simulation para-
meters. The simulation results and the corresponding analysis are given in the fourth 
section. Finally, the fifth section concludes the work. 

2 Cognitive Full-Duplex Transceiver Utilizing Cyclostationary 
Spectrum Sensing 

This section shortly describes the cognitive full-duplex radio transceiver and the idea 
of using full-duplex cognitive radio transceivers combined with cyclostationary spec-
trum sensing in LTE-U. Finally, cyclostationary spectrum sensing is presented in 
detail. 

2.1 Cognitive Full-Duplex Radio Transceiver 

Principal illustration of a cognitive full-duplex transceiver is given in Fig. 1. The basic 
principle is like in any modern direct conversion transceiver, but since the transmitter 
transmits at the same center frequency as the receiver receives, the own signal (called 
self-interference from now on) needs to be cancelled at the receiver. In the full-duplex 
transceiver structure of Fig. 1, this is done in two stages. First, an analog filter is tuned 
to match the self-interference channel as closely as possible in analog domain. Then, the 



 Coexistence of LTE and WLAN in Unlicensed Bands: Full-Duplex Spectrum Sensing 727 

signal to be transmitted is fed through the filter and subtracted from the received signal. 
The second stage of the cancellation is done in digital domain, where a digital filter 
mimics the remaining self-interference channel, and the cancellation is carried out using 
the transmitted samples. The digital cancellation is very important part even though the 
analog cancellation is done already in the analog domain, because of the limitations in 
analog-domain filtering. [8] 

 

Fig. 1. Principal illustration of a cognitive full-duplex transceiver with analog linear cancella-
tion (ALC) and digital linear cancellation (DLC) of the self interference. 

The cyclostationary spectrum sensing is done in the digital domain after both of the 
self-interference cancellation stages have been carried out. 

2.2 Use of Full-Duplex Transceivers to Enable LTE-U 

Usual solutions for coexistence in LTE-U are based on so-called listen-before-talk 
principle [1], [2]. The base station (secondary user) basically listens for the primary 
user and transmits if it does not exist, and then again stops transmission to listen. This 
is very inefficient, because of the pauses, but it also potentially causes interference to 
the existing systems, if the primary system begins transmission right or shortly after 
the secondary user begins transmission. 

Using full-duplex radio technology in LTE-U offers two key benefits over the de 
facto listen-before-talk principle. With full-duplex radio technology so-called listen-
whilst-talk principle can be utilized. First key benefit is that the LTE base station does 
not need to stop its transmission while sensing, because the sensing and transmission 
can be carried out simultaneously. The second key benefit is that when the sensing is 
done simultaneously with the transmission, the secondary user can react to the prima-
ry user transmission instantaneously and discontinue or change the transmission so 
that it does not interfere with the primary system. 

The different cyclic properties of the LTE and WLAN signals enable efficient use 
of the listen-whilst-talk principle. In LTE-U, cyclic frequencies of the primary and 
secondary signals are very different. The primary signal is IEEE 802.11 family signal 
with 64 subcarriers and 8 or 16 sample cyclic prefix. The length of the OFDM symbol 
without cyclic prefix (cyclic delay) is 3.2 µs and with cyclic prefix 3.6 µs or 4 µs. The 
secondary signal on the other hand has totally different properties, e.g., the 10 MHz 
mode has 1024 subcarriers with 72 or 256 sample cyclic prefix. The length of the 

SI
Multipath
Channel

TX
Splitter

�

Tapped
Delay Line

RX

ADC

�

ALC DLC

PA

Bandpass
Filter

Lowpass
Filter

Osc.

DAC

LNA

( )
RFC

h t

Analog
Filter

Primary
Signal

Secondary Transmitter

Secondary Receiver



728 V. Syrjälä and M. Valkama 

OFDM symbol without cyclic prefix (cyclic delay) is 66.67 µs and with cyclic prefix 
71.35 µs or 83.33 µs. The cyclic frequencies, and more importantly, the cyclic delays 
are totally different. The timings of these signals and their relationship to the sensing 
period are roughly illustrated in Fig. 2. 

 

Fig. 2. An example illustration of different timings in WLAN signal with 16 sample cyclic 
prefix and LTE signal with 72-length cyclic prefix. 

2.3 Cyclostationary Spectrum Sensing 

The cyclostationary spectrum sensing algorithm used in this paper is based on the 
statistical tests proposed in [9]. For an OFDM signal ( )x n , its conjugate cyclic auto-

correlation function 

 ˆ ( )k kf f
x x kR R fε= −  (1) 

is non-zero for the cyclic frequencies of the OFDM signal 
k
f AÎ  (A is a set of cyclic 

frequencies of the OFDM signal ( )x n ), and zero when 
k
f AÏ . In (1), ( )kfε  is the 

estimation error in the sample estimate of the conjugate cyclic autocorrelation func-
tion 
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Here, τ  is the autocorrelation delay parameter. The statistical test is based on the 
assumption that the estimation error is asymptotically Gaussian distributed zero-mean 
complex random variable. The test can therefore be formulated for known cyclic fre-
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where 
0

H  is a null hypothesis (the cyclostationary signal is not present) and 1H  is 

one-hypothesis (the cyclostationary signal exists). This is a very simple binary classi-
fication task, so the test can be formulated as a simple threshold test [9]. Notice that 
because of the motivation in the previous subsection, the residual self-interference is 
considered to be noise in this test, and therefore included in the estimation error. 

Following the test proposed in [10], the threshold test for the presence of cyclosta-
tionarity, when the noise is assumed to be zero-mean Gaussian distributed, can be 
formulated into a simple form 

WIFI:

LTE: ...

...

CP 66.67 µs

CP 3.2 µs 3.2 µs Sensing Period
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 2 ( ) 1F T p
c

> -  , (4) 

where p  is the desired false-alarm rate, 2F
c

 denotes the cumulative distribution func-
tion of the well-known 2c  distribution, and the 2c  distributed test statistic can be 
computed as 

 1
, 2 ,

ˆ ˆˆ ( )k kf f T
x v c x vT R R−= Σ  , (5) 

where vector 
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In the computation of the test statistic T , the estimate of the covariance matrix of 
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For computational simplicity this test assumes that the estimation error is zero-mean 
Gaussian distributed. In practice, this is not strictly the truth, because the residual self-
interference contributes to the total noise of the system, and it only resembles a Gaus-
sian distributed signal without strictly being one. 

3 Simulator 

3.1 Simulation Routine 

First, OFDM modulated signal waveforms are generated for the own transmitter (self-
interference) and primary-user transmitter. The signals are not in any way synchronized 
to each other. Both signals are then put through independent multipath channels. Additive 
white Gaussian noise is generated and summed to the sum of the two signals. The total 
self-interference cancellation is modelled in two stages. First, the analog-domain self-
interference cancellation is modelled, so that only the first multipath component of the 
self-interference signal is suppressed to the desired level. In this process, white Gaussian 
noise is used as an error to model the estimate of the first multipath component in the 
cancellation. Then, digital domain self-interference cancellation is modelled, which aims 
to cancel the other multipath components of the self-interference signal as well as to 
improve the cancellation of the first multipath component. Once again, white Gaussian 
noise is used as an estimation error in the digital self-interference cancellation algorithm. 
Therefore, the self-interference cancellation is not only modelled as a simple attenuation, 
but as a more realistic process. 

The signal with self-interference partially cancelled is then fed to the cyclostationary 
spectrum sensing algorithm set to detect the primary user signal. 
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3.2 Simulation Parameters 

The simulator is using 20 MHz sampling rate. The primary-user signal is an OFDM 
signal with 312.5 kHz subcarrier spacing and with 64 subcarriers of which 52 around 
the center subcarrier are active and the remaining subcarriers are nulled. 16QAM 
subcarrier modulation is used, and cyclic prefix length is set to 8 samples per OFDM 
symbol. The self-interference signal (own signal) is an OFDM signal with 15 kHz 
subcarrier spacing and with 1024 subcarriers of which varying amount of subcarriers 
are active. The active subcarriers are always evenly around the center subcarrier and 
all the other subcarriers are nulled. 16QAM subcarrier modulation is also used for the 
self-interference signal. The cyclic prefix is 72 samples long. The signal is modelled 
by first generating the native LTE-signal samples with 15.36 MHz sampling rate. The 
signal is then 4-times oversampled, and then linear interpolation and filtering are then 
used to the signal samples, to get the samples from the correct positions to model the 
signal more accurately at the 20 MHz sampling rate. Linear interpolation gives rather 
accurate model since, the signal is relatively narrow-bandwidth compared to the sam-
pling rate after the oversampling. 

 

Fig. 3. Detection probability as a function of the primary-user signal-to-noise-ration when the 
total power of the self-interference after the self-interference cancellation stages is set the 
amount (in dB) denoted in the legend above the total additive white Gaussian noise power. The 
amount of active subcarriers (bandwidth) of the self-interference signal is 600 (full). 

The cyclostationary spectrum sensing algorithm is set so that it gives 2 %  
false-alarm rate in the case that the only interferer is the white-Gaussian noise. The 
non-Gaussian statistical properties of the self-interference are the only reason for 
false-alarm rates that are not 2 % in the results, and without the self-interference the 
false-alarm rate is always on average 2 %. 

Primary-User Signal-to-Noise Ratio [dB]
-20 -10 0 10 20

D
et

ec
tio

n 
Pr

ob
ab

ili
ty

0

0.2

0.4

0.6

0.8

1
20 dB

15 dB

10 dB

5 dB

0 dB

-5 dB

-10 dB

-15 dB

-20 dB



 Coexistence of LTE and WLAN in Unlicensed Bands: Full-Duplex Spectrum Sensing 731 

4 Simulation Results and Analysis 

In Fig. 3, the detection probability is given as a function of the primary-user signal-to-
noise ratio. Different curves denote the different total power differences (in dB) be-
tween the self- interference signal and the additive white Gaussian noise. For example 
the legend entry 20 dB means that the total power of the self-interference signal is 20 
dB above the total power of the additive white Gaussian noise. In practice, lower le-
gend entry means better self-interference cancellation. In these results, the self-
interference signal has 600 active subcarriers. In the curves, we can see that when the 
self-interference is suppressed to around a level of the white Gaussian noise, we get 
quite near to the performance level of when there is no self-interference at all. Howev-
er, it seems that the self-interference still has a small effect on the detection. Even with 
good self-interference cancellation levels, it seems that self-interference has clear effect 
on the detection results. This is natural, because first of all, self-interference might 
have similar cyclic frequencies, but also, statistical properties of the self-interference 
are clearly different from those of the white Gaussian noise. The cyclostationary spec-
trum sensing algorithm after all is derived for the case, where the noise is pure white 
Gaussian noise. 

 

Fig. 4. False-alarm probability as a function of self-interference cancellation level. The additive 
white Gaussian noise power equals the self-interference power when self-interference cancella-
tion is set to 80 dB (in the x-axis of the figure). The amount of active subcarriers (bandwidth) 
of the self-interference signal is varied. 

In Fig. 4, Fig. 5 and Fig. 6, the results are given for different amount of active sub-
carriers (denoted in the legend), which practically means different bandwidths. 

In Fig. 4, the false-alarm probability is given as a function of self-interference can-
cellation when level of the additive white Gaussian noise is set to 80 dB below the 
self-interference before the self-interference cancellation. This basically means that 
the total self-interference power after the cancellation is at the same power level with 
the additive white Gaussian noise, when self-interference cancellation is 80 dB. From 
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the figure we can see that when the power of the self-interference is very high, lower-
bandwidth signal increases the false-alarm probability the most. This is because its 
statistical properties are less and less similar to those of the white Gaussian noise 
when its bandwidth is made narrower. Very high-power self-interference is however 
not very interesting, because in that case the self-interference has already very huge 
effect on the detection performance no matter what bandwidth is used. More interest-
ing levels of self-interference cancellation are around 80 dB or less, because there the 
effect of the self-interference is relatively small, and it would be attractive if the self-
interference cancellation would not need to suppress the self-interference below the 
noise floor, and we are still able to get good detection results. We can see that by 
lowering the used amount of subcarriers, the false-alarm probability gets nearer and 
nearer to the case without the self-interference. The detection algorithm does not suf-
fer much from the narrowband interferer. This is interesting result, because the 
amount of active subcarriers can be varied based on need during the primary signal 
detection. It should also be kept on mind, that even whilst the amount of active sub-
carriers is lowered, the power allocated per subcarrier increases in relation, so it is 
possible to get more throughput per subcarrier. 

 

Fig. 5. Detection probability as a function of the primary-user signal-to-noise-ration when total 
additive white Gaussian noise power is set to the same level as the total power of the self-
interference after the self-interference cancellation stages. The amount of active subcarriers 
(bandwidth) of the self-interference signal is varied. 
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Fig. 6. Detection probability as a function of the primary-user signal-to-noise-ration when total 
additive white Gaussian noise power is set to 5 dB lower level than the total power of the self-
interference after the self-interference cancellation stages. The amount of active subcarriers 
(bandwidth) of the self-interference signal is varied. 

In Fig. 5 and Fig. 6, the detection probability is studied for the cases where the 
power of the self-interference is at the same level as and 5 dB above of, respectively, 
the total power of the additive white Gaussian noise. We can see that if the self-
interference can be suppressed to the same level as the additive white Gaussian noise, 
the performance impact on the detection is relatively small, even with higher band-
width signal. However, when the self-interference can only be suppressed 5 dB above 
the additive white Gaussian noise level, the self-interference has still quite clear im-
pact on the detection result especially with higher bandwidth signals. However, the 
impact can be lowered by lowering the bandwidth of the secondary signal. 

5 Conclusions 

In this paper, the use of full-duplex radio technology was proposed for LTE unlicensed 
application to allow simultaneous transmission and sensing in opportunistic spectrum 
access. More specifically this problem was studied from the point of view of a cognitive 
full-duplex radio transceiver utilizing cyclostationary spectrum sensing. It was shown 
that the residual self-interference has some impact on the spectrum sensing algorithm 
performance if it cannot be suppressed to around the level of the noise floor of the re-
ceiver. However, if this is not possible, the impact is still relatively small even when the 
secondary signal is 5 dB above the noise floor. Also, the impact can be lowered by lower-
ing the bandwidth of the secondary signal while keeping the same total transmission 
power. 
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Abstract. Wearable Wireless Networks (WWN) aim to provide attrac-
tive alternate for conventional medical care system. It is an effective
way of monitoring patients within clinics, hospitals and remotely from
home, offices etc. In this paper we extend the classical envisioned appli-
cations from medical health-care to rescue and critical applications for
disaster and emergency management using WWN. There are number
of challenges to effectively realize this application and several of those
are presented in this paper along with various opportunities. We review
multi-standard and multiple technologies based wearable wireless cogni-
tive system for Device-to-Device (D2D) communication. Coexistence and
inter-operability is one of the important challenges which are discussed
along with utilization of possible technologies for on-body, body-to-body
and off-body communications.

Keywords: Wearable wireless networks · Heterogeneous networks ·
Coexistence · Interoperability · Device to device communication ·
Cognitive radio

1 Introduction

With the revolution and emergence of tremendous amount of growth in vari-
ous technologies, it is predicted that in the next five years there will be about
fifty billion devices world-wide, which means on-an-average every person on the
planet will be equipped with about six to seven devices. This massive influx of
devices will deluge with huge amount of data which has to deal with disruptive
technologies and powerful but smart computing. Further these devices are ’het-
erogeneous’ which are based on multiple technologies and standards to achieve
specific applications data rates, reliability and quality-of-service and so on.

In cellular networks Device-to-Device (D2D) communication exploit direct
communication between nearby mobile devices to improve the spectrum utiliza-
tion, overall throughput, and energy consumption, while enabling new peer-to-
peer and location-based applications and services. D2D-enabled LTE devices can
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 735–746, 2015.
DOI: 10.1007/978-3-319-24540-9 61
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also become competitive for fallback public safety networks, which must func-
tion when cellular networks are not available or fail [1]. In additions to that,
the efficient usage of frequency spectrum is very vital and therefore the role of
software defined cognitive radios in the future technologies is very important [2].

In this paper we focus on one of the emerging technology called wearable to
provide an additional ad-hoc network to support public safety networks for emer-
gency management. Typically wearable body sensor networks (WBSN) consists of
tiny, smart, low-power, and self-organized sensors to observe physiological signals
of a human body. However in our research we extend the communication from on-
body to body-to-body and off-body networks to effectively realize the applications
such as rescue and critical for disaster and emergency management [3].

We address several challenges as well as opportunities for such heterogeneous
wearable wireless networks (WWN). This includes standardization and compli-
ance, effective coexistence and interoperability among multiple technologies, and
how to ensure end-to-end network routing and connectivity especially in hetero-
geneous networks. First several WBSN applications and their requirements are
discussed followed by the suitable architecture to realize wide range of applica-
tions. Second, with regards to number of different standards which are currently
used for WWN, a comparative analysis and utilization of these standards are
discussed. Third, several coexistence schemes are explored to ensure effective
coexist among multiple technologies and the issues related to interoperability
are discussed. Further, the impact of multiple technologies and standards-based
applications on network, medium access control (MAC) and physical (PHY)
layers are presented. Followed by the software-defined cognitive radio to coordi-
nate and control multiple standards. Finally we present a conclusion and future
research directions.

2 Applications and Architecture

Wearable technology is one of the most upcoming and emerging technology which
can be seen in many dimension of daily-life as explain below. The wearable com-
puter is defined as a mean of personal empowerment through human-computer
interaction of smart devices [4]. The key characteristics of these devices are that
they are always on and always available or ready for the users interaction. Unlike
portable or other smart devices, wearable devices do not need to turn on and
we can augment the reality of the physical world instantly and more powerfully
from our surroundings as a result the intelligence can be significantly enhanced.

Wearable wireless network is an enabling ubiquitous monitoring and com-
munication system. Typical envisioned applications range from the medical field
(e.g., vital sign monitoring, automated drug delivery, etc.), to sports and fitness,
entertainment and augmented reality, gaming and ambient intelligence and so
on. However, with regards to applications such as disaster, rescue and critical
missions, workers safety in harsh environments (e.g., oil and gas fields, refineries,
petro chemical and mining industries) as well as roadside and building workers,
wearable WBSN technology can also play a vital role to not only save human
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Fig. 1. A Generic Architecture for Wearable Wireless Networks.

lives but also to protect critical and valuable assets [5]. In this paper, we will
emphasize on these applications as most of the other applications and their cor-
responding requirement can be inclusive as well.

The specific application characteristics can help to specify and confined many
requirements, however, in general, there are number of parameters which can
impact. For example, the devices can be only coordinators, or it can be based
on the combinations of both sensors and coordinator, further, actuators can also
be included. For our applications context we require all these devices, further we
require various types of these devices such as source, sink, gateways and multi-
standard nodes. Traffic patterns can be periodic, event driven as well as burst,
which includes audio, video and data. The network can be centralized for the
on-body communication and distributed for the body-to-body networks.

The generic architecture of wearable wireless networks (WWN) consists of in-
body,On-Body,Body-to-Body, and off-Body communication networks as shown in
Fig. 1. In-body networks is mainly based on implant devices inside the human body
such as heart, kidney, ear, birth control and back pain, etc. On body often called
as Wireless Body Sensor Networks (WBSN) typically contains multiple sensors (to
sense the physiological signals), actuators (to react according to the perceived sig-
nal) and a coordinator which control and coordinate the other sensors (or nodes)
within WBSN. Often a coordinator is much more powerful in terms of out-reach,
resources and control, which can interconnect the WBSN to remote/external net-
workinfrastructuresusingbeyond-WBSNcommunications(e.g.,4G/LTE/5G,Wi-
Fi etc.). Therefore, we require multi-standard based D2D communication which is
necessary for emergency management especially in the context where either exist-
ing infrastructure is either completely damaged or over saturated to improve end-
to-end network connectivity and latency. In order to achieve this vision there are
many challenges that are discussed in the following section, including coexistence
and interoperability, multi-standards, cross-layer etc.
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3 Key Enabling Standards and Compliance

Over the last decade, various low power standards have been used in WWN
research as well as for commercial applications, where most of them partly sat-
isfying the requirements for typical health-care related applications. These stan-
dards includes Personal Area Network (PAN) technologies, such as Bluetooth
(IEEE 802.15.1) [6] and Bluetooth Low Energy (BLE) [7], Wireless Sensors Net-
work (WSN) technologies, such as Zigbee (IEEE 802.15.4) [8], Ultra Wide Band
(IEEE 802.15.4a) [9], an alternate physical layer extension to support medical
body area networks (IEEE 802.15.4j) [10], and Wireless Local Area Network
(WLAN) technologies, such as Wi-Fi (IEEE 802.11a/b/g/n) [11]. More recently,
a specific BAN standard, i.e. IEEE 802.15.6 [12], was proposed to meet the
increasing demand for WWN applications. With reference to many new and
emerging applications of WWN, there is a growing need of compatibility and
compliance among multiple standards.

Tab. 1 presents number of different standards and their compliance against
various parameters and constraints. In particular with reference to rescue and
critical applications for emergency management multiple-standards are required.
For example, for on-body communication, low-power WPAN standards such as
IEEE 802.15.6 is more suitable, however, it is not designed for body-to-body
communication, for that matter, using IEEE 802.15.4, IEEE 802.11, 4G/LTE
D2D are required which can extend the networks connectivity in an effective
manner. Whereas, for off-body, one of the end-device of BBN should be able to
communicate through cellular networks or infrastructure-based networks such as
4G/LTE. To conclude, existing devices, such as smartphones already supports
many standards, but existing protocol stack are not smart enough to provide
connectivity or routing between different network technologies and this is one of
the important challenge for the future wireless networks.

4 Coexistence and Interoperability

Most of the WWN related standards and technologies operate on the same fre-
quency ISM bands which results in significant interruption to each other. In this
regard, the initial research studies on WWN interference mainly concentrate on
the impact from other technologies (aka., adjacent channel interference) such as
IEEE 802.11, IEEE 802.15.1, etc. It is clear from the previous research works
that there is a dominant interference from other networks in WBSN [13–16].
Therefore, to coexist in harmony, certain information needs to be shared, hence
interoperability is very important. In this context, coexistence strategies can be
used which are often categorized as collaborative and non-collaborative. Several
non-collaborative schemes are proposed in IEEE 802.15.6 standard such as bea-
con shifting, channel hopping and active superframe interleaving. However, the
performance of all these schemes is yet to be evaluated especially in the context
of heterogeneous networks. Moreover, these approaches of interference analysis
are only enough for intra-BSN communication; where each node is synchronized
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Table 1. Comparison of the Key enabling Standards for Wearable Wireless Sensor
Networks.

Parameters
IEEE 802.11 a/b/g/n

(Wi-Fi)

IEEE
802.15.1
(Blue-
tooth)

IEEE
802.15.1
(BLE)

IEEE 802.15.4
(Zigbee)

3GPP
LTE/4G

IEEE
802.15.4j
(MBAN)

IEEE
802.15.6
(WBAN)

Modes of
Operation

Adhoc, Infrastucture Adhoc Adhoc Adhoc Infrastuc-
ture Adhoc Adhoc

Physical
(PHY) Layers

∗
NB NB NB NB NB NB NB, UWB,

HBC

Radio
Frequencies

(MHz)
2400, 5000 2400 2400 868/915/2400

700, 750,
800, 850,
900,1900,
1700/2100

2360-
2390/2390-

2400

402-405,
420-450,
863-870,
902-928,
950-956,

2360-2400,
2400-
2483.5

Power
Consumption

High (∼ 800mW) Medium(∼
100mW)

Low (∼
10mW) Low(∼ 60mW) NA Low(∼

50mW)

Ultralow
Power (∼
1mW at

1m
distance)

Maximal
Signal Rate

Up to 150 Mb/s Up to 3
Mb/s

Up to 1
Mb/s Up to 250 Kb/s Up to 300

Mb/s
Up to 250

Kb/s
10 Kb/s to
10 Mb/s

Communica-
tion

Range
Up to 250 m (802.11n)

100 m
(class 1
device)

> 100 m Up to 75 m Up to 100
Km Up to 75 m Up to 10 m

Networking
Topology

Infrastructure-based
Adhoc very

small
networks

Adhoc very
small

networks
Infrastructure-based

Adhoc,
Peer-to-

Peer, Star,
Mesh

Adhoc,
Peer-to-
Peer,
Star

Intra-
WBAN: 1
or 2-hop

star. Inter-
WBAN:
non-

standardized

Topology Size
2007 devices for

structured Wi-Fi BSS

Up to 8
devices per

Piconet

Up to 8
devices per

Piconet

Up to 65536 devices
per network NA

Up to
65536

devices per
network

Up to 256
devices per
body, and
up to 10

WBANs in
6m3

Target
Applications

Data Networks Voice
Links

Healthcare,
Fitness,
beacon,
security,

etc.

Sensor Networks, home
automation, etc.

Data
Networks
and Voice

Links

Short
range

Medical
Body Area
Networks

Body
Centric
applica-
tions

Target BAN
Architectures

Off-body On-body On-body Body-to-Body,
Off-Body

Body-to-
Body,

Off-Body
On-Body On-Body

∗ NB: Narrowband, UWB: ultra Wide Band, HBC: Human Body Communication

with its coordinator and are configured at the same transmit power. However,
with an advent of body-to-body communications, inter-BSN interference and its
mitigation is a new problem. On the other hand, collaborative strategies are nec-
essary for viable inter-operability (i.e., to share key information between other
standards), furthermore, they can also help for inter-BSN interference. A little
effort has been done so far and there are many opportunities for research in this
area.

In one of our recent work [17], several coexistence (both including collabora-
tive and non-collaborative) strategies were evaluated for body-to-body commu-
nication. IEEE 802.15.6 standard has proposed beacon shifting, channel hopping
and superframe interleaving as coexistence schemes which are all considered as
non-collaborative. We have considered scheduled access MAC protocol of IEEE
802.15.6 standard as a reference case (i.e., without any coexistence), then a time
shared approach and channel hopping are used for comparisons. In addition
to that, we also considered CSMA/CA (carrier sense multiple access/collision
avoidance), which can be considered as implicitly collaborative scheme in which
multiple nodes sense the channel to avoid collisions and interference. In this
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(a)

(b)

Fig. 2. (a): Average packet reception ratio for multiple BANs in various coexistence
schemes. (b): Average packet delay for multiple BANs under coexistence schemes.

section due to shortage of space we only presents part of our findings, though
some more details can be found in [17]. As an example, we analyze the perfor-
mance of average packet reception ratio (PRR) and average delay as performance
metrics under varying transmission power for three coexistence schemes and one
reference scenario and only one of the configurations (i.e., 2450 MHz with highest
data rates or in other words differential quadrature phase shift keying modula-
tion (DQPSK) and maximum payload size of 256 bytes) is shown in Fig. 2. These
results are conducted in a packet oriented network simulator and all the detail
regarding setup and configurations can be found in [17].

From the presented results, it is found that the PRR for reference scenario
for 1 BSN is 94.24%, however, as the BSN increases from 2 to 3 the PRR reduces
sharply to 0% and since the packets are not received at all therefore we don’t
have any delay values in Fig. 2-b. Whereas, it can be noticed that, both channel
hopping and time-shared perform much better with PRR being above 95% even
under -20 dBm, though their delay performance is not as good as PRR and espe-
cially as the number of BANs reaches 3 or more channel hopping with -20dBm
does not satisfy the upper bound of latency requirements of IEEE 802.15.6 stan-
dard. The time-shared scheme is almost independent of the transmit power as
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far as the PRR and delay is concerned it is only dependent on the number of
BANs in which latency increases linearly with increase in number of BANs. For
the case of CSMA/CA, the PRR reaches to almost 80% just with 2 BANs and
it continuously degrade with increase in number of BANs. With reference to
its delay requirements, it fully satisfy all the constraints of IEEE 802.15.6 stan-
dard. To sum up, all coexistence schemes have pros and cons depending upon the
specific configurations which can satisfy the applications requirements such as
latency, PRR, energy efficiency etc., and the best scheme can be selected based
on the specific constraints.

5 Cross Layer Networking Protocols

The interoperability of communication technologies in critical and public safety
context is important to analyze and the impact on the upper layers in particular
the routing layer needs to be investigated. A mechanism between the MAC/PHY
and the routing should be in charge of reacting, switching and coexisting with
multiple and simultaneous technologies. Below we will present an overview on
existing investigations of heterogeneous networks with specific interest on the
MAC/PHY and routing layers.

Issued in 2012, the IEEE 802.15.6 norm document details requirements for
WBSN [12]. This norm covered many points in particular the communication
range of the WBSN nodes, the ability to reconnect dynamically the disconnected
nodes. The WWNs are supposed to gather body physical measurements and
forward it to a distant monitoring system. Referring to the possible network
tactical architecture [18], a BSN may interface with various network technologies
mentioned in Section 4. In order to have effective BSN deployment there are
several issues and challenges ranging from the hardware to the application layer.
Below we will highlight some of the most important aspects for cross layers.

Physical layer must deal with unpredictable topology and network changes.
Body sensors must be able to operate with wireless networks and low power
[18] in such conditions. The media access control (MAC) layer needs to mini-
mize the packets collisions and allow fair channel access. MAC protocols are also
mandatory to increase network capacity, energy efficiency and guarantee a bet-
ter quality-of-service (QoS). The hidden nodes phenomenon [19] for example is
highly considerable, due to the NLOS (Non-Line-Of-Sight) between some nodes
which can be caused by mobility and unpredictable topology changes. NLOS
depends on the selection of the appropriate MAC techniques to adopt: Car-
rier Sense Multiplexing Access (CSMA) or Time Division Multiplexing Access
(TDMA).

In higher layer, routing in WWN has to handle frequent nodes disconnec-
tions and reconnections, which will influence on the capabilities required for the
routing protocols to adopt and implement. This should be ensured without caus-
ing excessive traffic overhead or computational burden on the power constrained
devices [20]. To meet requirements detailed in [12], and referring to the effective
networking model presented in [5], a variety of Ad hoc networks are compared
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in [21]. Mobile Adhoc Networks (MANETs) are the classical approach regard-
ing the implementation of public safety networks, broadcasting communications
with multi-hop communications based on reactive and proactive routing proto-
cols. A study on the evaluation of MANETs in emergency and rescue scenario is
investigated in [22]. The assessment of the MANETs routing protocols referring
to the classes proactive, reactive, hybrid and hierarchical routing protocols. We
will discuss first whether this class of the routing protocol is appropriate to the
application of WWN or not.

Proactive routing protocols, such as Optimized Link State Routing protocol
(OLSR) and Destination Sequenced Distance Vector (DSDV), exchange con-
tinuously information to keep up-to-date routes to all network nodes, and is
important in case of victim’s evacuation or rescue missions. However, this may
affect negatively the bandwidth utilization. On the other hand, reactive routing
protocols such as Ad hoc On-demand Distance Vector (AODV) and Dynamic
Source Routing (DSR) are characterized by their two mechanism components:
route discovery and route maintenance. The latency to initiate the communica-
tion and the delay to detect network changes exclude reactive routing protocols
from tactical and rescue context. Besides these flat routing protocols are not
appropriate to critical and rescue context. The hybrid and hierarchical proto-
cols combine two or more proactive and reactive routing protocols and divide
the network into zones or clusters. This leads to manage environment sectors
through a cluster head which reduce the power consumption and increase net-
work performance, e.g. Cluster Based Routing Protocol (CBRP).

For public safety networks, an ad-hoc congnitive radio (CR) based spectrum-
aware routing protocol is proposed in [23]. This routing protocol comes up with
the use of the white spaces spectrum resources in TVWS (Television White
Space). It presents a specific adoption of ADOV routing protocol due to the
unpredictable availability of the TVWS which requires a hop-by-hop routing.
The contribution lies in the fact that during the route request (RREQ), the
proposed routing protocol includes the TVWS availability of nodes. Each RREQ
will inform about the source nodes and TVWS availability. It evaluates the
performance in a specific scenario, and validate the adoption of AODV under
the controlled simulation conditions [23].

Delay Tolerant Network (DTN) is a network based on nodes encountering.
Where a node waits until it encounters another node to deliver the packets. Char-
acterized by its latency, DTN is suitable for low density networks [21], but not
in critical and rescue missions. All forwarding mechanisms of DTN are based on
opportunistic communications where routes are built dynamically through any
encountered nodes (e.g. Epidemic forwarding, PRoPHET forwarding, MaxProp
and TTR) [24].

The future routing protocols, are required to consider latency, reliability,
mobility, thermal-effects and energy consumption [25]. These challenges leads to
the need of a cross-layer networking solution which will be in charge of selecting
and calling the communication technology needed in each connection.
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Fig. 3. Multi-Standards Compliant Heterogeneous Wearable Wireless Networks.

6 Software Defined-Based Multi-standard Cognitive
Radio

The specific selection among the above presented networking protocols depends
upon the specific application. An appropriate routing protocol for the WWN
under the given application case, will consequently affect the selection of suit-
able MAC/PHY layers. Therefore, the heterogeneous technologies adoption in
the communication layer is inevitable. Cognitive Radio thus is a promising tech-
nology that may fulfill the requirements, imposed by the environment of the
WWN (healthcare, emergency and rescue, military, etc.) applications and then
by the routing layer. Looking into the heterogeneity aspect in the communication
layer, regarding the existing multiple standards (Wi-Fi 802.11, LTE/5G 802.16,
ZigBee 802.15.4, Bluetooth 802.15.1, WSN 802.15.4, UWB 802.15.3a), there are
many issues to investigate. For example, power consumption, which differ from
one technology to another and influence the communication interface. Storage
capabilities regarding the packet size and the buffering capacity that has an
important role to reduce the processing overload in multiple layers. The various
technologies radio range and the bandwidth support are also critical parameters
that should be considered for a suitable selection of technology.

A multi-standard node uses more than one technology in communication
layer and has the ability to operate with different routing protocols. This node
could switch from a communication technology to another (i.e., to keep using
different MAC/PHY interfaces), in some prospective conditions. For example
the parameters such as, the remaining battery power, the signal strength, the
unreachable destinations, the bandwidth specified by the standard may induce
the node to be complemented by another available technology interface to get
over these issues. In addition, several nodes may also have the ability to com-
municate with more than one node using different radio technologies as shown
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Fig. 4. Cross layer-based Cognitive Protocol Stack for WWN.

in Fig. 3 (e.g. connected to a distant node over LTE/5G interface, and with a
close node over Wi-Fi interface).

The basic idea shown in Fig. 3, is that a node-A would like to communi-
cate with a node-E, and based on the best available networks, the transmitted
messages could be forwarded through the nodes-B, C and D, using different
network technologies, until reaching node-E. In this particular example, node-A
and node-B are using Wi-Fi connection, and since Node-E is out of reach of
the Wi-Fi range of Node-B, so they are connected through LTE network (i.e.,
node-C and node-D). Consequently, the routing protocol in the up-layer will be
adapted with the requirements imposed by the communication layer.

Fig. 4 shows the cross layer based cognitive radio controlled protocol stack
for future emerging WWNs. It can be noticed that a cognitive layer is added to
select the suitable technologies (i.e., multi-standards) based on the applications
requirements, data rates, channel conditions, radio link quality and many other
parameters. The appropriate routing and navigation is also selected based on
the specific MAC/PHY technologies through cross-layer interaction.

7 Conclusion

To conclude, a wearable wireless networks is an upcoming and emerging technol-
ogy. It can be applied to number of applications other than classical health-care.
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In paper we emphasize in our on-going research work for rescue and critical
applications. We have presented several important issues pertaining to effec-
tive realization of this specific application. In particular we have highlighted
existing standards and the need to have multi-standards compliant devices. Fur-
ther, coexistence and interoperability challenges and the possible solutions are
explored. In this aspect, one of the key limitations (for testing various coexistence
strategies), is the lack of IEEE 802.15.6 standard compliant devices. Further, a
cross-layer existing state of the art is presented and the importance of cognitive
radio is highlighted and how it can influence the future WWN. Finally software-
defined based multi-standard cognitive radio is presented which can control,
configure, select and switch between multiple technologies based on the specific
requirements.
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Abstract. One of the key issues of designing radio communication sys-
tems is to enhance the efficiency and flexibility of the available radio
spectrum. In this context, reconfigurable implementation of the different
system layers such as Media Access Control (MAC), Physical (PHY), and
RF layers with optimal cross-layer design is driving nowadays research
on designing reliable and robust mobile communication systems. This
paper presents the software and hardware implementation aspects of a
DSP-Based cognitive LTE testbed and addresses the design, the imple-
mentation and the realistic verification of the key components of the
system.

Keywords: Cognitive Radio · LTE · Testbed · DSP

1 Introduction

In order to meet the increasing requirements of data throughput and the number
of interconnected devices, the cellular communication are developing mainly in
two directions. First, the spectral efficiency has been improved from 2G era’s
about 1 bps/Hz to today’s 4G LTE Advanced (LTE-A)’s over 20 bps/Hz. The
large spectral efficiency requires sophisticated and power-consuming signal pro-
cessing which seems to be approaching a practical limit when considering the
feasibility in practical implementations, such as the number of active antennas in
mobile terminal, the interference mitigation techniques within both single device
and from network perspective. The limitation in achievable spectral efficiency
has pushed the research/development (R&D) and regulation into the other direc-
tion, thus enabling the utilization of more radio spectrum with dynamic sharing
with the cognitive radio (CR) [1] technology. During the past 15 years, several
CR standards have been defined, such as the IEEE 802.22, IEEE 802.11af and
ECMA-392. However, they are alternatives to the mainstream cellular technolo-
gies and lack of the endorsement by both large network operators and vendors.
As a result, despite of the promising concept of CR, it is still far from commercial
success. In order to bridge the gap between CR and the cellular technologies, in
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the project kogLTE [2], we are enhancing the LTE system with the CR function-
alities to enable the flexible dynamic spectrum access, especially for accessing the
significant underutilized TV band. In this paper, the flexible architecture of the
cognitive LTE system is presented in Fig. 1. The main component in this archi-
tecture is the dual TI C6670 DSP platform which is used for LTE physical layer
(PHY) base band processing, spectrum sensing (SSM) and to run the cognitive
engine (CE). The ARM processor runs a full LTE protocol stack (PS) imple-
mentation and communicates with LTE PHY through an ethernet interface. The
baseband platform communicates with the RF front-end (RF-FE) through the
common public radio interface (CPRI). The key implementation aspects of spec-
trum sensing, cognitive engine, RF control and the integration of hardware and
software components are introduced in this paper. The architecture and imple-
mentation of the testbed makes it particularly suitable for the fast deployable
eNodeB system based on tethered aerial platform which is proposed in the FP7
ABSOLUTE project [3]. The organization of this paper is as follows: The Spec-
trum Sensing Module (SSM) is described in Section 2. The Cognitive Engine
Module is illustrated in Section 3. Section 4 gives a brief description of the RF
Control Module, and Section 5 describes the integration of the complete system,
while Section 6 concludes the paper.

2 Spectrum Sensing

The spectrum sensing module (SSM) is an essential component to enable the cog-
nitive functionality of the LTE cognitive testbed. It performs periodic and event
based spectrum sensing and provides the cognitive engine (CE) with the knowl-
edge about the spectrum environment. Based on the cognitive engine require-
ments, SSM can perform either blind detection of the signal (e.g. energy detec-
tion) or it can also classify the signal (e.g. cyclostationarity-based sensing) [4].
Signal classification is important to distinguish primary and secondary users
which helps the cognitive engine to allocate available spectrum resources prop-
erly. SSM is implemented on one core of the Texas Instruments (TI) Digital
Signal Processor (DSP) (TMS320C6670) [5] and communicates with the cogni-
tive engine which runs on the same core through shared memory. There are three
procedures defined for the spectrum sensing module (SSM). The initial procedure
is the initial sensing where a simple energy detector based on a TI DSP library
function is implemented. This function will return the calculated power for each
of the channels to be sensed (the channels to be sensed are provided by the cog-
nitive engine) as shown in Fig. 2 below. The power measurement can be repeated
several times to get the mean power of the sensed channel. After the sensing is
done a task status flag is set to inform the cognitive engine that the sensing task
is finished. The other two procedures are the in-band sensing and out-of-band
sensing. The in-band sensing procedure is triggered periodically (each 1-160 ms
[6]) to ensure that the operating channel is still free. Energy detection is used to
detect any interference in the operating channel. If an interference is detected,
the interference flag is set to alarm the cognitive engine that shall select a new
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Fig. 1. Block diagram of the cognitive LTE Small Cell Base Station

operating channel based on the information in its data base or radio environment
map (REM) which contains sensing results of other possible operating channels.
The out-of-band sensing procedure is also carried out periodically (each 0.1 -
60 sec [6]) to sense one or several channels around the operating channel. If the
classification flag is set, the SSM performs an advanced sensing algorithm to
classify the type of the signal (DVB-T, LTE etc.), otherwise a simple sensing
algorithm like energy detection is sufficient. If an increased interference in one of
the sensed channels is detected the interference flag is set to alarm the cognitive
engine.

3 Cognitive Engine

In this section we describe the SW architecture of the cognitive engine which is
depicted in Fig. 3. From the figure it can be seen that the cognitive engine and
the spectrum sensing module constitute the cognitive extension. The overall goal
in designing the architecture in the logical sense was to keep the cognitive exten-
sion as modular as possible to attach it to a commercially available 3GPP LTE
Protocol Stack. In the following the cognitive engine modules are highlighted.
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Fig. 2. Sensing Procedures

3.1 Cognitive Manager

The Cognitive Manager - CM is the central part of the architecture and is
responsible for the information exchange between the internal and external enti-
ties. In particular, it acts as a master to manage the procedures carried out
by the slave modules such as the Optimization & Decision Unit or Cognition
Unit which perform specific functions. Further, inspired by the architecture in
[6] we have defined for the cognitive manager the state machine shown in Fig. 4.
When the cognitive BS is turned on, it goes first into the initialization state to
find an operating channel. During this procedure, the cognitive devices (BS and
UEs) perform spectrum sensing to gather information about the radio environ-
ment. The process of gathering information about the radio environment can
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be further assisted by a database access or in other words with a REM - Radio
Environment Map. The retrieved information is then stored in the Cognitive
Database. Next, this information is then used by the Optimization & Decision
Unit - ODU to execute the core channel selection algorithms. After a suitable
channel is found, the CM configures the LTE protocol stack, to be more specific
the carrier frequency and the maximum transmit power for the DL and UL are
passed to the Radio Resource Control - RRC layer. Then, the CM goes into the
operating state and is ready for data transmission. During the operating state,
the CM carries out two main periodic tasks. One of them is the regular updat-
ing of the local REM residing in the cognitive database controlled by a timer
Trefresh REM . The other one characterized as background procedures in Fig. 4 is
the periodic execution of spectrum sensing tasks. Both of these procedures serve
the purpose of keeping the radio environmental information up-to-date. More-
over, in case the interference in the used channel increases above a predefined
threshold the CM channel move flag is set to TRUE and the channel evacuation
procedure is executed. This procedure involves notifying the cognitive UEs to
stop any transmission and wait for a new channel assignment.

Fig. 3. SW Architecture of the Cognitive Extension

3.2 Optimization and Decision Unit - ODU

The ODU is as already mentioned responsible for dynamically allocating
resources for the cognitive devices. In particular it selects an unused channel
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Fig. 4. Cognitive Manager as a state machine

and configures the transmit power in order not to cause harmful interference to
primary (licensed) users i.e. in case of the TV White Spaces - TVWS accord-
ing to the rules defined in [7]. This access rule allows a secondary access to the
licensed TV bands based on a predefined degradation of the outage probability
in the reception of the TV signals i.e 1%. Due to space limitation we omit here
the detailed description of how to accomplish the channel selection and transmit
power configuration and refer for the interested reader to [8]. Specifically, based
on the fact that the optimization problem to be solved is non-convex with a com-
binatorial aspect due to the channel selection, we made use of a meta-heuristic
method called Ant Colony Optimization.

3.3 Cognitive Database

The cognitive database has the task of storing the spectrum sensing results and a
location specific copy of the REM retrieved through an online database. Within
the external database access procedure, the CM sends to the online database its
geolocation coordinates and the external database calculates the received pri-
mary signal levels at the position of the cognitive device with the usage of path
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loss models and information about the TV transmitters which can be gathered
from the national institute for broadcasting services in Germany [9]. We used the
Okumura-Hata path loss model for urban areas and implemented the database
on a PC running the C code. The target platform from TI (TMS320C6670) com-
municates with the database running on the PC through an ethernet interface.

4 RF Control

The RF control module (part of the digital front-end DFE in Fig. 1 above)
is implemented to control the RF front-end (RF-FE), including RF parameter
configurations (e.g. carrier frequency, bandwidth, automatic gain control (AGC),
etc.). To enable the reliable transmission of RF control commands between the
baseband DSP (the master node) and the RF front-end (the slave node), a two-
layer protocol is defined, namely data link layer (DLL) and physical layer (PHY).
In the DLL layer, the basic RF control commands and procedures are defined. In
order to adapt to the flexible RF control commands in cognitive radio, a frame
structure as shown in Fig. 5 with variable length is applied, the end of which is
marked by the special symbol “END” for the purpose of frame synchronization.
Additionally, a finite state machine with three states, i.e. “RFctrl Initial”, “RFc-
trl Config” and “RFctrl Failed”, is defined as shown in Fig. 6. The PHY layer of
the RF control can apply the existing RS232 or the common public radio inter-
face (CPRI) in which the fast control and management (C&M) channel is used
to convey the RF control commands. The parity check in the PHY layer is used
to detect errors in the received command frame based on which the slave node
can configure the RF units successfully and reply the acknowledgement (ACK)
to the master node or just reply the negative acknowledgement (NACK).

Fig. 5. Command frame structure

5 Integration Aspects of the Cognitive LTE Testbed

In this section, the hardware and software implementation aspects of the cogni-
tive small cell base station testbed will be described. The software partitioning
is planned such that the PHY, CE, and Spectrum sensing are running on a dual
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Fig. 6. Finite state machine in the master node

C6670 board which has two TI (TMS320C6670) DSPs with 4 cores each [10].
The board has optical connectors (SFPs) towards the RF boards and a Gigabit
Ethernet interface (GbE) to the ARM board. The physical layer implementa-
tion is following LTE 3GPP specification and is adapted for small cell operation.
The protocol stack (PS) including Media Access Control (MAC) is running on a
Qseven (Q7) compatible i.MX6 CPU-Module ARM board [11]. The ARM board
has two Gigabit Ethernet interfaces for high bandwidth connection to the dual
C6670 baseband processing platform and to the Evolved Packet Core (EPC)
which is running on a separate linux PC. Fig. 7 illustrates the dual C6670 board
and the partitioning of the software components on the different cores.

For the implementation of the cognitive LTE system, only one 4 core-DSP
of the dual TI C6670 board is used (The other DSP might be used if more
complex algorithms are needed in future). Core0 is used for initialization of the
different software modules and also the resource management of the system.
Cognitive Engine and Spectrum sensing modules are running on Core1. Core2 is
used for the complete LTE PHY baseband processing, while Core3 is used as an
interface to the PS running on the ARM board. This interface is used to allow
the communication between PHY and PS based on a Gigabit Ethernet (GbE)
communication. It follows the Small Cell Forum specification [12], and provides
an API towards both Layer 1 and Layer 2 that allows both to communicate with
each other through a platform specific transport layer. In this case, the transport
layer is the TI Ethernet driver and network coprocessor (NETCP) [13]. The RF
boards used include two components: the converter module (kogHF) to allow the
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Fig. 7. Software partitioning on the DSP

Fig. 8. The different hardware components of the cognitive LTE testbed

system to work in TV white space. It is used as an up/down converter between
TV whitespace frequency range (470 - 790 MHz) and LTE radio-frequency (e.g.
2.6 GHz). The second component is the software defined radio RF front-end
(SDR RF-FE) [14], which is used as a reconfigurable LTE RF front-end. It
has a common public radio interface (CPRI) [15] towards the baseband DSP
board with a data rate of 2457.6 Mbit/s, Xilinx Spartan-6 FPGA and 2-antenna
duplex operation with variable RF signal bandwidth. Fig. 8 shows a picture of
the testbed and its different components.

A commercial UE dongle with a test SIM was used for the test. It communi-
cates with the eNB via antennas. At the eNB side, the DSP (PHY) is connected
to the SDR RF board via CPRI interface to exchange the baseband IQ signal,
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Fig. 9. The LTE spectrum and the EVM of the different downlink channels at 600
MHz carrier frequency

and connected to ARM board (eNB L23) via GbE. eNB L23 is connected to the
EPC (MME, GW, HSS) with a GbE. An access-net system which is used for
data and video streaming is connected on the other side of the EPC. PHY is exe-
cuted after compiling and loading the binaries to the DSP using Code Composer
Studio (CCS). Protocol Stack (PS) binary is loaded to the ARM board. On a
Linux PC, HSS, GW and MME are executed. After running the PS, the message
exchange between PHY and PS starts, and the broadcasting stage begins. On
a separate PC, the UE is controlled and the attach procedure with the eNB is
initiated. After RACH, connection and authentication stages, UE is attached
to the eNB. Further more, the responsibility of the cognitive extension which is
running on the DSP is to sense the environment and choose the right channel
available for transmission without affecting the primary users by controlling the
RF unit and the PS configuration.

Measurement results of the downlink decoded information at 600 MHz carrier
frequency are shown in Fig. 9 and Fig. 10. Agilent MXA spectrum and signal
analyzer was used for capturing and decoding the downlink signal.

For video streaming test, an access net machine has been attached to the
GW on which a VLC software runs as a media server to stream video to the
UE. A DL video streaming with about 8 Mbps throughput has been verified at
the UE side with 10 MHz bandwidth. Fig. 11 shows a screen shot of the video
received at the UE side.
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Fig. 10. Constellation and downlink decoded information

Fig. 11. Screen shot of video streaming
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6 Conclusion

This paper presented the implementation aspects of a cognitive LTE testbed
working in TV white space spectrum. It focuses on the implementation and
the features of the main components of the system such as LTE PHY, spectrum
sensing, cognitive engine, and RF control. The software and hardware integration
of the testbed was discussed, and measurement results of the downlink decoded
information in TV white space spectrum were presented.
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Abstract. With the swift expansion of wireless technologies, the demand for 
radio spectrum is ever growing. Besides the spectrum scarcity issue, spectrums 
are also underutilized. Cognitive radio customs an open spectrum allocation 
technique, which ensures efficient handling of the frequency bands. However, 
suitable network architecture is must for the implementation of cognitive radio 
networks. This paper presents a robust cluster-based architecture for cognitive 
radio ad-hoc network. Considering the spatial variance of the spectrum, the 
proposed architecture splits the network into groups of cluster. Set of free 
common channels resides every cluster that enables smooth shifting among 
control channels. The paper also introduces a parameter called Cluster Head 
Determining Factor (CHDF) to select cluster-heads. Each cluster comprises of a 
secondary cluster-head to combat the re-clustering issue for mobile nodes. Con-
clusively, to evaluate the performance of the proposed architecture, simulation 
is conducted and comparative studies are performed. From the simulation re-
sult, it is found that the proposed cluster-based architecture outperforms other 
recently developed clustering approaches by upholding a reduced number of 
clusters in the network. 

Keywords: Cognitive radio networks · Ad-hoc networks · Cluster-based  
network · Network architecture · Re-clustering 

1 Introduction 

There is a rapid growth in wireless applications and technologies, which carries an 
ever-increasing demand for radio spectrums. However, radio spectrum is a limited 
natural resource and is almost fully distributed. This leads to a spectrum scarcity 
problem for the forthcoming wireless technologies. On the other hand, due to the 
current command-and-control based spectrum allocation method, radio spectrum is 
underutilized with variance of frequency, time and space [1]. 

J. Mitola III initiates the idea of Cognitive Radio Network (CRN), where utiliza-
tion of the unused spectrum in an opportunistic manner is the main objective  
[1, 2]. Cognitive radio network, an intelligent wireless communication system, has the 
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ability to adjust itself on the situation and to make relevant changes in operating pa-
rameters such as carrier frequency, transmit-power, modulation strategy, etc in run-
time. In CRN, licensed users are considered as Primary Users (PUs) and Secondary 
Users (SUs) are the unlicensed users who use the free spectrum opportunistically.  

A decentralized and self-configured wireless network is considered as wireless ad-
hoc network, where the network does not depend on preexisting infrastructures. The 
decentralized feature of wireless ad-hoc networks allows the network to be more scal-
able than of wireless managed network. Mobile Ad-hoc Networks (MANETs) and 
Wireless Sensor Networks (WSNs) are the two popular types of wireless ad-hoc net-
works [3]. Due to the flexible and dynamic spectrum usage behavior over other ad-
hoc technologies, CRN has received a profound interest to the network researchers for 
the last few years. To scale down ad-hoc networks, clustering is a widely practiced 
scheme, where nodes are logically grouped based on certain criteria.   

In this paper, a robust cluster-based spectrum aware network architecture for cog-
nitive radio ad-hoc network is presented. The proposed architecture splits the network 
into clusters where the spatial variations of spectrum availability are considered  
for clustering. A parameter named Cluster Head Determining Factor (CHDF) is  
introduced to select cluster-heads where clusters’ operations are coordinated by the  
cluster-heads [4, 5]. Each cluster comprises of a secondary cluster-head to combat the 
re-clustering issue for mobile nodes. The cluster components of the proposed archi-
tecture are Cluster-Heads (CHs), Secondary Cluster-Heads (SCHs), Cluster Members 
(CM), and Forwarding Nodes (FNs). Simulation results show that the proposed clus-
ter-based architecture outperforms other recently developed clustering approaches by 
upholding a reduced number of clusters in the network. 

The paper is organized as follows. In section 2, a brief analysis on different archi-
tectures for CRN is presented. The network model of the proposed architecture is 
discussed in section 3. The proposed cluster-based architecture for CRN is described 
in section 4. In section 5, simulation results of the proposed architecture are presented 
and compared. Conclusion and future works have been discussed in section 6. 

2 Related Works 

Cognitive radio network has received an intense interest to network researchers for 
the last few years. This section discusses various lately proposed network architec-
tures for CRN.  

Ad-hoc CRN architectures can be divided into two groups, one is non cluster-based 
architectures and another one is cluster-based architectures [6]. Both groups of archi-
tectures are vital for the concrete deployment of CRN.  

Most of the non cluster-based network architectures for CRN suffer from enlarged 
communication overheads and inefficient to multi-hop scenario [7-9].  

To solve the issues associated with non cluster-based architectures, cluster-based 
architectures are introduced. Spectrum awareness and local control channel assign-
ment are the main two concerns of reviewed architectures. Spectrum aware cluster-
based architecture presented in [10] suffers from frequent re-clustering problem as 
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clusters are formed with lesser number of common channel (often equal to 1). Re-
grouping is dominant in [11] with the presence of the PU, as the architecture consid-
ers global control channel. Latency in intra-cluster communication and re-clustering 
for mobile nodes are the main limitations of [12], where clusters are formed based on 
affinity propagation message-passing technique.  

Architecture presented in [13] turns out to be unrealistic with fading control chan-
nel and suffers from the re-clustering problem for mobile nodes. Degree based clus-
tering method presented in [14] requires extra processing time and re-clustering issue 
is acute for mobile nodes. Proposed cluster-based architecture in [15] shows up stable 
performance for varying spectrum availability. However, the architecture adds extra 
delay in intra-cluster communication because of the larger cluster size and re-
clustering is essential for mobility of nodes. One of the widely conversed cluster-
based CRN architecture CogMesh [16] constructs clusters around a specific local 
channel called master channel. CogMesh practices licensed spectrum for control mes-
saging, which may interfere PU transmission. The architecture in [16] has some pro-
visions for nodes’ mobility. However, not all the clusters have the mechanism to deal 
with the re-clustering issue for mobile nodes. Re-clustering issue is dominant in the 
dynamic clustering scheme presented in [17] both for varying spectrum availability 
and mobile nodes. Though nodes’ mobility is considered in the architecture presented 
in [18], however, the architecture suffers from frequent re-clustering problem with 
varying spectrum availability.  

Thus, the recent proposed architectures attain several critical topics for concrete 
development of CRN. However, a stable architecture in terms of varying spectrum 
and nodes’ mobility is still due for CRN [6] . 

3 Network Model 

Our assumed ad-hoc network comprised of self-organized Cognitive Radios (CRs)/ 
Secondary Users (SUs), where SUs have the capability to sense and utilize available 
free spectrums autonomously. Co-existing with PUs, SUs are location aware and have 
the processing ability to calculate own CHDF value. CRs are also aware of the CHDF 
values of the neighboring CRs. The spectrum band is distributed over non-
overlapping orthogonal channels with distinctive channel ID for each channel.  
Licensed spectrum of the PU is only available for SUs if the PU’s transmission is 
absent. Subject to the geographical location, channel availability differs for SUs. We 
consider that a SU detects available spectrum by sensing free frequency bands using 
methods such as energy detectors, cyclostationary feature extraction, or Eigenvalue-
based feature extraction [19].  

The proposed clustering mechanism is independent from any specific PU activity 
model. We consider Semi-Markov ON– OFF model to evaluate the performance of 
the proposed architecture. Semi-Markov ON-OFF process is modeled on any channel 
for the PU traffic. Busy (ON) or idle [20] are the two states that we have considered 
for any channel. The activation period of any channel is assumed to be an independent 
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random variable. This assumption is realistic when spectrum bands are licensed to 
independently operating PUs (e.g., channels operated by different TV stations).  

We consider IEEE 802.22 standard for the operating frequencies of the system, 
where SU uses a free channel opportunistically and vacates the channels whenever 
PUs presence is sensed. To avoid interference with PUs, we assume the presence of a 
simple interference avoidance model in the system.  

We also consider there are two transceivers in each CR, where one is used for con-
trol and the other one is used for data transmission. With the ability for least switch-
ing delay, each transceiver is spectrum aware. Equal transmission range is considered 
for all the cognitive radios. A link exists between two radios iff they are in each oth-
er’s communication range and share at least one common channel. We also assume 
that there is a global common control channel exists in the network. Each cluster dec-
lares its own control channel once the cluster formulation is completed. Intra-cluster 
and inter-cluster communications are coordinated by the Cluster Heads (CHs). For 
inter-cluster communication, Forwarding Nodes (FNs) are used, where FNs are those 
nodes that are positioned at the edge of two neighboring clusters and can hear beacons 
from both clusters. 

4 Cluster Formation 

CRs need to alter different channels to discover the neighbors. Upon the completion of 
neighbor discovery, nodes share Accessible Channel Lists (ACLs), Ci and neighbors 
lists Ni among 1-hop neighbors (where i = 1,2,3,…, n). Then the cluster formation 
stage starts, where the proposed clustering scheme is defined as a maximum edge 
biclique problem [5, 21]. Based on neighbor list Ni and accessible channels list Ci, 
each CRi constructs an undirected bipartite graph Gi(Ai, Bi, Ei). Graph G (V, E) is 
called bipartite if vertices set V can be split into two disjoint sets A and B where A ∪ B 
= V, such that all edges in E connect vertices from A to B. Here, Ai = CRi ∪ Ni, and Bi= 
Ci. An edge (x, y) exists between vertices x א Ai and y א Bi if y א Ci, i.e., channel y is 
in the channel list of CRi. Fig. 1 (a) presents the connectivity graph of a CRN with the 
accessible channel set in the brackets. From the bipartite graph, each node in the net-
work constructs its own maximum edge biclique graph.  

From the maximum edge biclique graph, node determines new Ci and Ni values. 
These two values are vital for the proposed architecture as CHDF of a node is calcu-
lated only using these two values. Our clustering scheme aims to allocate maximum 
number of free common channels per cluster with suitable amount of member nodes. 

We introduce a parameter called Cluster Head Determining Factor (CHDF) to se-
lect cluster heads. Every CR calculates CHDF based on equation (1) (Fig. 1 (b)).  

                        
(1)

 
where, Ci is the number of free common channels and Ni is the number of neighbor-

ing nodes of CRi. A node announces itself as cluster head if its own CHDF value is 
higher than all its neighbors. Once the CHDF value of a node CRi is lesser than any of 
its neighbor, CRi joins the neighboring CH and becomes a cluster member (CM). 
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After the cluster formation, CH selects SCH from the CMs based on the CHDF val-
ue. The SCH takes charge of the cluster if current CH moves out, which deceases re-
clustering possibility. The proposed cluster-based network is presented in Fig. 1 (c), 
where the solid line denotes the logical link and dotted line denotes physical links. CH 
defines and upholds operating channels for the cluster. To find the existence of any 
other clusters in the neighborhood, CMs check their neighbor list for other cluster 
heads. CM becomes the FN and connects two clusters once it finds other CH in the 
neighbor list. In our proposed cluster-based architecture, cluster consists of one CH, 
one SCH and CMs. All cluster members are 1-hop apart from the CH. FN connects 
two neighboring clusters, where there can be maximum two intermediate FNs be-
tween two neighboring CHs. In the proposed architecture, intra-cluster communica-
tions are performed using the local common channels.  

 
(a) 

 
(b) 

 
(c) 

Fig. 1. (a) Connectivity graph of a Cognitive Radio Network with the accessible channels sets 
in the brackets.(b) CHDF value for each node, (c) Proposed cluster-based network. 
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5 Simulation Resu
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6 Conclusion and Future Works 

In this paper, we proposed a robust spectrum aware cluster-based architecture that 
breaks the CRN ad-hoc network into clusters. In the proposed architecture, set of free 
common channels resides every cluster that enables smooth shifting among control 
channels. Each cluster comprises with a secondary cluster-head to combat the re-
clustering issue for mobile nodes. Conclusively, to evaluate the performance of our 
method, simulation is conducted and comparative studies are performed. From the 
simulation, it has been found that our proposed architecture performs better compare 
with other recently developed architectures. Our next research step is to develop 
routing and broadcasting protocols for the proposed architecture. 
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Abstract. In this paper we analyze the performance of a secondary
link in a cognitive radio relaying system operating under a statistical
quality of service (QoS) delay constraint. In particular, we quantify ana-
lytically the Effective Capacity improvement for the secondary user when
it offers a packet relaying service to the primary user packets that are
lost under the SINR interference model. Towards this objective, we uti-
lize the concept of Effective Capacity introduced earlier in the literature
as a metric to quantify the wireless link throughput under statistical
QoS delay constraints, in an attempt to support real-time applications
using cognitive radios. We study a two-link network, a single secondary
link and a primary network abstracted to a single primary link, with
and without relaying capability. We analytically prove that exploiting
the packet relaying capability at the secondary transmitter improves the
Effective Capacity of the secondary user. Finally, we present numerical
results that support our theoretical findings.

1 Introduction

Over the past decade, there has been surge in demand for the wireless spectrum
due to the bandwidth-hungry applications, e.g., multimedia communications.
Moreover, there has been ample evidence that the wireless spectrum has been
significantly underutilized. In [1], the cognitive radio (CR) concept has been first
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introduced as a promising technology due to its opportunistic, agile and efficient
spectrum utilization merits. Cognitive radios enable secondary users (SUs) to
co-exist with the primary (licensed) users (PUs) in the same frequency band
without causing harmful interference. Three major cognitive radio paradigms
have been introduced in the literature: underlay, overlay, and interweave [2].

Providing quality of service (QoS) guarantees has been a daunting challenge
for wireless networks, in general, and for cognitive radio networks, in particular.
The Effective Capacity (EC) concept originally proposed in [3] is a throughput
performance metric for a wireless link under statistical QoS (delay) constraints.
It is considered the wireless dual concept to the notion of “Effective Bandwidth”
which was originally coined for wired networks in [4].

Introducing the relay nodes in cognitive networks has been studied in [5],
the authors used cooperative relay node to assist the transmission of CRNs.
In [6], proposed an adaptive cooperation diversity scheme including best-relay
selection while ensuring the QoS of the primary user. In [7], the authors proposed
a feedback-based random access channel scheme for cognitive relaying networks.
However, delay constraints for opportunistic users with real-time communication
requirements were not considered.

In [8], we quantified the EC gains and transmission power reduction
attributed to exploiting the primary user feedback at the secondary transmitter.
However, the SUs in [8] do not provide a relaying service to the unsuccessful
primary packets. Previous work did not studied the effective capacity of the cog-
nitive radios. However,the closest to our work is [9], where the EC for interference
and delay constrained cognitive radio relaying channels is characterized. The sys-
tem model in [9] hinges on the underlay cognitive radio paradigm, whereas our
system exhibits the characteristics of interweave cognitive radios which man-
dates spectrum sensing and allows for SU-PU co-existence as long as the SINR
is above an acceptable threshold. In addition, we add a relaying service at the
SU rather than using dedicated relaying nodes as in [9].

Our main contribution in this paper is to show that a higher EC, and hence,
a higher data rate can be sustained if the secondary user offers a packet relaying
service to the primary user. We develop a queuing theoretic analysis to capture
the gains of adding relaying capability to the cognitive radio network. We show
analytically that adding a relaying capability to cognitive radio networks not
only increases its EC but also helps the PU to evacuate its queue faster and,
hence, giving more opportunity to the SU to transmit over the shared channel.

The rest of the paper is organized as follows. A background on the EC concept
is given in Section 2. The system model and underlying assumptions are pre-
sented in Section 3. In Section 4, the EC problem for cognitive relaying networks
is formulated and analyzed. Afterwards, the numerical results and discussion are
presented in Section 5. Finally, we conclude the paper and point out potential
directions for future research in Section 6.
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2 Background: Effective Capacity

In [3], Wu and Negi introduced the notion of effective capacity (EC) of a wireless
link as the maximum constant arrival rate that can be supported by a given chan-
nel service process while satisfying a statistical QoS requirement specified by the
QoS exponent, denoted θ. The EC concept is a link layer modeling abstraction
to incorporate QoS requirements, such as delay, into system performance analy-
sis studies of wireless systems. Using EC as a performance metric enables us to
evaluate the cognitive radio network throughput under statistical QoS constraint
without performing queuing analysis.

If Q is defined as the stationary queue length, then θ is the decay rate of the
tail distribution of the queue length Q, that is

lim
q→∞

log Pr(Q ≥ q)

q
= −θ. (1)

From (1), it is clear that the EC captures a probabilistic QoS constraint.
Practically, θ, which depends on the statistical characterization of the arrival
and service processes, establishes bounds on the delay (or buffer length). It has
been established in [3] that the EC for a given QoS exponent θ is given by

− lim
t→∞

1

θt
loge E

{
e−θS(t)

}
= −Λ(−θ)

θ
, (2)

where Λ(θ) = limt→∞ 1
t loge E

{
e−θS(t))

}
is a function of the logarithm of the

moment generating function of S(t), S(t) =
∑t

k=1 r(k) represents the time accu-
mulated service process and {r(k), k= 1, 2, · · · } is the discrete, stationary and
ergodic stochastic service process.

3 System Model

We consider a time slotted system as shown in Fig. 1. Where data is transmitted
in frames of duration T seconds, that fits exactly in one time slot. The primary
network traffic is abstracted to a single primary link. Hence, our analysis is valid
for any number of primary users. Assuming one frequency channel, the primary
transmitter will access the channel whenever it has a packet to send. On the
other hand, the single SU attempts to access the medium with a certain policy,
described later, based on the spectrum sensing outcome. The SU is assumed
to have a packet to send at the beginning of each time slot (i.e. the SU queue
is saturated). We assume that the SU uses the first N seconds out of the slot
duration T for spectrum sensing.

In the rest of this paper, we refer to the system where the SU offers a relay
service to the “undelivered” primary packets, besides sending its own packets,
as the “Cognitive Relay system”. On the other hand, the baseline system with
no relaying capability is referred to as “No-relay system”. The EC of both sys-
tems is analyzed under the SINR interference model. According to the cognitive
radio system adopted in this paper (which is a hybrid between underlay and
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Fig. 1. Cognitive Relay System Model.

interweave), the SU transmits its packets with a lower power level P1 when the
channel is sensed busy. However, if the medium is sensed idle, the SU transmits
with a higher power level P2. These power levels correspond to the SU trans-
mission rates of r1 and r2 for busy and idle mediums, respectively. We assume
non-perfect spectrum sensing. Hence, a miss-detection event occurs if the PU is
active and the medium is sensed idle by the SU. On the other hand, a false alarm
occurs when the medium is sensed busy while the primary user is not sending.
Simple energy detection [10] is adopted as the spectrum sensing mechanism.

The discrete time secondary link input-output relations for idle and busy
channels in the ith symbol duration are given, respectively, by

y(i) = h(i)x(i) + n(i) i = 1, 2, · · · (3)

y(i) = h(i)x(i) + sp(i) + n(i) i = 1, 2, · · · , (4)

where x(i) and y(i) represent the complex-valued channel input and output,
respectively. h(i) denotes the fading coefficient between the cognitive transmitter
and receiver, sp(i) is the interference signal from the primary network on the
SU and n(i) is the additive thermal noise at the secondary receiver modeled
as a zero-mean, circularly-symmetric complex Gaussian random variable with
variance E{|n(i)|2} = σ2

n. The channel bandwidth is denoted by B. The channel
input is subject to the following average energy constraints: E{|x(i)|2} ≤ P1/B
or E{|x(i)|2} ≤ P2/B for all i’s, when the channel is sensed to be busy or
idle, respectively. The fading coefficients are assumed to have arbitrary marginal
distributions with finite variances, that is, E{|h(i)|2} = E{z(i)} = σ2 < ∞, where
|h(i)|2 = z(i). Finally, we consider a block-fading channel model and assume that
the fading coefficients stay constant for a block of duration T seconds (i.e., one
frame duration) and change independently from one block to another.

In the proposed model, we leverage a perfect error-free primary feedback
channel. The primary receiver sends a feedback at the end of each time slot to
acknowledge the reception of packets. Typically, the PU receiver sends an ACK
if a packet is correctly received, however, a NACK is sent if a packet is lost.
Failure of reception is attributed to primary channel outage. In case of an idle
slot, no feedback is sent. The SU is assumed to overhear and decode this primary
feedback perfectly and to act as follows: if an ACK/no feedback is overheard,
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the SU behaves normally and starts sensing the channel in the next time slot.
On the other hand, if a NACK is overheard by the SU, yet, it can successfully
decode the PU’s data packet, then the SU stores it in the relay queue and sends
an ACK to the PU as explained in the next section.

We consider a cognitive relaying system where the SU plays a role in relaying
the “undelivered” primary packets. We recall that the SU has two separate
queues; the first queue stores packets to be relayed for the PU (Relay queue). The
second queue stores the SU own packets (Secondary Queue). The SU senses the
medium and accesses it with either P1 or P2 according to the sensing outcome,
while giving the advantage to evacuate the relay queue first.

We assume that all four links in the studied system are subject to outage,
that is, the outage probability in the primary link is denoted kp, in the PU-TX
and SU-TX link is denoted kps, in the SU-TX and PU-RX (relaying channel) is
denoted kr and in the secondary link is denoted ks.

In our model, we assume that the PU occupies the wireless channel with
a fixed prior probability ρp [9]. The channel sensing can be formulated as a
hypothesis testing problem between the additive white Gaussian noise n(i) and
the primary signal sp(i) in noise. Noting that there are NB complex symbols in
a duration of N seconds, this can be expressed mathematically as follows:

H0 : y(i) = n(i), i = 1, · · · , NB; (5)

H1 : y(i) = sp(i) + n(i), i = 1, · · · , NB. (6)

Hence, it is straightforward to write down the probabilities of false alarm Pf

and detection Pd as follows:

Pf = Pr(Y > ω|H0) = 1 − P

(
NBω

σ2
n

, NB

)
; (7)

Pd = Pr(Y > ω|H1) = 1 − P

(
NBω

σ2
sp + σ2

n

, NB

)
, (8)

where ω is the energy detector threshold, Y = 1
NB

∑NB
i=1 |y(i)|2 and P (x, a)

denotes the regularized lower gamma function defined as P (x, a) = γ(x,a)
Γ (a) where

γ(x, a) is the lower incomplete gamma function. Note that the test statistic Y
is chi-square distributed with 2NB degrees of freedom.

4 The Effective Capacity of the Relaying Secondary User
under the SINR Model

In order to perform EC analysis for the cognitive radio relaying system, the
primary activity has to be analytically quantified. Therefore, a queuing analysis
for both, primary queue and relay queue, is conducted in this section. Afterwards,
we will develop the system Markov chain that characterizes the cognitive user
EC.
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4.1 Primary User Queue Analysis

We assume that the primary packets arrive according to a Bernoulli arrival
process. At each time slot, a new packet arrives with probability 0 ≤ λp ≤ 1.
The PU is assumed to send a packet in a time slot as long as its queue is non-
empty. Hence, the PU access probability is expressed as Pr {PU accesses} = ρp,
where ρp denotes the probability of a non-empty primary queue. When the PU
sends a packet one of three scenarios may arise:

– The packet is successfully received by the PU-RX. In this case, the packet
is dropped from the secondary relay queue, if it was successfully received by
the SU-TX.

– The packet is successfully received by the SU-TX but not received by the
PU-RX. In this case, the packet is stored in the relay queue and dropped
from the primary queue.

– The packet is neither received by the PU-RX nor the SU-TX. Hence, the PU
will re-transmit it in the next time slot with probability one.

0 1 2

λ̄p λpβ + λ̄pβ̄

3

λ̄pβ

λp

λ̄pβ λ̄pβ

λpβ + λ̄pβ̄ λpβ + λ̄pβ̄

λpβ̄ λpβ̄

Fig. 2. Primary Queue Markov Chain.
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λpsβr + λ̄psβ̄r

λpsβ̄r λpsβ̄r

Fig. 3. Relay Queue Markov Chain.

The primary queue is modeled as a discrete-time Markov chain, where λp

is the packets arrival rate at the PU. β is the service rate of this birth-death
primary queue. The Markov chain state χn represents that there are n packets
in the primary queue in this time slot. The events governing the transitions
between states can be summarized as follows:

– Pr (χn+1|χn) means that a new packet is added to the queue due to either
a new packet arrival while no packet is served within the same time slot.

– Pr (χn|χn) means that no new arrivals and no packet is serviced or new
packet arrived while another one is successfully served by either the primary
channel or the relay channel.

– Pr (χn|χn+1) means that no new arrivals while a packet is successfully served
by either the primary channel or the relay channel.

Applying the global balance equations at the states of the Markov chain we can
characterize ρp as a function of β and λp as shown in the appendix.

4.2 Relay Queue Analysis

In order to characterize the Effective Capacity of the cognitive relaying user
and complete the analysis, we need to characterize the non-empty probability
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of the relay queue. The arrival rate is λps and the service rate is βr. The relay
queue can be also modeled by a birth-death queue, hence, we use similar steps
to characterize ρr (details are given in the Appendix).

4.3 Modeling the Cognitive Radio Channel

Along the lines of [11], we develop a Markov chain capturing the dynamics of
the cognitive radio channel where the state represents the sensing outcome (B-B,
MD, FA, I-I) and the channel reliability (ON, OFF), as illustrated next.

Not knowing the channel conditions, the secondary transmitter sends at fixed
rates. More specifically, the transmission rate is fixed at r1 bits/s in the presence
of active primary users while the transmission rate is r2 bits/s when the PU is
idle. We initially construct a state-transition model for cognitive transmissions
by considering the cases in which the fixed transmission rates are smaller or
greater than the instantaneous channel capacity values, and also incorporating
the sensing decision and its correctness. In particular, if the fixed rate is smaller
than the instantaneous channel capacity, we assume that reliable communication
is achieved and the channel is in the ON state. Otherwise, we declare that outage
has occurred and the channel is in the OFF state. Note that information has to
be retransmitted in such a case.

4.4 State Transition Dynamics

The state transition dynamics of the SU are captured in the Markov chain
depicted in Fig. 4. It is an eight states’ Markov chain. Each state represents the
sensing process outcome and the SU link ON or OFF as discussed next. Regard-
ing the decision of channel sensing and its correctness, we have the following four
possible cases: the channel is busy and detected busy (B-B), the channel is busy
and detected idle (MD), idle and detected busy (FA), and, finally, the channel
is idle and detected idle (I-I). In each case, we have two link outage possibilities,
namely ON and OFF, depending on whether the transmission rate exceeds the
instantaneous channel capacity or not. In order to identify these states, we have
to first determine the instantaneous channel capacity in each time slot. Note
that if the channel is detected busy, the secondary transmitter sends packets
with power P1. Otherwise, it transmits with a higher power, P2. Considering
the interference σsp caused by the primary users as additional Gaussian noise,
we can express the instantaneous channel capacities in the above four cases as
follows:

Cl = B log2(1 + SNRlz(i)), (9)

where SNRl denotes the average signal-to-noise ratio (SNR) for each possible
scenario l, where l = 1, 2, 3, 4. It is straightforward to write the SNRs in these
four cases, that is SNR1 = P1

B(σ2
n+σ2

sp)
, SNR2 = P2

B(σ2
n+σ2

sp)
, SNR3 = P1

Bσ2
n

and

SNR4 = P2
Bσ2

n
. Note that in scenarios 1 and 3, the channel is detected busy and,

hence, the transmission rate is r1 while it is r2 in scenarios 2 and 4.
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Fig. 4. The Markov chain model for the cognitive radio channel.

If these fixed rates are below the instantaneous capacity values, i.e., if
r1 < C1, C3 or r2 < C2, C4, then the cognitive transmission is considered to be
in the ON state where reliable communication is achieved. On the other hand, if
r1 ≥ C1, C3 or r2 ≥ C2, C4, outage occurs and the secondary user transmission
is in the OFF state. In those cases, reliable communication is not attained, and
hence, the information has to be resent. It is assumed that a simple automatic
repeat request (ARQ) mechanism is incorporated in the communication proto-
col to acknowledge the reception of data and to ensure that erroneous data is
retransmitted. This state-transition model with eight states is depicted in Fig.
4. In states 1, 3, 5, and 7, the cognitive radio channel is in the ON state, and
r1(T − N) bits in states 1 and 5, and r2(T − N) bits in states 3 and 7 are
transmitted and successfully received. On the other hand, the transmission rate
is zero in the OFF states.

The above Markov chain is fully characterized by its transition probability
matrix RM×M defined as:

RM×M =
[
pi,j

]
, 1 ≤ i, j ≤ M. (10)

Given the EC expression in (2) and the state transition model in Fig. 4, the EC
can be expressed as follows:1

EC(θ) =
Λ(−θ)

−θ
= max

r1,r2

1
−θ

loge sp(Φ(−θ)R), (11)

where the matrix R is the state transition matrix as defined above, and
sp(Φ(−θ)R) is the spectral radius of the matrix Φ(−θ)R, that is, the
maximum of the absolute of all eigenvalues of the matrix. Therefore, to
reach a closed form expression for the EC, we need to get the eigenvalues
of the matrix Φ(−θ)R. Φ(−θ) is a diagonal matrix defined as Φ(−θ) =
diag(φ1(−θ), φ2(−θ), · · · , φM (−θ)) whose diagonal elements are the moment
generating functions of the Markov process in each of the M states.

1 The proof can be found in [12, Ch.7].
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In order to fully characterize the EC, we first characterize the transition
probability matrix R as follows.

p1,1 = ρpPd Pr(r1 < C1(i + TB)|r1 < C1(i))
= ρpPd Pr(z(i + TB) > α1|z(i) > α1),

(12)

where α1 = 2
r1
B

SNR1
, the term Pr(r1 < C1(i + TB)|r1 < C1(i)) represents the

probability that the channel is ON (SU not in outage), ρp is the prior probability
of the primary channel being busy, Pd is the probability of detection as in (8).

Note that p1,1 depends, in general, on the joint distribution of (z(i +
TB), z(i)). However, since fading changes independently from one block to
another in the block-fading model, we can further simplify p1,1 to

p1,1 = ρpPd Pr(z(i + TB) > α1) = ρPd Pr(z(i) > α1)

Thus, we can immediately see that the transition probability p1,1 does not
depend on the original state. Hence, due to the block fading assumption, we can
express

pi,1 = ρpPd Pr(z(i) ≥ α1) for i = 1, 2, · · · , 8.

Similarly, pi,2 = p2 = ρpPd Pr(z < α1), pi,3 = p3 = ρp(1 − Pd) Pr(z ≥ α2),
pi,4 = p4 = ρp(1 − Pd) Pr(z < α2), pi,5 = p5 = (1 − ρp)Pf Pr(z ≥ α3), pi,6 =
p6 = (1 − ρp)Pf Pr(z < α3), pi,7 = p7 = (1 − ρp)(1 − Pf ) Pr(z ≥ α4) and

pi,8 = p8 = (1 − ρp)(1 − Pf ) Pr(z < α4), where α2 = 2
r2
B

SNR2
, α3 = 2

r1
B

SNR3
and

α4 = 2
r2
B

SNR4
. Hence, the transition probability matrix is constructed as a unit

rank matrix:

R =

⎡

⎢⎢
⎣

p1,1 p1,2 . . p1,8

. . . . .

. . . . .
p8,1 p8,2 . . p8,8

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

p1 p2 . . p8

. . . . .

. . . .
p1 p2 . . p8

⎤

⎥⎥
⎦ . (13)

4.5 Characterizing the Effective Capacity

If we define Q as the stationary queue length, then θ is defined as the decay rate
of the tail distribution of the queue length Q.

Hence, we have the following approximation for the buffer violation proba-
bility for large queue lengths, denoted by qmax

P (Q ≥ qmax) ≈ exp−θqmax . (14)

Therefore, larger θ corresponds to more strict QoS constraints whereas smaller
θ implies looser constraints. In certain settings, constraints on the queue length
can be mapped to delay-QoS constraints.

In practical applications, the value of θ depends on the statistical characteri-
zation of the arrival and service processes, bounds on the delay or buffer lengths,
and the target values of the delay or buffer length violation probabilities.
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The effective capacity for a given QoS exponent θ is given by equation (1)
where S(t) =

∑t
k=1 r(k) represents the time accumulated service process and

{r(k), k= 1, 2, · · · } is the discrete, stationary and ergodic stochastic service
process.

Note that the service rate is r = r1(T −N) if the cognitive system is in state
1 or 5. Similarly, the service rate is r = r2(T − N) for states 3 and 7.

In OFF states, transmission rates exceed the instantaneous channel capac-
ities and reliable communication is not possible. Hence, their service rates are
effectively zero.

The state transition model for both systems under investigation, “Cognitive
Relay system” and “No-relay system”, is essentially the same. This is attributed
to the fact that the cognitive channel (secondary link) has the same dynamics
in both systems. However, the EC will be different due to the presence of the
secondary relay queue in the cognitive relaying model. Next, we characterize the
Effective Capacity of the cognitive relaying system using the state transition
model described in the previous subsection.

For the cognitive radio channel with the state transition model described
earlier, the spectral radius of sp(Φ(−θ)R) is the rank of this matrix. Hence, the
normalized effective capacity in bits/s/Hz is given by

ECrelay(SINR, θ) =
−(1 − ρr)

θTB
loge((p1 + p5) exp−(T−N)θr1

+ (p3 + p7) exp−(T−N)θr2 +p2 + p4 + p6 + p8).

(15)

On the other hand, the EC for the baseline ”No-Relay system” is derived in [11]
and is given by

ECno−relay(SINR, θ) =
−1

θTB
loge((p1 + p5) exp−(T−N)θr1

+ (p3 + p7) exp−(T−N)θr2 +p2 + p4 + p6 + p8).

(16)

From both equations, (15) and (16), the EC in case of relay system is
degraded by the probability of having an empty relay queue. It is obvious since
the SU starts to send its own packets only if the relay queue is empty.

5 Numerical Results

In this section, we present numerical results that provide further insights about
the effect of relaying on EC of CRNs. We show results for the relaying system and
compare it with the baseline system where the SU has no relaying capability [11].
The numerical values used for the system parameters are as follows: SNR1 = 6.9
db , SNR2 = 10 db, SNR3 = 30.7 db, SNR4 = 40 db, kp = 0.6, kps = 0.2,
kr = 0.4 if the PU is active,kr = 0.2 if the PU is idle, r1 = 1000 bps, r2 = 6000
bps and lambdap = 0.38. We also set T = 0.1 sec, N = 0.026 sec, λ = 1.7 and
B = 1000 Hz. Note that the optimal values for r1 and r2 are obtained by simple
numerical search such that, EC is maximized.
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In Fig. 5, we plot the SU EC for the cognitive relaying and the no-relay
(baseline) system versus the, statistical QoS constraint, delay exponent θ for a
sensing duration of N = 0.026 and for two values of the PU packet arrival rate.
Clearly, as the delay exponent θ increases (stricter delay requirements), the effec-
tive capacity (the maximum rate that the channel can sustain in bit/sec/hertz)
decreases. The same result can be easily distilled from the EC definition in
(2). Moreover, it is shown that when the SU helps relaying the ”unsuccessful”
PU packets, for the set of outage probabilities given before, the secondary user
attains higher EC. As θ increases, the performance gain decreases since stricter
QoS constraints limits the secondary user throughput. Finally, it is intuitive to
notice that the SU EC decreases as the primary user become more active in
accessing the medium due to higher packet arrival rate, λp.

Next, we investigate the system behavior versus different link outage proba-
bilities. It is worth noting that we only plotted the EC versus the outage probabil-
ity values that preserve the system queues stability as explained in the appendix.
In Fig. 6, the EC is plotted versus kp while fixing other outage probabilities like
kps = 0.2 and kr = 0.4. Similarly, we investigated the effect of kps and kr on the
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cognitive user EC as shown in Fig. 7 and 8, while fixing other probabilities of
outage. The No relay system EC remains constant over different outage prob-
abilities for kps and kr, while the Relay system gains a significant increase in
terms of its EC which decays under high outage probabilities. In Fig. 8 relaying
is not giving any chance to the SU to send his own packets when the outage
probabilities kr exceeds 0.92 due to multiple retransmissions. It is clear that we
can always obtain higher EC by adding a relay capability to the SU and helping
the PU to send more packets as well.

6 Conclusion and Future Work

In this paper we study a two-link network, a primary network abstracted to a sin-
gle primary link, a single secondary link with relaying capability. We show that
exploiting the packet relaying capability at the secondary transmitter improves
the EC of the secondary user. It is shown that under the “SINR Interference”
model the SU can increase its chance to find an idle medium reaching a win-win
situation with the PU sharing that medium. This work can be extended to inves-
tigate the case of multiple secondary users with cognitive relaying capabilities.
In the future, we can also find a power allocation protocol to reduce the cognitive
network power consumption under an EC lower bound constraint.

Appendix

Given the Markov chain in Fig. 2, to characterize the non-empty queue proba-
bility, we apply the global balance equation (GBE) on each state. Let β is the
service rate of Qp (let χi denote Pr (χi)). Applying the GBE at state 0:

χ0λp = χ1λ̄pβ → χ1 =
λp

λ̄pβ
χ0. (17)

Applying the balance equation at state 1,

χ1(λpβ̄ + λ̄p) = χ0λp + χ2λ̄pβ → χ2 =
1
β

(
λpβ̄

λ̄pβ

)2

χ0. (18)

Recursively, χi = 1
β

(
λpβ̄

λ̄pβ

)i

χ0 ∀i ≥ 1. Since
∑∞

i=1 χi = 1, we can calculate χ0

with some manipulations. To ensure queue stability, we must have λP β̄ ≤ λ̄pβ,
hence,

χ0 =
[

1 +
λp

(λ̄pβ − λpβ̄)

]−1

. (19)

After some mathematical manipulations we can express χ0 as:

χ0 = 1 − λp

β
. (20)
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Finally we have ρp = 1−χ0. Where the service rate β = 1−kp×kps. Similarly, one
can characterize, ρr. Then βr = (1−kr|PUactive)×ρp+(1−kr|PUidle)×(1−ρp).
Hence we can write ρr = λPs

βr
.
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Abstract. In this paper, a spectrum sharing scheme that utilizes the
two-phase cooperative decode-and-forward relaying protocol is proposed.
The cooperation between primary (i.e. licensed) and secondary (i.e. unli-
censed) system helps in achieving the desired target rate for the primary
system and spectrum access for cognitive (i.e. secondary) system. In the
proposed scheme, secondary transmitter which is equipped with multi-
ple antennas uses transmit antenna selection to improve the primary’s
performance by reducing the interference level of secondary signal at pri-
mary receiver, while keeping the performance of secondary system unaf-
fected. Closed form expressions for outage probability have been derived
for both systems by varying transmit power level at secondary transmit-
ter. The theoretical results have been compared with simulation results
to validate the analysis done in this paper.

Keywords: Spectrum sharing · Transmit antenna selection

1 Introduction

Radio frequency (RF) spectrum, considered as the most limited resource for
wireless communications has been congested due to its diversified use. However
large portion of the spectrum remains unutilized because of the variation in spec-
trum utilization with respect to time and location. This unutilized spectrum is
termed as “spectrum holes” or white spaces. Cognitive radio has emerged as a
solution to address this spectrum scarcity problem [1]-[2]. Moreover, the genera-
tion of mobile system is continuously upgrading in every 10 years because of the
growing demand of people in communicating as well as in accessing the informa-
tion. Fifth generation wireless systems, commonly abbreviated as “5G”, is the
next step in this continuous innovation and evolution of wireless technology. 5G
has been envisioned to support 1,000-fold gains in capacity. Cognitive radio can
be seen as a promising step towards 5G technology. It can sense and identify
the unused frequency bands and use them for its own (unlicensed) transmission.
Beside the interweave technique [3]-[4], in which the underutilized spectrum is
accessed opportunistically by the cognitive user, cooperative spectrum sharing
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 780–789, 2015.
DOI: 10.1007/978-3-319-24540-9 65
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[5] has been recently proposed as an alternative framework to realize a cognitive
radio network. In cooperative spectrum sharing (CSS), secondary transmitter
relays the data of primary system in order to get spectrum access over licensed
band of primary user. In this architecture, primary and secondary system con-
sists of transmitter receiver pair known as primary transmitter (PT) - primary
receiver (PR) and secondary transmitter (ST) - secondary receiver (SR) respec-
tively, are allowed to coexist in the same frequency band with the assurance that
secondary system will improve the performance of primary system.

Substantial amount of literature has demonstrated the performance of con-
ventional CSS protocol under decode and forward relaying [6]-[7]. In these
schemes, whenever the instantaneous transmission rate of primary system drops
below the target rate, it seeks cooperation from the neighbouring terminals which
may help it in achieving the target rate. Secondary transmitter (ST) “disguises”
itself as a relay and collaborates with primary system by forwarding its data to
the destination. Primary system returns the favour by helping the secondary sys-
tem with spectrum access. However, the performance of CSS protocols is limited
by the interference tolerable at PR from ST. Moreover, most of these schemes
have been confined to single antenna system. Recently, some work has also been
proposed where multiple antenna CR system have been used to enhance the
performance of both systems [8]-[9]. The authors in [8] proposed a scheme with
multiple antennas at ST node which utilizes zero-forcing precoding technique in
order to cancel the interference at PR caused due to presence of cognitive system.
But the application of this precoding technique requires perfect transmit channel
state information (CSI) at ST. Assuming that perfect transmit CSI is available
at ST may not be practically feasible in the case of fading environment. More-
over, in [8], as ST is working as an amplify and forward relay, therefore while
forwarding the data from PT to PR, it will amplify both the required signal as
well as noise received from PT. In [9], authors have proposed a CSS scheme in
which ST is equipped with two antennas. Both the antennas receive primary’s
data which is decoded at ST and then forward this data by selecting one of the
two antennas randomly. This will improve the performance of primary system
when compared to conventional CSS scheme because of increase in probability of
successful decoding of primary’s data. However it still suffers from the drawback
on the amount of interference at PR due to presence of secondary system which
is same as conventional CSS system.

In this paper, we have proposed a transmit antenna selection [10] based
scheme with multiple antennas at ST node which can alleviate the drawbacks
of [6]-[7], [9]. Moreover, unlike [8], proposed scheme doesn’t require perfect CSI,
it just requires partial CSI feedback to select the best among the set of anten-
nas at ST (that maximizes the post processing SNR at PR). This reduces the
transmitter complexity and lowers the feedback bandwidth while preserving the
gains from diversity [11]-[12]. In the proposed scheme, once primary and sec-
ondary system enter into CSS, PT broadcasts its data in half of the overall
time slot (represented as phase 1) which is received by all the present nodes i.e.
PR, ST and SR. After receiving primary’s data ST will try to decode it. In the
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remaining half of the time slot (phase 2), ST chooses the antenna having larger
instantaneous gain between ST and PR for primary’s data transmission and sec-
ondary’s data is transmitted via other antenna which has comparatively lower
gain as shown in Fig. 1. Finally, the data received in both the phases, is decoded
using maximum rate combining (MRC) at PR. However, if ST fails to decode
primary’s data, it will remain silent in phase 2. This technique is advantageous in
two ways; first, we can improve the performance of primary system by reducing
the interference caused due to secondary’s data at PR. Second, the performance
of secondary system is unaffected because of interference cancellation at SR.
Moreover, when ST works as a pure relay and transfer only primary’s data, in
such a scenario, ST can also be seen as a selection combiner [13]. Consequently,
PR will receive its signal from a selection combiner and a direct link (PT-PR).
The performance of primary as well as secondary system has been analysed by
deriving the closed form expressions for outage probability. The results demon-
strate the considerable improvement in the performance of primary system along
with spectrum access for secondary system.

Throughout this paper, a complex Gaussian random variable (RV) Z with
mean μ and variance σ2 is denoted as Z ∼ CN (μ, σ2). An exponentially dis-
tributed RV X with mean 1

λ is denoted as X ∼ ε(λ). ∼ is used to indicate “has
the distribution of” and i.i.d is used to represent independent and identically
distributed. The transpose of a matrix A is denoted by AT . fX(x) symbolizes
the probability density function (PDF) of RV X and fX,Y (x, y) symbolizes the
joint PDF of RVs X and Y. Moreover, FX(x) symbolizes the cumulative distri-
bution function (CDF) of RV X and FX,Y (x, y) symbolizes the joint CDF of RVs
X and Y. The rest of the paper is organized as follows. Section 2 describes the
proposed system model and obtains the analytical results for outage probability
of primary and secondary systems. Section 3 discusses the simulation results and
finally section 4 concludes the paper.

2 Model Description with Performance Analysis

2.1 System Model

The primary and secondary system consists of transmitter receiver pair known
as PT-PR and ST-SR respectively. We have considered multiple antennas at ST,
named as ST1 and ST2.1 Channels between the links are modeled as Rayleigh
flat fading channels and the channel coefficients between PT-PR, PT-SR, PT-
ST(1), PT-ST(2), ST(1)-PR, ST(2)-PR, ST(1)-SR, ST(2)-SR is h1, h2, h3, h4, h5,
h6, h7, h8 respectively. Here, hi ∼ CN (0, d−v

i ) where, v is the path loss compo-
nent and di is the normalized distance between the corresponding link. The
normalization is done with respect to the distance between PT-PR link there-
fore, d1 = 1. The instantaneous gain of each channel is given as γi = |hi|2 where,
γi ∼ ε(dv

i ).
1 For ease of analysis, we have assumed that ST is equipped with two antennas, how-
ever the results obtained can be easily extrapolated to scenarios where ST is equipped
with multiple (>2) antennas.
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Fig. 1. Transmission Phases

2.2 System Equations

In transmission phase 1, PT broadcasts primary signal i.e. xp which is received
by all the nodes. Therefore, signal received at PR is given as

y
(1)
PR =

√
Ppxph1 + n11 (1)

where, Pp is the power assigned to PT and nij ∼ CN (0, σ2) is the AWGN in
ith phase of transmission at jth receiver and j=1,2,3 corresponds to PR, SR, ST
respectively. The signal received at SR in phase 1 is given by

y
(1)
SR =

√
Ppxph2 + n12. (2)

Since ST is equipped with two antennas, hence the signal received at ST can be
given as [

y
(1)
ST

y
(2)
ST

]

=
√

Pp

[
h3

h4

]

xp + n13. (3)

In transmission phase 2, ST decodes the primary signal (i.e. xp) and trans-
mits it along with its own signal (i.e. xs). As ST has two antennas, in order to
reduce interference at PR, it will transmit xp and xs from the antenna which pro-
vides maximum and minimum instantaneous gain between ST-PR respectively.
Therefore, signal received at PR in phase 2 is given by

y
(2)
PR =

[
hmax hmin

]
z + n21 (4)

where, hmax =
{

h5 if γ5 > γ6
h6 if γ5 ≤ γ6

, hmin =
{

h6 if γ5 > γ6
h5 if γ5 ≤ γ6

,

z =
[√

αPsxp

√
(1 − α)Psxs

]T
, α and (1 − α) is the fraction of power provided

by the secondary transmitter to transmit primary signal and secondary signal
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respectively. Therefore the signal received at PR in the both phases can be
written as

[
y
(1)
PR

y
(2)
PR

]

=
[ √

Pph1 0√
αPshmax

√
(1 − α)Pshmin

] [
xp

xs

]

+
[
n11

n21

]

. (5)

Now, the signal received at SR in phase 2 is given by

y
(2)
SR = [h7 h8]z + n22 (6)

where, z =
[√

αPsxp

√
(1 − α)Psxs

]T
. Using (2), SR will estimate the primary

signal (i.e x̂p) which helps in cancelling the xp signal received in phase 2 and
hence the overall signal received at SR after applying interference cancellation
is given as

ySR =
√

(1 − α) Psh8xs + n22. (7)

2.3 Outage Probability of Primary System

Outage at primary system occurs when system fails to achieve the target trans-
mission rate (Rpt). There are two such cases: In first case, outage occurs if ST
is unable to decode the primary signal in phase 1 and along with this, the link
between PT-PR also fails to achieve Rpt, or in second case, outage occur if ST
successfully decodes xp but still overall rate achieved at PR is less than Rpt.
Therefore, the expression for outage probability at primary system is given as

PPR
out = P [R11 < Rpt]P [R13 < Rpt] + P [R13 > Rpt]P [RMRC < Rpt] (8)

where, R11 is the transmission rate achieved in phase 1 between PT-PR link, R13

is the transmission rate achieved between PT-ST in phase 1 and RMRC is the
rate achieved at PR after applying MRC of both transmission phases. Solving
for (8),

R11 =
1
2

log2

(

1 +
Ppγ1
σ2

)

. (9)

The factor 1
2 is due to the fact that the whole transmission is divided into two

phases.

P [R11 < Rpt] = P

[

γ1 <
σ2ρ

Pp

]

= 1 − e
− σ2ρ

Pp . (10)

as, ρ = 22Rpt − 1, γ1 ∼ ε(1).

R13 =
1
2

log2

(

1 +
Ppγ3
σ2

+
Ppγ4
σ2

)

(11)

and

P [R13 < Rpt] = P

[

γ3 + γ4 <
σ2ρ

Pp

]

. (12)
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We assume that the distances between the antennas at ST is negligible as com-
pare to distance between the nodes, hence d3 = d4, d5 = d6, d7 = d8. Therefore,
γ3 and γ4 are i.i.d and hence fγ3,γ4(γ3, γ4) = fγ3(γ3)fγ4(γ4) where,

fγ3 =
{

dv
3e

−dv
3γ3 γ3 > 0

0 otherwise.

Therefore,

P [R13 < Rpt] =
∫ σ2ρ

Pp

0

∫ σ2ρ
Pp

−γ4

0

fγ3,γ4(γ3, γ4)dγ3dγ4

= 1 −
[(

1 +
σ2ρ

Pp
dv
3

)

e
− σ2ρ

Pp
dv
3

]

. (13)

Moreover,

P [R13 > Rpt] =
[(

1 +
σ2ρ

Pp
dv
3

)

e
− σ2ρ

Pp
dv
3

]

. (14)

The rate at PR after MRC is obtained as

RMRC =
1
2

log2(1 + SNRMRC) (15)

where, SNRMRC = Ppγ1
σ2 + αPsγmax

(1−α)Psγmin+σ2 , γmax = max(γ5, γ6), γmin =
min(γ5, γ6). Therefore,

P [RMRC < Rpt] = P

[
Ppγ1
σ2

+
αPsγmax

(1 − α)Psγmin + σ2
< ρ

]

. (16)

After solving, we get

P [RMRC < Rpt] = 1 − e
− σ2

Pp
(ρ− α

1−α ) +
2
n

e− dv
5σ2ρ

αPs
+mp

n

(

Ei

[
pσ2

Pp

(

ρ − α

1 − α

)

− mp

n

]

− Ei
[
−mp

n

])

(17)

where, α ≤ ρ
ρ+1 , m =

(
1−α

α

)
ρ+1, n =

(
1−α

α

) Pp

σ2 , p = dv
5Pp

αPs
−1 and Ei represents

the exponential integral defined as Ei(x) = − ∫ ∞
−x

e−t

t dt. For detailed derivation
of (17), please refer to Appendix A. After substituting (10), (13), (14) and (17)
in (8), we get

P PR
out = (1− e

− σ2ρ
Pp )

(
1−
[(

1 +
σ2ρ

Pp
dv
3

)
e
− σ2ρ

Pp
dv
3

])
+

([(
1 +

σ2ρ

Pp
dv
3

)
e
− σ2ρ

Pp
dv
3

])

(
1− e

− σ2
Pp

(ρ− α
1−α

)
+

2

n
e
− dv

5σ2ρ

αPs
+ mp

n

(
Ei

[
pσ2

Pp

(
ρ − α

1− α

)
− mp

n

]
− Ei

[
−mp

n

]))

(18)
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Special case when α=1 ST acts as a selection combiner. In such senerio,
SNRMRC = Ppγ1

σ2 + Psγmax
σ2 . Therefore (16) reduces to,

P [RMRC < Rpt] = P

[
Ppγ1
σ2

+
Psγmax

σ2
< ρ

]

(19)

After solving,

P [RMRC < Rpt] =e−g

(
e((2μg)−2ψ)

2μ − 1
− 2e((μg)−ψ)

μ − 1
− 1

)

−
(

e2ψ

2μ − 1
− 2e−2ψ

μ − 1
− 1

)

(20)

where, g=ρσ2

PP
, ψ = dv

5ρσ2

Ps
and μ = dv

5Pp

Ps
. For detailed derivation of (20), please

refer Appendix B.

2.4 Outage Probability of Secondary System

Outage probability of a secondary system is the probability by which secondary
receiver fails to decode secondary signal with the target rate i.e. Rst. If in phase
1, links between PT-ST and PT-SR fails in decoding xp, interference cancellation
at SR in phase 2 is not possible and hence outage will be declared for secondary
system. The outage probability for secondary system can be given as [6]

PSR
out = 1 − P [R12 > Rpt]P [R13 > Rpt]P [RSR2 > Rst] (21)

where, R12 is the transmission rate achieved between PT-SR link in phase 1,
R13 is the transmission rate achieved at ST in phase 1 (given in (14)) and RSR

2

is the rate achieved at SR in phase 2. Solving for (21),

R12 =
1
2

log2

(

1 +
Ppγ2
σ2

)

. (22)

Therefore,

P [R12 > Rpt] = P

[

γ2 >
ρσ2

Pp

]

= e
− dv

2ρσ2

Pp . (23)

Moreover,

RSR
2 =

1
2

log2

(

1 +
Ps(1 − α)γ7

σ2

)

. (24)

Therefore,

P [RSR
2 > Rst] = P

[

γ7 >
ρsσ

2

Ps(1 − α)

]

= e− dv
7ρsσ2

Ps(1−α) (25)

where, ρs = 22Rst − 1.
After substituting (23), (14) and (25) in (21), we get

PSR
out = 1 −

[((

1 +
σ2ρ

Pp
dv
3

)

e
− σ2ρ

Pp
dv
3

)

e
− dv

2ρσ2

Pp e− dv
7ρsσ2

Ps(1−α)

]

(26)
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3 Simulation Results and Discussion

In this section, we have discussed the analytical and simulation results for outage
probability. We have compared our results with the scheme in [9], where they
randomly pick an antenna at ST for transmission. Fig 2 shows the simulation
model of the proposed scheme, in which for the ease of analysis all nodes are
assumed to be collinear. The value of d (distance between PT-ST) is considered
to be 0.5 and 0.8. The target rate chosen for primary and secondary system is 1
i.e. Rpt = Rst = 1, and we have considered Pp

σ2 = 5dB.

Fig. 2. System Model
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Fig. 3. Outage Probability of Primary System

Fig. 3 and Fig. 4 shows the outage probability of primary and secondary
system respectively with respect to Ps

σ2 . From the plots it is quite obvious, that
the outage probability of both primary as well as secondary system is continu-
ously decreasing with the increase in power at secondary transmitter. However
this decrement gradually reduces after 10dB because the outage probability also
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Fig. 4. Outage Probability of Secondary System

depends on the successful decoding of primary’s data at ST in phase 1 (from (8
and 21)). The results are shown for two different values of α i.e. 0.5 and 0.7. By
transmitting xs from channel having less instantaneous gain, interference level
at PR get reduced which results in considerable improvement in the performance
of primary system (approximately 10 times at d = 0.5 and α = 0.7 for Ps

σ2 =
5dB) compared to [9]. Even when half of the power of ST (α = 0.5) is allocated
to secondary signal, the performance of proposed scheme is still far better than
that of [9] with an improvement of approximately 5 times. It is also obvious from
Fig. 4 that notwithstanding the improvement in the performance of primary sys-
tem, we are still able to retain the performance of secondary system as in [9].
Furthermore, we also demonstrate the results for the case wherein ST acts as a
pure relay (α = 1) i.e. it is transmitting only primary’s data with the channel
having larger instantaneous gain. For such scenario the proposed scheme works
as a selection combiner in phase 2.

4 Conclusion

In this paper, two phase cooperative spectrum sharing scheme with decode and
forward relay at secondary system has been proposed. The proposed technique
utilizes transmit antenna selection scheme at secondary transmitter in order to
reduce interference at primary receiver due to presence of secondary signal. The
perfect agreement between the simulated results and the analytically obtained
closed form expression for outage probability validated theoretical analysis pre-
sented in the paper.

Acknowledgments. Authors would like to thank Dr. Sanjit Kaul for helping us in
deriving closed form expression for outage probability of primary system.
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Abstract. Cognitive radio (CR) technology is a promising candidate for
next generation intelligent wireless networks. The cognitive engine plays
the role of the brain for the CR and the learning engine is its core. In
order to fully exploit the features of CRs, the learning engine should be
improved. Therefore, in this study, we discuss several machine learning
algorithms and their applications for CRs in terms of spectrum sensing,
modulation classification and power allocation.

Keywords: Cognitive radio · Machine learning · Learning engine ·
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1 Introduction

The evolution of wireless communications systems and many other devices is
continuously subject to two major development trends: a) improvement of exist-
ing capabilities, and b) extension and insertion of new features into the existing
structures. In what concerns the first trend, one can notice that insertion of new
features arises from the fact wireless systems progress very fast in accordance
with the market demands. Therefore, wireless systems always require new ser-
vices and applications. One of the most striking examples for such situations
is cell phones. Earlier cell phones were used only for voice transmissions along
with limited text messaging applications however contemporary cell phones are
capable of transmitting multimedia along with an operating system running on.
In what concerns the second trend, a continuous improvement of existing capa-
bilities is a necessity since incorporating new features adds new dimensions that
help improve the existing capabilities.

The above mentioned considerations suggest that adaptation and optimiza-
tion should always be employed as key enabling technologies for the contin-
uous update of communication systems to dynamically changing conditions.
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In this regard, the purpose of this study is to provide a conceptual descrip-
tion of machine learning algorithms used in the design of wireless communi-
cation systems in the light of a recently emerging technology called cognitive
radio (CR) [1–5]. The idea of CR was first presented by Joseph Mitola III.
and Gerald Q. Maguire, Jr. in [3] “The point in which wireless personal digital
assistants and the related networks are sufficiently and computationally intel-
ligent about radio resources and related computer-to-computer communication
to detect user communications needs as a function of use context, and to pro-
vide radio resources and wireless services most appropriate to those needs” [1].
There are many advantages offered by CRs in wireless communications. A CR
is basically an intelligent wireless device which is aware of the environment and
spectrum and is able to adapt/optimize itself easily to the characteristics of the
communication channel to satisfy the user needs. The environment of a CR may
include radio frequency (RF) spectrum, user behavior, transmission character-
istics and parameters, multi-access interference, localization and data rates of
users. The key strengths of machine learning algorithms are their adaptive nature
with respect to the dynamic changes of the channel and communication system
parameters. In addition, the ability to work without prior knowledge about the
communication environment represents another important feature of CRs. These
considerations recommend machine learning as a promising technology for CRs.

In this paper, applications of machine learning for learning engine, spec-
trum sensing, modulation classification and power allocation in CRs are studied
along with currently available methods and approaches to better adapt and
optimize the overall system performance. The rest of the paper is organized
as follows. The learning engine is presented in Section 2. An overview of key
machine learning techniques that can be implemented into the learning engine
is presented in Section 3. A review of machine learning applications in spectrum
sensing, modulation classification and power allocation for CRs are presented in
Section 4, Section 5 and Section 6, respectively. Concluding remarks are provided
in Section 7.

2 Learning Engine

The cognitive engine is the brain of a CR system and it enables the system to
react intelligently to changes in the environment. Basically, as shown in Figure 1,
the CR extends a software-defined radio by adding an independent cognitive
engine, which consists of a learning engine and reasoning engine [6]. The learning
engine lies in the core of the cognitive engine and it aims to build a model or an
objective function based on the inputs that are to be used in taking the right
decisions and making the correct predictions.

In the context of CRs, no simple relationship between the system inputs
and the objective function is available due to the high complexity and degree
of freedom of the software-defined radio (SDR). In this case, several channel
statistics, such as transmit power, modulation scheme and sensing scheme, need
to be adjusted simultaneously [7]. In such scenarios, adopting a policy-based
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Information
Acquisition

Learning
Engine

Reasoning
Engine SDR

Cognitive radio engine

Fig. 1. The structure of cognitive radio engine.

decision making strategy is infeasible due to the large number of states that
the cognitive radio networks (CRNs) and its radio frequency (RF) environment
assume. In addition, even if the resources are available, considering all the pos-
sible states and actions is impossible given the dynamic and random nature of
CRNs. Thus, the learning engine is crucial in the operation of the CR engine.
A learning engine is adopted to estimate the channel statistics. The results are
incorporated into a predictive calculus-based reasoning engine to make decisions
and achieve certain objectives.

Several learning algorithms can be used to implement the learning engine. For
the sake of brevity, Table 1 lists some of recent works involving the applications
of machine learning algorithms in CR. The recent literature shows extensive use
of different learning algorithms in CRs which will be discussed in Section 3. How-
ever, several factors influence the selection of the learning algorithm to imple-
ment the learning engine. For example, one important factor is the availability
of prior knowledge about the environment. Supervised learning methods are
applicable only if prior information about the environment is known to train
the agent. On the other hand, unsupervised learning methods are appealing for
scenarios with lack of prior information. The computational complexity of the
algorithm is the main limiting factor especially for CRs with limited resources.
In general, CRNs and their RF environment exhibit the following characteristics
[7]: (i) incomplete observation information about the state variable, (ii) incorpo-
ration of CRs into CRNs and (iii) unknown RF environment. Consequently, the
learning engine must be designed by taking into account the above characteris-
tics such that the learning method efficiently and optimally adapt to the changes
and the incompleteness of the observed information and RF environment.
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Table 1. Classification of Papers Exploiting Machine Learning Algorithms

Supervised Learning
Unsupervised Learning Reinforcement Learning

SVM KNN

Spectrum Sensing [8,9] [8,9] [8,10] [11–13]

Modulation Classification [14,15] [16]

Power Allocation [17–19]

3 Machine Learning

In literature, machine learning techniques can be categorized into three differ-
ent types, namely, supervised learning, unsupervised learning and reinforcement
learning (RL).

3.1 Supervised Learning

Supervised learning is a machine learning approach that infers an objective func-
tion from a labeled training data. Thus, this method requires prior information
about the environment. The training data consists of input-output pairs. An
inferred function is derived based on the samples to map the future input. For
instance, the training samples (xi, yi) are given and it is assumed that (xi, yi) are
drawn from some distribution P (x). Classification is the main function for super-
vised learning and its goal is to find a classifier function f such that it fits and char-
acterizes the training examples. The classifier is used to map and classify the new-
coming data. One well-known example of supervised learning methods is referred
to as the support vector machine (SVM) and it was first developed in [20]. The
original SVM approach builds a linear classifier that maps the input vectors to a
high-dimensional space. A nonlinear SVM classification method was proposed by
Boser et al [21] using the kernel trick. SVM is exploited in a wide range of machine
learning applications due to its accurate predictions, fast evaluation of the tar-
geted function and the robustness against noise and errors. For more information
about SVM, the reader is referred to [22,23].

3.2 Unsupervised Learning

In contrast to the supervised learning, the unsupervised learning applies to an
environment in which the prior knowledge is unknown. Specifically, the unsuper-
vised learning extracts hidden features from the unlabeled data. Since the sam-
ples from unsupervised learning are unlabeled, unsupervised learning receives
neither targeted outputs nor environmental rewards. This fact distinguishes the
unsupervised learning from the supervised learning and the reinforcement learn-
ing. The main functions for unsupervised learning are clustering, dimensionality
reduction and blind signal separation [24,25]. In principle, a clustering algorithm
aims to group objects into clusters such that the elements in the same cluster are
similar to each other and different from the elements placed in any other clus-
ters. There are several clustering algorithms such as K-means or centroid-based
clustering [26,27] and mixture models.
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3.3 Reinforcement Learning

Reinforcement learning is an online learning method which lies in the middle
between supervised and unsupervised learning. The general idea behind the rein-
forcement learning is to maximize a specific reward function. According to [28],
the reinforcement learning consists of three main components: a policy, a reward
function and value function. Let S be the set of all possible states of the envi-
ronment, and A be the set of all possible actions and n denote the time index.
A policy π : S × A → S is the rule that defines the selection of next state sn+1

based on the current state-action pair (sn, an). The policy can be deterministic
or stochastic. In a deterministic policy, the agent selects the actions in a deter-
ministic fashion based on the current state. The reward function rn : A×S → �
is a scalar function that maps each state-action pair (sn, an) into a single real
number, reward, that indicates the reward obtained by selecting the action an

at state sn to move into state sn+1. According to the knowledge of the reward
function, reinforcement learning is classified into a model-based learning if the
reward is known and a model-free learning otherwise. Generally, the reward func-
tions may be stochastic. The reward function determines the immediate or short
term reward of an action. However, the agent is interested in the long-run total
reward which is defined by the value function or return. Starting from state sn,
the return is the random variable Rn defined as:

Rn =

{∑∞
k=0 γkrn+k+1 : non-episodic model

∑N
k=0 rn+k+1 : episodic model,

(1)

where γ ∈ [0, 1] is the discount factor. The goal of the reinforcement algorithm
is to find a policy that maximizes Rn. In principle, the optimal policy can be
found by exhaustive search of the policy space. This solution is computationally
infeasible due to the large (or even infinite) number of policies to be checked.
Hence, the core of reinforcement learning algorithms is to find an efficient method
to calculate or approximate the function value.

One appealing method is to estimate the function value. Estimation of func-
tion values in more details is commonly carried out within a Markov Decision
Process (MDP), which represents a general framework for reinforcement learn-
ing. MDP is a reinforcement learning environment in which states satisfy Markov
property. Markov property means that deciding the next state sn+1 depends
only on the current state sn and action an. In other words, the current state and
actions contain all the required information about future state. Mathematically,
this condition can be expressed as follows:

Pr{sn+1, rn+1|sn, an, rn, sn−1, . . . , s0, a0, r0}
= Pr{sn+1 = s, rn+1 = r|sn, an, rn}. (2)

The Markovian assumption simplifies the analysis by allowing prediction of
future rewards based only on the current state and action. A finite MDP means
that state and action spaces are finite. A natural way to estimate the value func-
tion is to take the sample mean of the received rewards. Since the rewards depend
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on the selected action, the estimated value function depends on the selected pol-
icy. Define the state-value function for π policy (V π) as the expected value of
return given that agent is in the sn state and follows the π policy. For MDP,
V π(sn) is defined as:

V π(sn) = Eπ[Rn|sn, π]. (3)

Similarly, the action-value function for π policy, Qπ(sn, an), is defined as the
expected return starting from state sn and taking the action an and following
the policy π. In MDP, Qπ(sn, an) can be defined as:

Qπ(sn, an) = Eπ[Rn|sn, an, π]. (4)

It is shown in [28] that the optimal action-value function Q∗(sn, an) satisfies:

Q∗(sn, an) = max
π

Qπ(sn, an)·
∑

sn+1∈S

(
Pr[sn+1|sn, sn] [rn + γ max

an+1∈A
Q∗(sn+1, an+1)]

)
. (5)

One way to maximize the action-value functions is the Q-learning algorithm [29].
Q-learning follows a fixed state transition and does not require prior information
about the environment. The update for the one-step version is given by:

Qn+1(sn, an) = Qn(sn, an) + α[rn+1+
γ max

an+1∈A
Qn(sn+1, an+1) − Qn(sn, an)]. (6)

The reinforcement learning is subject to a trade-off between exploration and
exploitation. This trade-off manifests through the fact that at each stage, the
agent has to decide whether to exploit the current highest reward action or
to explore new actions for higher rewards. Two action selection methods for
controlling the trade off between exploration and exploitation are the ε-greedy
and softmax action [28,30]. In ε-greedy, the next action is selected either at
random with uniform probability ε or by selecting the optimal action a∗ =
maxa Q(a, s) with probability 1 − ε. In the softmax method, the action a is
selected with probability

exp{Q(sn, an)/τ}
∑

an+1∈A exp{Q(sn, an)/τ} , (7)

where τ is a positive weight factor for each action and is referred to as the
temperature factor.

Reinforcement learning algorithms differ by how they efficiently compute the
value function. Reinforcement learning algorithms can be also divided into single
agent reinforcement learning (SARL) and multiple agent reinforcement learning
(MARL). In SARL, the learning process is local at each agent in the sense that
rewards for each agent does not depend on the other agents. In MARL, the
reward depends on both, the environment and all agent policies and actions.
This dependence on other agents’ policies complicates the learning process. The
interested reader is referred to [28,31,32] for detailed information about the
reinforcement learning.
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4 Machine Learning for Spectrum Sensing

The main challenge of CRNs is to opportunistically utilize the unused spectrum
of the primary system. Also, the CR should be designed in a way to protect the
primary users from any interference or quality of service (QoS) degradation. To
achieve this goal, the CR must present the ability to detect the occupancy of
RF transmission activities in the primary system.

Various methods have been proposed for spectrum sensing [33] such as
matched filter, energy detection and cyclostationary detection. The matched fil-
ter [34] is known to be optimal for detecting deterministic unknown signals in
additive white Gaussian noise (AWGN). However, the matched filter approach
is a coherent method, and impractical for scenarios where the CR compete for
large number of bands. Implementation of a matched filter for such scenarios
requires to equip the CR device with a large number of synchronization circuits
to match the different bands. However, such an approach is not efficient. The
basic idea of energy detector [35,36] is to measure the energy of the received sig-
nal, and then to compare it to a threshold to decide the occupancy of the sensed
primary band. The main advantages of an energy detector are its simplicity, low
cost and the ability to work without any prior knowledge about the waveform
of the primary system. However, an energy detector is very sensitive to channel
impairments since it is unable to distinguish between the primary signal and
noise or any type of interference. Cyclostationary detection is based on the fact
that many digital and analog modulated signals have special statistical features
because of the inherent periodicity of these signals statistics [37]. In contrast,
the noise does not present in general such features. One way to exploit the cyclo-
stationary features is to use the spectral-correlation density (SCD) function. A
cyclostationary statistics based detection approach is more immune to station-
ary noise and interferences. Moreover, cyclostationary provides inherent signal
identification since different signals differ in their SCD function. However, these
benefits come at the cost of more complexity.

Assessing the RF-spectrum is a high dimensional complex problem due to
the large number of parameters involved. Using dynamic programming methods
is computationally infeasible especially if the CR devices present power limita-
tions. Machine learning provides an asymptotically close-to-optimal and com-
putationally efficient alternative [30]. Therefore, many papers propose machine
learning-based techniques for spectrum sensing.

Spectrum sensing is a typical classification (or clustering) problem in the
sense that it is required to identify whether the sensed band belongs to the
available class (or cluster). A misdetection occurs if the selected channel is con-
sidered to be idle, while it is in reality used by the primary system. Hence, the
primary system will be subject to an interference and a collision may occur. On
the other hand, a false alarm occurs if the channel is available for the CR but
the classifier decides that it is used. Consequently, a degradation of spectrum
utilization occurs.

The authors in [8] implemented cooperative spectrum sensing (CSS) using
several machine learning techniques. These techniques are the K-means clus-
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tering and Gaussian mixture model (GMM) from the unsupervised learning
category and the support vector machine (SVM) and the weighted K-nearest-
neighbor (KNN) from the supervised learning category. The CSS considered here
is a centralized based cooperative sensing. All the energy levels estimated at the
CR devices are collected at a CR device (e.g., the central device). This vector
of energy levels acts as a feature input for the classification and clustering algo-
rithm to decide whether the channel is available for the CR or not. The channel
is idle if it is not utilized by any primary user. Similarly, the CSS scenario is
studied in [9] using SVM and KNN.

The authors in [38] proposed a centralized CSS method in which each CR
reports its measurements to a central node (another CR device). Then, the
linear fusion rule is used to decide the availability of the channel. To enhance
the sensing performance, the topology of the CRN is taken into account because
measurements carried out by CRs closer to the primary users are more reliable
than far away transceivers. The impact of the location information is reflected
into the values of the linear coefficients which are determined by the Fisher linear
discriminant analysis.

In many cases, the spectrum of interest is very wide and/or non-contiguous.
Hence, a single CR device may not sense the whole the spectrum at once. An
alternative solution is to assign a subset of k CRs to sense each subband [39].
One issue with the fixed number assignment is that monitoring some subbands
with k CRs is more than what is needed to achieve the sensing requirements.
And hence, more power consumption is required for the CRs. In [11], a reinforce-
ment learning method with ε-greedy action selection is employed to optimize the
multiband spectrum sensing and reduce the energy consumption in the CRN.
This is achieved by exploiting the occupancy statistic of each subband and then
assigning the minimum number of CRs that achieves the required misdetection
probability.

5 Machine Learning for Modulation Classification

In general, modulation classification algorithms assume two steps. The first step
performs the feature extraction. Examples of features are spectral correlation
and cumulants. The second step carries out the classification task (via Naive
Bayes, SVM) or clustering task (via KNN, mixture models).

The authors of [16] proposed a two stage classification algorithm using
Genetic Programming (GP) and K-Nearest Neighbor (KNN) approach. The pro-
posed algorithm can identify BPSK, QPSK, 16QAM and 64QAM modulation
schemes, and exploit the forth and sixth order cumulants of the received signals
as features. The first stage divides the signal into three classes: BPSK, QPSK
and QAM (both 16 and 64). To differentiate between 16QAM and 64QAM,
the third class output is fed into the second stage classifier that distinguishes
between 16QAM and 64 QAM.

In [14], two modulation classification approaches are presented. Both of them
exploit the SVM classifier. However, they differ in the selection of the feature
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vector and modulation schemes. The first approach aims to distinguish among 16
QAM, 32 QAM and 64 QAM and uses the demodulation error (i.e, the distance
between the received symbol and its nearest neighbor in each constellation) as
a feature vector. The second approach aims to distinguish among AM, BPSK,
QPSK and BFSK and uses the cyclic spectral correlation as a feature.

The previous works classify only digital modulated signals. In [15], a SVM
classification method is proposed to classify two analog modulated signals (AM
and FM) in addition to five digitally modulated ones (BPSK, QPSK, GMSK,
16-QAM and 64QAM). The authors use a combination of spectral and higher
order cumulants as features. Then, these features are fed into a SVM classifier
to identify the modulation scheme.

6 Machine Learning for Power Allocation

As mentioned in Section 3, Q-learning is a simple and efficient way to implement
reinforcement learning. The operation of Q-learning requires the definition of
a reward function. In power allocation problem, defining the reward function
can be easily done in terms of the transmission powers and channel gains. The
authors in [17] use centralized Q-learning to address the channel and power
allocation problem in CRNs. They consider a scenario where all the transmissions
of the CRs are controlled by a cognitive base station. Therefore, the cognitive
base station is the learning agent and provides channel and power allocation
services to the CRs. In this work, the number of transmission activities of the
CRs is modeled as a Poisson process. The state is defined as

sn =[incoming user index, user(s) on transmission,

received power on each channel]T

and the reward function is defined by:

rn =
N∑

i=1

log2

(

1 +
Pif(i)hi(f(i))

N0 +
∑

j �=i Pjf(j)hj(f(j))ψ(i, j)

)

where f(i) and Pi are the channel and power level used by the i’th user, respec-
tively. N0 denotes the noise power and N stands for the number of users. Func-
tion ψ(i, j) is determined by:

φ(i, j) =

{
1 , f(i) = f(j)
0 , else.

A decentralized Q-learning algorithm for power allocation is considered in [18].
The reward criterion is defined by:

rn =
N∑

i=1

(SINRs
i − SINRs

Th)2 ,
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where SINRp
i is the primary network SINR at the Ii’th cell, SINRs

i denotes
the secondary network SINR at the Ii’th cell and N stands for the number of
cells.

In [19], a decentralized MARL is considered to control the transmit power and
spectrum used by CRs in order to reduce the interference at the primary users. In
order to overcome the increased computational complexity of the function value
in reinforcement learning for large CRNs, the authors apply an approximation to
the value function using a Kanerva-based approximation function. In this paper,
the environment state at time index n is defined as sn = [spn,pwn]T where spn

denotes the vector of spectra and pwn stands for a vector of power values across
all agents.

7 Conclusion

There is a growing interest in machine learning techniques in assessing the fea-
tures of CRNs. Therefore, in this study, we investigated the usefulness of machine
learning techniques for spectrum sensing, modulation classification and power
allocation in CRNs.
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