
Efficient Axiom Pinpointing with EL2MCS

M. Fareed Arif1(B), Carlos Menćıa1, and Joao Marques-Silva1,2
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Abstract. Axiom pinpointing consists in computing a set-wise minimal
set of axioms that explains the reason for a subsumption relation in an
ontology. Recently, an encoding of the classification of an EL+ ontology
to a polynomial-size Horn propositional formula has been devised. This
enables the development of a method for axiom pinpointing based on the
analysis of unsatisfiable propositional formulas. Building on this earlier
work, we propose a computation method, termed EL2MCS, that exploits
an important relationship between minimal axiom sets and minimal unsat-
isfiable subformulas in the propositional domain. Experimental evaluation
shows that EL2MCS achieves substantial performance gains over existing
axiom pinpointing approaches for lightweight description logics.

1 Introduction

Axiom pinpointing consists in identifying a minimal set of axioms (MinA) that
explains a given subsumption relation in an ontology. This problem is useful for
debugging ontologies, and finds several application domains, including medical
informatics [15,20,32]. Earlier axiom pinpointing algorithms [5,6] in lightweight
Description Logics (i.e., EL and EL+) generate a (worst-case exponential-size)
propositional formula and compute the MinAs by finding its minimal mod-
els, which is an NP-hard problem. More recently, a polynomial-size encoding
is devised in [33,34] that encodes the classification of an EL+ ontology into a
Horn propositional formula (i.e. it can be exponentially more compact than ear-
lier work [5,6]). This encoding is exploited by the axiom pinpointing algorithm
EL+SAT [33,34], based on SAT methods [25] and SMT-like techniques [17].
Although effective at computing MinAs, these dedicated algorithms often fail to
enumerate MinAs to completion, or to prove that no additional MinA exists.

Building on this previous work, we present a new approach for axiom pin-
pointing in EL+ DLs, termed EL2MCS. It is based on a relationship between
MinAs and minimal unsatisfiable subformulas (MUSes) of the Horn formula
encoding [33,34]. The relationship between MUSes and MinAs makes it possi-
ble to benefit from the large recent body of work on extracting MUSes [8,9,14,
16,24,29], but also minimal correction subsets (MCSes), as well as their min-
imal hitting set relationship [7,18,31], which for the propositional case allows
for exploiting the performance of modern SAT solvers. The relationship between
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axiom pinpointing and MUS enumeration was also studied elsewhere indepen-
dently [22], where the proposed approach iteratively computes implicants [12,24]
instead of exploiting hitting set dualization.

Experimental results, considering instances from medical ontologies, show
that EL2MCS significantly outperforms existing approaches [4,19,22,34].

The remainder of the paper is structured as follows. Section 2 introduces basic
definitions and notation. Section 3 describes the propositional Horn encoding and
our proposed axiom pinpointing approach. The experimental results are reported
in Section 4 and Section 5 concludes the paper.

2 Preliminaries

2.1 Lightweight Description Logics

The standard definitions of EL+ are assumed [3,6,33]. Starting from a set NC of
concept names and a set NR of role names, every concept name in NC is an EL+

concept description that also uses �, �, and ∃r.C constructs to define concept
descriptions and role chains r1 ◦· · ·◦rn from roles in NR. A TBox is a finite set of
general concept inclusion (GCI) of form C � D and role inclusion (RI) axioms
of form r1 ◦· · ·◦rn � s. For a TBox T , PCT denotes the set of primitive concepts
of T , representing the smallest set of concepts that contains the top concept �,
and all the concept names in T . PRT denotes the set of primitive roles of T ,
representing all role names in T . The main inference problem for EL+ is concept
subsumption [3,6]:

Definition 1 (Concept Subsumption). Let C,D represent two EL+ concept
descriptions and let T represent an EL+ TBox. C is subsumed by D w.r.t. T
(denoted C �T D) iff CI ⊆ DI in every model I of T .

Finding an explanation, termed axiom pinpointing, consists of computing a min-
imal axiom subset (MinA) that explains the subsumption relation.

Definition 2 (MinA). Let T be an EL+ TBox, and let C,D ∈ PCT be primi-
tive concept names, with C �T D. Let S ⊆ T be such that C �S D. If S is such
that C �S D and C 	�S′ D for S ′

� S, then S is a minimal axiom set (MinA)
w.r.t. C �T D.

2.2 Propositional Satisfiability

Standard propositional satisfiability (SAT) definitions are assumed [10]. We con-
sider propositional CNF formulas and use a clause-set based representation of
such formulas. Formulas are represented by F , M, M′, C and C′, but also by ϕ
and φ. Horn formulas are such that every clause contains at most one positive
literal. In this paper, we explore both MUSes and MCSes of CNF formulas.

Definition 3 (MUS). M ⊆ F is a Minimal Unsatisfiable Subformula (MUS)
of F iff M is unsatisfiable and ∀M′�M M′ is satisfiable.
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Definition 4 (MCS). C ⊆ F is a Minimal Correction Subformula (MCS) of
F iff F \ C is satisfiable and ∀C′�C F \ C′ is unsatisfiable.

A well-known result, which will be used in the paper is the minimal hitting set rela-
tionship between MUSes and MCSes of an unsatisfiable formula F [7,11,18,31].

Theorem 1. Let F be unsatisfiable. Then, each MCS of F is a minimal hitting
set of the MUSes of F and each MUS of F is a minimal hitting set of the MCSes
of F .
A partial MaxSAT, formula ϕ is that partitioned into a set of hard (ϕH) and
soft (ϕS) clauses, i.e. ϕ = {ϕH , ϕS}. Hard clauses must be satisfied while soft
clauses can be relaxed. We have used partial MaxSAT encoding and enumeration
of MUSes [7,18] using minimal hitting set duals [7,11,18,31] in our proposed
solution.

3 Computation Technique and Tool Overview (EL2MCS)

This section introduces the main organization of our approach. It works over
the propositional Horn encoding used in EL+SAT [33,34], and exploits a close
relationship between MinAs and MUSes.

3.1 Horn Formula Encoding

In EL+SAT, the Horn formula φall
T (po) mimics the classification of TBox T and

is constructed as follows [33,34]:
1. For every axiom (concretely axi), create an axiom selector propositional

variable s[axi]. For trivial GCI of the form C � C or C � �, s[axi] is constant
true.

2. During the execution of the classification algorithm [3,6], for every applica-
tion of a rule (concretely r) generating some assertion (concretely ai), add
to φall

T (po) a clause of the form,
⎛
⎝ ∧

aj∈ant(r)

s[aj ]

⎞
⎠→ s[ai]

where s[ai] is the selector variable for ai and ant(r) are the antecedents of
ai with respect to a completion rule r.

For axiom pinpointing the SAT-based algorithms [33,34], exploiting the ideas
from early work on SAT solving [25] and AllSMT [17], compute MinAs for
any subsumption relation (i.e., Ci � Di) using the list of assumption variables
{¬s[Ci�Di]} ∪ {s[axi] | axi ∈ T }. The following theorem is fundamental for this
work [33,34], and is extended in the next section to relate MinAs with MUSes
of propositional formulas.
Theorem 2 (Theorem 3 in [34]). Given an EL+ TBox T , for every S ⊆ T
and for every pair of concept names C,D ∈ PCT , C �S D if and only if the
Horn propositional formula φall

T (po) ∧(¬s[C�D]) ∧axi∈S (s[axi]) is unsatisfiable.



228 M.F. Arif et al.

3.2 MinAs as MUSes

Although not explicitly stated, the relation between axiom pinpointing and MUS
extraction has been apparent in earlier work [6,33,34].

Theorem 3 ([1]). Given an EL+ TBox T , for every S ⊆ T and for every
pair of concept names C,D ∈ PCT , S is a MinA of C �S D if and only if
the Horn propositional formula φall

T (po) ∧(¬s[C�D]) ∧axi∈S (s[axi]) is minimally
unsatisfiable.

Based on Theorem 3 and the MUS enumeration approach in [18], we can now
outline our axiom pinpointing approach.

3.3 Axiom Pinpointing Using MaxSAT

As described earlier, the axiom pinpointing algorithm [33,34] explicitly enumer-
ates the selection variables (i.e., s[axi]) in an AllSMT-inspired approach [17]. In
contrast, our approach is to model the problem as partial maximum satisfiability
(MaxSAT), and enumerate over the MUSes of the MaxSAT problem formulation.
Therefore, all clauses in φall

T (po) are declared as hard clauses. Observe that, by
construction, φall

T (po) is satisfiable. In addition, the constraint C �T D is encoded
with another hard clause, namely (¬s[C�T D]). Finally, the variable s[axi] associ-
ated with each axiom axi denotes a unit soft clause. The intuitive justification is
that the goal is to include as many axioms as possible, leaving out a minimal set
which, if included, would cause the complete formula to be unsatisfiable. Thus,
each of these sets represents an MCS of the MaxSAT problem formulation, but
also a minimal set of axioms that needs to be dropped for the subsumption rela-
tion not to hold (i.e. a diagnosis [20]). MCS enumeration can be implemented
with a MaxSAT solver [18,27] or with a dedicated algorithm [23]. It is well-known
(e.g. see Theorem 1) that MCSes are minimal hitting sets of MUSes, and MUSes
are minimal hitting sets of MCSes [7,11,18,31]. Thus, we use explicit minimal
hitting set duality to obtain the MUSes we are looking for, starting from the
previously computed MCSes.

3.4 EL2MCS Tool

The organization of the EL2MCS tool is shown in Figure 1. The first step is
similar to EL+SAT [33,34] in that a propositional Horn formula is generated.
The next step, however, exploits the ideas in Section 3.3, and generates a partial
MaxSAT encoding. We can now enumerate the MCSes of the partial MaxSAT
formula using the CAMUS2 tool [23]1. The final step is to exploit minimal
hitting set duality for computing all the MUSes given the set of MCSes [18].
This is achieved with the CAMUS tool2. The hypergraph traversal computa-
tion tools, shd [28] and MTminer [13], could be used instead in this phase. It

1 Available from http://logos.ucd.ie/web/doku.php?id=mcsls
2 Available from http://sun.iwu.edu/∼mliffito/camus/

http://logos.ucd.ie/web/doku.php?id=mcsls
http://sun.iwu.edu/~mliffito/camus/
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Fig. 1. The EL2MCS tool

should be observed that, although MCS enumeration uses CAMUS2 (a modern
implementation of the MCS enumerator in CAMUS [18], capable of handling
partial MaxSAT formulae), alternative MCS enumeration approaches were con-
sidered [23] but found not to be as efficient.

4 Experimental Evaluation

This section presents an empirical evaluation of EL2MCS3, which is compared
to the state-of-the-art tools EL+SAT [34], JUST [19], CEL [4] and SATPin [22].
EL+SAT and SATPin are SAT-based approaches, whereas CEL and JUST use
dedicated reasoners.

The medical ontologies used in the experiments are GALEN [30] (two vari-
ants: FULL-GALEN and NOT-GALEN), Gene [2], NCI [35] and SNOMED-
CT [36]. As in earlier work [34], for each ontology 100 subsumption query
instances were considered. So, there are 500 instances. In addition, for the SAT-
based tools, including EL2MCS, the instances were simplified with the cone-
of-influence (COI) reduction technique. CEL and JUST use their own similar
simplification techniques. The comparison with CEL and JUST imposes addi-
tional constraints. CEL reports at most 10 MinAs, so only 397 instances with
up to 10 MinAs were considered in the comparison with CEL. JUST is only
able to handle a subset of EL+, so the comparison with JUST only considers
292 instances it can return correct results. The experiments were performed on
a Linux Cluster (2GHz), with a time limit of 3600s.

By the time limit, out of the 500 instances, EL+SAT solves 241, SATPin
solves 458 and EL2MCS solves 470. For the few instances EL2MCS does not
solve, it computes thousands of MCSes by the time limit without reporting any
MinA. In these cases, EL+SAT and SATPin are able to return some MinAs,
although not achieving complete enumeration. Regarding the comparison with
CEL, out of 397 instances, CEL solves 394 and EL2MCS solves all of them.
Compared with JUST, out of the 292 instances considered, JUST solves 242
and EL2MCS solves 264. It is worth mentioning that there is no instance some
tool is able to solve and EL2MCS is not. Table 1 compares EL2MCS with the
other tools in terms of the number of instances it performed better and worse
(wins/losses). Unsolved instances where some method computed some MinAs
and EL2MCS did not, are counted as losses. As we can observe, in most cases,
EL2MCS performs better than any other tool. Figure 2 shows four scatter plots
with a pairwise comparison of EL2MCS and each other tool in terms of their

3 Available from http://logos.ucd.ie/web/doku.php?id=el2mcs

http://logos.ucd.ie/web/doku.php?id=el2mcs
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Table 1. Summary of results comparing EL2MCS with EL+SAT, SATPin, CEL and
JUST.

vs EL+SAT vs SATPin vs CEL vs JUST

#Wins / #Losses 359 / 106 353 / 114 379 / 18 236 / 28

%Wins / %Losses 71.8% / 21.2% 70.6% / 22.8% 96.2% / 4.5% 80.8% / 9.6%

Fig. 2. Plots comparing EL2MCS with EL+SAT, CEL, JUST and SATPin (runtimes
in secs).

running times. They reveal very significant differences in favor of EL2MCS in
all cases. EL2MCS is remarkably faster than any other tool for most instances,
in many cases with performance gaps of more than one order of magnitude.
The greatest advantages are over EL+SAT, CEL and JUST. On a few instances,
JUST is faster than EL2MCS. However, note that JUST is only able to handle a
subset of EL+, and so it is expected to be very efficient on this kind of instances.
SATPin performs better than other alternatives, solving a few instances less than
EL2MCS, but still EL2MCS outperforms it consistently in terms of running time.
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5 Conclusions and Future Work

This paper presents the EL2MCS tool for axiom pinpointing of EL+ ontologies.
Building on previous work [33,34], EL2MCS exploits a close relationship between
MinAs and MUSes of propositional formulas, and instruments an efficient algo-
rithm that relies on explicit minimal hitting set dualization of MCSes and MUSes
of unsatisfiable formulas. Experimental results over well-known benchmarks from
medical ontologies reveal that EL2MCS significantly outperforms the state of
the art, thus constituting a very effective alternative for this problem. A natural
research direction is to attempt to improve EL2MCS by substituting some of its
parts by other advanced novel alternatives (e.g. MCS extraction and enumera-
tion [21,26]).
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