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Preface

This volume contains the conference proceedings of the 38th German Conference on
Artificial Intelligence, KI 2015, which was held 21–25 September 2015 in Dresden,
Germany. Starting as German Workshop on AI (GWAI) in 1975, this annual event
traditionally brings together academic and industrial researchers from all areas of AI,
providing a premier forum for exchanging news and research results on theory and
applications of intelligent system technology.

This year, the conference was preceded by an international summer school on
reasoning organized by the International Center for Computational Logic. Nine
workshops with their own proceedings were held on the first two days of the confer-
ence. In addition, a doctoral consortium provided doctoral researchers the opportunity
to obtain feedback on their work. The research outlines are included in the KI
proceedings.

The conference received 59 submissions (involving authors from 22 countries), of
which 48 were research papers (RPs), and 11 were technical communications (TCs), a
more concise paper format that was introduced for the first time this year. TCs provide
the opportunity to present a wider range of results and ideas that are of interest to the KI
audience, including reports about researchers’ own recent publications, position papers,
and previews of ongoing work. In a rigorous reviewing process, 15 research papers
were selected for publication (31% of 48 submitted RPs), while another 14 submissions
were accepted as TCs. On top of these conference papers, the volume also features the
four accepted contributions to the KI 2015 Doctoral Consortium.

We thank all Program Committee members and additional reviewers for their
invaluable effort in thoroughly assessing and discussing the submitted contributions.
Special thanks are due to Riccardo Rosati, who acted as an External Program Chair, in
order to coordinate the review of all papers that involved authors from TU Dresden.

For KI 2015 we were happy to secure the participation of three distinguished
scientists as keynote speakers: Molham Aref (LogicBlox, USA) delivered a talk about
declarative probabilistic programming, Ross D. King (University of Manchester)
provided insights into his work with robot scientists, and Francesca Rossi (University
of Padova) addressed safety and ethical issues in systems for collective decision
making. Abstracts of each invited talk are included in this volume.

A number of people were involved in the organization of this conference. We would
like to thank our Sponsorship Chair, Saartje Brockmans, our Publicity Chair, Simone
Paulo Ponzetto, as well as the local organization team, in particular Emmanuelle-Anna
Dietz, Norbert Manthey, and Peter Steinke. We further thank our Workshop Chair,
Anni-Yasmin Turhan, and all workshop organizers. We also gratefully acknowledge
the support of our sponsors. In particular, we thank the main conference sponsors
arago (platinum) and STI Innsbruck (gold), as well as all other sponsors and partners as
mentioned on the following pages. Moreover, we appreciate the assistance and



professional service provided by the Springer LNCS editorial and publishing teams.
Finally, thanks are due to all authors and participants of KI 2015; we hope that their
stay in Dresden was most profitable and enjoyable.

September 2015 Steffen Hölldobler
Markus Krötzsch
Rafael Peñaloza

Sebastian Rudolph
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Declarative Probabilistic Programming

Molham Aref

LogicBlox, Atlanta, USA
molham.aref@logicblox.com

Abstract. I will summarize our work on a declarative programming language
that offers native language support for expressing predictive (e.g. machine
learning) and prescriptive (e.g. combinatorial optimization) analytics. The pre-
sentation gives an overview of the platform and the language. In particular, it
focuses on the important role of integrity constraints, which are used not only
for maintaining data integrity, but also, for example, for the specification of
complex optimization problems and probabilistic programming.

Molham Aref is the founder and CEO of LogicBlox and Predictix. He has
over 23 years of experience leading teams that deliver high value predictive and
prescriptive analytics solutions to some of the world’s largest enterprises. Pre-
viously, he was CEO of Optimi (acquired by Ericsson), a leader in wireless
network simulation and optimization and has held senior leadership positions at
Retek (now Oracle Retail) and HNC Software (now FICO). He received his
Bachelors in Computer Engineering, M.S. in Electrical Engineering, and M.S in
Computer Science from Georgia Tech.



Automating Chemistry and Biology Using
Robot Scientists

Ross D. King

School of Computer Science
University of Manchester, Manchester, UK
ross.king@manchester.ac.uk

“When my metaphysical friends tell me that the data on which the astronomers made their
calculations … were necessarily obtained originally through the evidence of their senses, I say
‘No’. They might, in theory at any rate, be obtained by automatic calculating machine set in
motion by the light falling upon them without admixture of the human senses at any stage’’

Winston Churchill (1930)

Abstract. Science is an excellent application area for AI. Scientific problems are
abstract, which suits AI reasoning, but they also involve the complexity of the
real-world. Scientific problems are also restricted in scope, which again suits AI
reasoning there is no need to know about “Cabbages and Kings”. Nature is also
honest and this simplifies reasoning as there is no need to consider malicious
agents. Finally, Nature is a worthy object of our study, and the generation of
scientific knowledge is a public good.

A Robot Scientist is a physically implemented robotic system that utilises
techniques from artificial intelligence to execute cycles of automated scientific
experimentation. A Robot Scientist can automatically execute cycles of:
hypothesis formation, selection of efficient experiments to discriminate between
hypotheses, execution of experiments using laboratory automation equipment,
and analysis of results. The aim of developing Robot Scientists is to better
understand science, and to make scientific research more efficient.

The Robot Scientist “Adam” was the first machine to autonomously
hypothesise and experimentally confirm novel scientific knowledge: Adam
generated functional genomics hypotheses about the yeast Saccharomyces ce-
revisiae, and experimentally tested these hypotheses using laboratory automa-
tion. Adams conclusions were then confirmed by manual experiments. To
describe Adams research, we have developed an ontology and logical language.
The resulting formalization involves over 10,000 different research units in a
nested treelike structure, 10 levels deep, that relates the 6.6 million biomass
measurements to their logical description. This formalisation describes how a
machine contributed to scientific knowledge.

The Robot Scientist “Eve” was developed to automate and integrate drug
discovery: drug screening, hit conformation, and QSAR development. Eve
executes library-screening, hit-confirmation, and lead generation through cycles
of quantitative structure activity relationship learning and testing. Using



econometric modelling it was shown that the selection of compounds by Eve is
more cost efficient than standard drug screening. Eve has repositioned several
drugs against specific targets in parasites that cause tropical diseases. One val-
idated discovery is that the anti-cancer compound TNP-470 is a potent inhibitor
of dihydrofolate reductase from the malaria-causing parasite Plasmodium vivax.

My colleagues and I are currently working on a number of extensions/
refinements to Eve. We are improving Eves AI reasoning through integration of
nonmonotonic abductive inductive learning, and probabilistic relational learn-
ing. We are also investigating how Eve can plan new types of experiments to
test hypotheses through intelligent use of a set of available laboratory automa-
tion equipment, rather than just applying formulaic experiments. We are also
currently extending the biological application area of Eve to investigate cancer.
This involves modifying Eve to be able to work with mammalian cells, and the
AI to be able to use background knowledge about signaling networks.

I believe that in the future advances in computer hardware and software will
drive the development of ever-smarter Robot Scientists. The improved collab-
oration between Human and Robot Scientists will produce better science than
either can alone. The resulting improved productivity of science will lead to
societal benefits: better food security, better medicines, etc. The Physics Nobel
Laureate Frank Wilczek is on record as saying that in 100 years time the best
physicist will be a machine. Time will tell.

References

1. King,R.D.,Whelan,K.E., Jones, F.M.,Reiser, P.G.K., Bryant, C.H.,Muggleton, S.H.,Kell, D.B.,
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Safety Constraints and Ethical Principles
in Collective Decision Making Systems

Francesca Rossi
University of Padova, Padua, Italy

This extended abstract describes a research project funded by the Future of Life
Institute, 2015–2018.

Joint work with J. Greene (Harvard Univ.), J. Tasioulas
(King’s College London),

K. B. Venable (Tulane Univ. and IMHC), B. Williams (MIT).

Abstract. The future will see autonomous machines acting in the same envi-
ronment as humans, in areas as diverse as driving, assistive technology, and
health care. Think of self-driving cars, companion robots, and medical diagnosis
support systems. We also believe that humans and machines will often need to
work together and agree on common decisions. Thus hybrid collective decision
making systems will be in great need.

In this scenario, both machines and collective decision making systems
should follow some form of moral values and ethical principles (appropriate to
where they will act but always aligned to humans’), as well as safety constraints.
In fact, humans would accept and trust more machines that behave as ethically
as other humans in the same environment. Also, these principles would make it
easier for machines to determine their actions and explain their behavior in terms
understandable by humans. Moreover, often machines and humans will need to
make decisions together, either through consensus or by reaching a compromise.
This would be facilitated by shared moral values and ethical principles.
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Abstract. The future will see autonomous machines acting in the same
environment as humans, in areas as diverse as driving, assistive technol-
ogy, and health care. Think of self-driving cars, companion robots, and
medical diagnosis support systems. We also believe that humans and
machines will often need to work together and agree on common deci-
sions. Thus hybrid collective decision making systems will be in great
need. In this scenario, both machines and collective decision making
systems should follow some form of moral values and ethical principles
(appropriate to where they will act but always aligned to humans’), as
well as safety constraints. In fact, humans would accept and trust more
machines that behave as ethically as other humans in the same environ-
ment. Also, these principles would make it easier for machines to deter-
mine their actions and explain their behavior in terms understandable by
humans. Moreover, often machines and humans will need to make deci-
sions together, either through consensus or by reaching a compromise.
This would be facilitated by shared moral values and ethical principles.

1 Introduction

The future will see autonomous agents acting in the same environment as
humans, over extended periods of time, in areas as diverse as driving, assistive
technology, and health care. In this scenario, such agents should follow moral val-
ues and ethical principles (appropriate to where they will act), as well as safety
constraints. When directed to achieve a set of goals, agents should ensure that
their goal achieving actions do not violate these principles and values overtly, or
through negligence, by performing risky actions. It would be easier for humans
to accept and trust agents who behave as ethically as other humans in the same
environment. Also, these principles would make it easier for agents to determine
their actions and explain their behavior in terms understandable by humans.
Moreover, often agents and humans will need to make decisions together, either
through consensus or by reaching a compromise. This would be facilitated by
shared moral values and ethical principles.
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We believe it is important to study the embedding of safety constraints, moral
values, and ethical principles in agents, within the context of collective decision
making systems in societies of agents and humans.

Collective decision making involves a collection of agents who express their
preferences over a shared set of possible outcomes, and a preference aggregation
rule which chooses one of the options to best satisfy the agents’ preferences.
However, aggregating just preferences may lead to outcomes that do not follow
any ethical principles or safety constraints. To embed such principles/constraints
in a collective decision making system, we need to understand how to model
them, how to reason with them at the level of a single agent, and how to embed
them into collective decision making.

Just like individual humans, each agent who operate in a multi-agent context
needs to be have an internal representation of moral values and ethical principles,
as well as an ethical reasoning engine. Otherwise it would not able to explain its
behaviour to others.

We claim that there is a need to adapt current logic-based modelling and
reasoning frameworks, such as soft constraints, CP-nets, and constraint-based
scheduling under uncertainty, to model safety constraints, moral values, and
ethical principles. More precisely, we study how logic-based preference mod-
elling frameworks can be adapted to model both (explicit) ethical principles
and (implicit) moral values, as sophisticated constraints over possible actions.
The constraints may be unconditional (“hard”) constraints, or soft, overridable
if the consequences of an individual bad action can still lead to overall good.
We propose to replace preference aggregation with an appropriately developed
value/ethics/preference fusion, an operation designed to ensure that agents’ pref-
erences are consistent with their moral values and do not override ethical prin-
ciples

For ethical principles, we use hard constraints specifying the basic ethical
“laws”, plus some form of common-sense morality expressed as sophisticated
prioritised and possibly context-dependent constraints over possible actions,
equipped with a conflict resolution engine. To avoid reckless behavior in the
face of uncertainty, we proposed to bound the risk of violating these ethical
laws in the form of chance constraints, and we propose to develop stochastic
constraint solvers that propose solutions that respect these risk bounds, based
on models of environmental uncertainty. We also propose to replace preference
aggregation with an appropriately developed constraint/value/ethics/preference
fusion, an operation designed to ensure that agents’ preferences are consistent
with the system’s safety constraints, the agents’ moral values, and the ethical
principles. We will leverage previous experience in developing single and multi-
agent preference/constraint reasoning engines.

Today, techniques exist to enable agents to make decisions, such as scheduling
activities, while satisfying some safety concerns, e.g. by using techniques from
constraint-based optimization. For instance, in many critical scenarios, such as
space missions where a malfunction can endanger the whole mission, activities
are scheduled in such a way to maximise robustness against possible problems.
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We believe that these techniques can provide an inspiration to handle ethical
concerns. However, we think that a much more explicit model and reasoning
engine for ethical principles and moral values is needed in order to deal with
them satisfactorily and allow them to evolve over time.

We also propose to study safe moral learning, that is, how agents
autonomously modify their moral values and ethical principles based on their
interactions with other agents / humans, and through observation of collective
decisions, while respecting safety constraints. Machine learning techniques have
traditionally been successfully developed for “lower level” perception tasks such
as vision and speech understanding. We believe that adapting these techniques
to (“higher level”, symbolic) moral learning tasks will be a significant challenge
but will build on the defines formal model of moral values. It will be important
to ensure that resulting modified behaviors remain explainable (to humans) in
moral and ethical terms. We will investigate several approaches including logic-
based inductive learning ones.

2 Which Ethical Principles for Intelligent Agents?

An intelligent agent should have capability to autonomously make good deci-
sions, based on available data and preferences, even in the context of uncer-
tainty, missing or noisy information, as well as incorrect input, and should be
able to learn from past experience or from available historical data. Even more
importantly, intelligent agents should have the ability to interact with humans,
make decisions together with them, and achieve goals by working together.

An agent with these capabilities poses several crucial ethical questions. Eth-
ical principles guide humans’ behaviour. They tell us what is regarded as right
or wrong. They come from values that we regards as absolute, guiding our whole
life. If we want intelligent agents to enhance human capabilities, or to collab-
orate with humans, or even just to live and act in the same society, we need
to embed in them some ethical guidelines, so they can act in their environment
following values that are aligned to the human ones. Or maybe we need different
values and ethical principles for agents, since they are inherently different from
humans?

As Issac Asimov famously illustrated in his I, Robot series, explicitly pro-
gramming ethical behavior is surprisingly challenging. Moral philosophy – the
field that has studied explicit ethical principles most extensively – suggests three
general approaches, corresponding to the three major schools of Western moral
thought.

The deontological approach (most closely associated with Immanuel Kant)
regards morality as a system of rights and duties. Here the focus is on categories
of actions, where different actions are deemed impermissible, permissible, or
obligatory based on a set of explicit rules.

The consequentialist approach (most closely associated with Jeremy Bentham
and John Stuart Mill) aims to produce the best aggregate consequences mini-
mizing costs and maximizing benefits according to a pre-specified value function.
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For example, a classical utilitarian approach aims to maximize the total amount
of happiness.

The virtue- or character-based approach (most closely associated with Aris-
totle) regards ethical behavior as the product of an acquired set of behavioral
dispositions that cannot be adequately summarized as an adherence to a set of
deontological rules (concerning actions) or to as a commitment to maximizing
good consequences.

These three approaches are well known and have been the starting point
for nearly all discussions of machine ethics [5,12,23]. Each approach has limita-
tions that are well known. Deontological principles are easily to implement but
may be rigid. Consequentialist principles require complex calculations that may
be faulty. Virtue is opaque and requires extensive training with an unknown
teaching criterion. There is, however, a more general problem faced by all three
approaches, which is that implementing them may depend on solving daunting,
general computation problems that have not been solved and may not be solved
for some time.

For example, a “simple” deontological rule such as “don’t lie” or “don’t
kill” is not specified in terms of machine movements. Rather, the machine must
understand which acts of communication would constitute lying and which body
movements would constitute killing in a given context. A consequentialist sys-
tem would require a machine to represent all of the actions available to it, and
a virtue based system would have to recognize the present situation as one with
a variety of features that, together, call for one action rather than another. In
other words, all three approaches, when fully implemented, seem to require some-
thing like general intelligence, which would enable the machine to represent its
current situation in rich conceptual terms. Indeed, this speculation is consistent
with recent research on the cognitive neuroscience of moral judgment indicating
that moral judgment depends on a variety of neural systems that are not specif-
ically dedicated to moral judgment [10]. This includes systems that enable the
general representation of value and the motivation of its pursuit, visual imagery,
cognitive control, and the representation of complex semantic representations.
Unfortunately for Commander Data, humans have no “ethical subroutine”. Real
human moral judgment uses the whole brain.

What, then, can be done? Here, the human brain may nevertheless offer
some guidance [20]. Is it morally acceptable to push someone off of a footbridge
in order to save five lives [21]? A simple deontological response says no (“Don’t
kill”). A simple consequentialist response says yes (“Save the most lives”), and
most humans are at least somewhat conflicted about this, but err on the side of
the deontological response (in this particular case). We now know that the deon-
tological response depends on a classically emotional neural structure known as
the amygdala (reflecting emotional salience) and that the application of the con-
sequentialist maximizing principle depends on a classically “cognitive” structure
known as the dorsolateral prefrontal cortex. It seems that healthy humans engage
both responses and that there is a higher-order evaluation process that depends
on the ventromedial prefrontal cortex, a structure that across domains attaches
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emotional weight to decision variables. In other words, the brain seems to make
both types of judgment (deontological and consequentialist) and then makes a
higher order judgment about which lower-order judgment to trust, which may
be viewed as a kind of wisdom (reflecting virtue or good character).

Such a hierarchical decision system might be implemented within an agent, or
across agents. For example, some agents may apply simple rules based on action
features. Others may attempt to make “limited” cost-benefit calculations. And
collectively, the behavior of these agents may be determined by a weighting of
these distinct, lower-level evaluative responses. Such as system might begin by
following simple deontological rules, but then, either acquire more complex rules
through learning, or learn when it can and cannot trust its own cost-benefit
calculations. Starting with action-based rules and simple cost-benefit calcula-
tions substantially reduces the space of possible responses. Learning to trade-
off between these two approaches adds some flexibility, but without requiring
intractable cost-benefit calculations or lifelong moral education.

We offer this approach as just one example strategy. Of course, if we knew how
we were going to solve this problem, there would be no need to bring together
people with diverse expertise. What we wish to convey is twofold: First, that
we are aware of the scope of the challenge and the strengths and limitations of
the extant strategies. Second, that we have some preliminary ideas for hybrid
approaches that leverage insights from human moral cognition.

Another important aspect of the project would be to consider the extent to
which morality could be reduced to a set of rules that is capable of being applied
in a fairly straightforward way to guide conduct , e.g. ‘Do not kill’, ‘Keep one’s
promises’, ‘Help those in need’, etc. We already know that much of common
sense morality is codifiable in this way, thanks to the example of the law.

However, even if we could achieve an adequate codification of ordinary moral
consciousness, at least within some domain, problems would arise. Two cases are
especially worth highlighting: (a) cases where the strict application of a given
rule generates an unacceptable outcome, often but not always characterisable
as such by reference to some other rule that has been violated in adhering to
the first, and (b) cases where the strict application of the given set of rules is
unhelpfully ‘silent’ on the problem at hand, because it involved circumstances
not foreseen by the rules.

Both of phenomena (a) and (b) raise the question of when and how the strict
application of a rule needs to be modified or supplemented to resolve the problem
of perverse results or gaps. One important source of thinking about these issues is
Aristotle’s discussion of justice and equity in the Nicomachean Ethics. According
to Aristotle, the common sense morality codified in law, although capable of
being a generally a good guide to action, will nonetheless on occasion breakdown
along the lines of (a) and (b). For Aristotle, this means that the virtuous judge
will need to possess, in addition to a propensity to follow legal rules, the virtue
of equity. This enables the judge to use their independent judgment to correct or
supplement the strict application of legal rules in cases of type (a) or (b). A key
topic involves the clarification of the notion of equity, with its rule and judgment
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structure, as a prelude to a consideration of how this might be embedded in
autonomous agents.

3 Designing Ethical Agents

No matter which approach we will choose to express ethical principles and moral
values in intelligent agents, we need to find a suitable way to model it in compu-
tational terms, which is expressive enough to be able to represent all we have in
mind in its full generality, and which can be reasoned upon with computational
efficiency.

Ethical principles may seem very similar to the concepts of constraints [7,16]
and preferences [17], which have already received a large attention in the AI
literature. Indeed, constraints and preferences are a common feature of everyday
decision making. They are, therefore, an essential ingredient in many reasoning
tools. In an intelligent agent, we need to specify what is not allowed according
to the principles, thus some form of constraints, as well as some way to prioritise
among different principles, that some form of preference.

Representing and reasoning about preferences is an area of increasing theo-
retical and practical interest in AI. Preferences and constraints occur in real-life
problems in many forms. Intuitively, constraints are restrictions on the possi-
ble scenarios: for a scenario to be feasible, all constraints must be satisfied. For
example, if we have an ethical rule that says we should not kill anybody, all sce-
narios where people are killed are not allowed. Preferences, on the other hand,
express desires, satisfaction levels, rejection degrees, or costs. For example, we
may prefer an action that solves reasonably well all medical issues in a patient,
rather than another one that solves completely one of them but does not address
the other ones. Moreover, in many real-life optimization problems, we may have
both constraints and preferences.

Preferences and constraints are closely related notions, since preferences can
be seen as a form of “relaxed” constraints. For this reason, there are several
constraint-based preference modeling frameworks in the AI literature. One of the
most general of such frameworks defines a notion of soft constraints [11], which
extends the classical constraint formalism to model preferences in a quantita-
tive way, by expressing several degrees of satisfaction that can be either totally
or partially ordered. The term soft constraints is used to distinguish this kind
of constraints from the classical ones, that are usually called hard constraint.
However, hard constraints can be seen as an instance of the concept of soft con-
straints where there are just two levels of satisfaction. In fact, a hard constraint
can only be satisfied or violated, while a soft constraint can be satisfied at several
levels.When there are both levels of satisfaction and levels of rejection, prefer-
ences are usually called bipolar, and they can be modeled by extending the soft
constraint formalism [4].

Preferences can also be modeled in a qualitative (also called ordinal) way, that
is, by pairwise comparisons. In this case, soft constraints (or their extensions)
are not suitable. However, other AI preference formalisms are able to express
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preferences qualitatively, such as CP-nets[6]. More precisely, CP-nets provide an
intuitive way to specify conditional preference statements that state the prefer-
ences over the instances of a certain feature, possibly depending on some other
features. For example, we may say that we prefer driving slow to driving fast if
we are in a country road. CP-nets and soft constraints can be combined, provid-
ing a single environment where both qualitative and quantitative preferences can
be modeled and handled. Specific types of preferences come with their own rea-
soning methods. For example, temporal preferences are quantitative preferences
that pertain to the position and duration of events in time. Soft constraints can
be embedded naturally in a temporal constraint framework to handle this kind
of preference.

An intuitive way to express preferences consists of providing a set of goals,
each of which is a propositional formula, possibly adding also extra information
such as priorities or weights. Candidates in this setting are variable assignments,
which may satisfy or violate each goal. A weighted goal is a propositional logic
formula plus a real-valued weight. The utility of a candidates is then computed by
collecting the weights of satisfied and violated goals, and then aggregating them.
Often only violated goals count, and their utilities are aggregated with functions
such as sum or maximin. In other cases, we may sum the weights of the satisfied
goals, or we may take their maximum weight. Any restriction we may impose
on the goals or the weights, and any choice of an aggregation function, give a
different language. Such languages may have drastically different properties in
terms of their expressivity, succinctness, and computational complexity.

In the quantitative direction typical of soft constraints, there are also other
frameworks to model preferences, mostly based on utilities. The most widely
used assumes we have some form of independence among variables, such as
mutual preferential independence. Preferences can then be represented by an
additive utility function in deterministic decision making, or utility indepen-
dence, which assures an additive representation for general scenarios. However,
this assumption often does not hold in practice since there is usually some inter-
action among the variables. To account for this, models based on interdependent
value additivity have been defined which allows for some interaction between the
variables while preserving some decomposability. This notion of independence,
also called generalized additive independence (GAI), allows for the definition of
utility functions which take the form of a sum of utilities over subsets of the vari-
ables. GAI decompositions can be represented by a graphical structure, called a
GAI net, which models the interaction among variables, and it is similar to the
dependency graph of a CP-net or to the junction graph of a Bayesian network.
GAI decompositions have been used to provide CP-nets with utility functions,
obtaining the so-called UCP networks.

In this project we intend to investigate the use of existing or new formalisms
to model and reason with ethical principles in intelligent agents.
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4 Preferences and Ethical Principles in Collective
Decision Making Systems

If agents and humans will be part of a hybrid collective decision making system,
and thus will make collective decisions, based on their preferences over the pos-
sible outcomes, can ethical principles for such decision system be modelled just
like the preferences of another dummy agent, or should they be represented and
treated differently? Are the knowledge representation formalisms that are usu-
ally used in AI to model preferences suitable to model values as well, or should
we use something completely different? A very simple form of values could be
modelled by constraints, so that only feasible outcomes can be the results of a
collective decisions process. But values and ethical principles could often take a
graded form, thus resembling a kind of preference. Also, should individual and
collective ethical principles be modelled differently?

We believe that some of the answers to these questions may exploit the
existing literature on preference aggregation [17]. Indeed, an important aspect
of reasoning about preferences is preference aggregation. In multi-agent systems,
we often need to combine the preferences of several agents. More precisely, pref-
erences are often used in collective decision making when multiple agents need to
choose one out of a set of possible decisions: each agent expresses its preferences
over the possible decisions, and a centralized system aggregates such preferences
to determine the “winning” decision. Preferences are also the subject of study
in social choice, especially in the area of elections and voting theory [1]. In an
election, the voters express their preferences over the candidates and a voting
rule is used to elect the winning candidate. Economists, political theorist, math-
ematicians, as well as philosophers have invested considerable effort in studying
this scenario and have obtained many theoretical results about the desirable
properties of the voting rules that one can use.

Since the voting setting is closely related to multi-agent decision making,
it is not surprising that in recent years the area of multi-agent systems has
witnessed a growing interest in trying to reuse social choice results in the multi-
agent setting. However, it soon became clear that an adaptation of such results
is necessary, since several issues, which are typical of multi-agent settings and
AI scenarios, usually do not occur, or have a smaller impact, in typical voting
situations. In a multi-agent system, the set of candidates can be very large with
respect to the set of voters. Usually in social choice, it is the opposite: there
are many voters and a small number of candidates. Also, in many AI scenarios,
the candidates often have a combinatorial structure.That is, they are defined via
a combination of features.Moreover, the preferences over the features are often
dependent on each other. In social choice, usually the candidates are tokens
with no structure. In addition, for multi-issue elections, the issues are usually
independent of each other. This combinatorial structure allows for the compact
modelling of the preferences over the candidates. Therefore, several formalisms
have been developed in AI to model such preference orderings. In social choice,
little emphasis is put on how to model preferences, since there are few candidates,
so one can usually explicitly specify a linear order. In AI, a preference ordering
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is not necessarily linear, but it may include indifference and incomparability.
Moreover, often uncertainty is present, for example in the form of missing or
imprecise preferences. In social choice, usually all preferences are assumed to be
present, and a preference order over all the candidates is a linear order that is
explicitly given as a list of candidates. Finally, multi-agent systems must consider
the computational properties of the system. In social choice this usually has not
been not a crucial issue.

It is therefore very interesting to study how these two disciplines, social choice
and AI, can fruitfully cooperate to give innovative and improved solutions to
aggregating preferences of multiple agents. In this project, since we intend to
deal with ethical issues in collective decision making, we need to understand
what modifications to the usual preference aggregation scenario should be done
to account for them, and how they can be handled satisfactorily when making
collective decisions. Collective decision making in the presence of feasibility
constraints is starting to be considered in the literature [9]. However, ethical
principles and safety constraints will be much more complex than just a set
of constraints, so we need to understand the computational and expressiveness
issues arising in this scenario.

5 Safety Constraints vs. Ethical Principles

It is crucial that computational agents offer guarantees that they will act in a
manner that is both safe and ethical. Achieving safe and ethical behavior each
is an exceptional challenge in its own right. However, we can leverage the fact
that these two concepts are closely intertwined. For example, a person commits
the crime of reckless endangerment when the action of that person creates a
substantial risk of serious physical injury to another person. That is, the action
of one individual is unsafe to another. An example is the case when the death
of a pedestrian results from running a traffic light. This is distinguished from
accidental death, for example, in which the driver is operating safely, but a child
is killed after jumping out between two parked cars. While a tragedy the drivers
actions are not deemed unethical.

The legal system differentiates between a range of these behaviors with such
terms as voluntary versus involuntary manslaughter, and constructive versus
criminally negligent manslaughter. Each category offers insight into the behav-
iors that we should expect of computational agents. In this proposal effort we
will codify and design algorithms to satisfy the constraints underlying several of
these category.

The example of accidental death versus reckless endangerment highlights sev-
eral key points that our research must address. First, while an ethical principle,
such as thou shalt not kill, appears to be a crisp logical constraint (at least in
a civilian context), the concept of accidental death highlights that the act of
killing is not considered by society to be a crime or unethical behavior in all
cases. Second, the underlying reason for this is that the world is uncertain, and
as a consequence, many of our every day actions, although considered ethical,
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have some non-zero probability of exacting harm. Risk of harm is often unavoid-
able; hence we cannot consider lack of harm to be a hard constraint for ethical
behavior. Third, reckless endangerment acknowledges that it is criminal to act
in a manner that incurs unacceptably high risk of doing harm, as deemed by
societal norms. Finally, we assert that associated with safety and ethical con-
straints is an upper bound on the probability of failure. This provides a dividing
line between acceptable and unacceptable risk.

Carrying these observations over to computational agents, we likewise argue
that it is both unsafe and unethical for an agent to take action that incurs
excessive risk of doing harm. Unfortunately, many of the automated decision
making methods being deployed today do not bound the risk of failure of their
actions, and are at risk of performing acts of reckless endangerment.

Specifically, many decision-making systems frame and solve their problem
as an instance of a deterministic constraint optimization problem, where con-
straints include safety constraints. These methods generate an optimal solution
without considering uncertainty due to the environment and inaccuracies in their
knowledge. The reason this can be reckless is that optimal solutions typically lie
along one of the constraint boundaries that separate feasible (safe) and infeasi-
ble (hazardous) solutions. Intuitively, the highest utility solution often pushes a
system to its limits. A small disturbance in one of the random variables is then
likely to push a solution into a hazardous state.

In summary, decision methods based on deterministic optimization offer no
bound on the risk of failure, and worse, gravitate towards solutions with high
failure rates. To avoid this, the standard practice is to have a user insert a
safety margin [2,22] into the problem formulation, in order to compensate for
uncertainty. This, however, shifts the burden of ethical behavior onto the user,
who often has insufficient knowledge and experience of the algorithms operation
to set these margins effectively.

A wide range of probabilistic decision-making algorithms have been devel-
oped that reason about uncertainty. The dominant approach is an algorithm
that maximizes expected utility [3,15]. In this case risk of failure is incorpo-
rated within a utility function. This devalues risky behavior but does not pre-
vent excessive risk. Arbitrarily high levels of reward can result in behaviors that
incur arbitrary levels of risk, and hence are still reckless.

Instead we argue that computational agents should be designed to ensure
that their safety and ethical constraints are violated with a probability that is
always below a maximum probability of acceptable failure. This requires methods
that learn these thresholds of acceptable risk, methods that learn models that
capture environmental uncertainty, and decision-making algorithms that operate
on these models, safety and ethical constraints, and thresholds.

To solve these decision problems, we note that the concept of a constraint
with bounded risk, called a chance constraint, is fundamental to the field of
stochastic optimization [14]. Stochastic optimization is a branch of mathematical
programming, where constraint optimization problems include random variables
with unbounded uncertainty and constraints include a maximum probability of
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violation. The solution to a stochastic optimization problem is one that maxi-
mizes expected utility with acceptable risk of failure, as defined by the chance
constraint.

Likewise, we propose that, first, the ethical principles and safety constraints
of agents be expressed as chance-constraints; second, agents learn failure thresh-
olds that reflect social norms; third, agents learn stochastic models of their own
actions and their environment; fourth, agents learn models of the reliability and
accuracy of these models; fifth, agents then generate courses of action that they
can prove do not have excessive risk of violating these safety and ethical con-
straints, and finally, that agents are able to explain that their actions incur
acceptable risk.

Existing stochastic programming formalisms [19] are not up to expressing
or solving the tasks that our agents are needed to perform. First, real-world
agents leverage a diverse set of constraint representations to describe their goals,
safety and ethical constraints and world models, including temporal logics, finite
domain constraints, temporal and resource constraints, and a range of automata
models. Our project starts by defining appropriate constraint representations
that are essential for capturing ethical and safety constraints for a representative
computational agent, such as an autonomous vehicle.

Second, we will explore the development of decision procedures for plan-
ning and monitoring based on subclasses of these chance-constrained models,
with a particular focus on handling constraints appropriate for expressing safety
and ethical constraints. A significant challenge is to develop decision procedures
that respond quickly to changing environmental conditions and goals. Stochastic
optimization algorithms are typically based on sampling based methods, such as
scenario trees, and can be quite slow. The MIT team has developed a range of
algorithms based on the concept of risk-allocation that demonstrate fast run-
time performance for a range of constraint formulations, including finite domain
[18], temporal [8] and dynamical constraints [13]. We will extend this work to
handle the appropriately identified ethical and safety constraints.

Chance-constrained variants for combinations of these constraint represen-
tations and corresponding decision procedures need to be developed. In this
proposed effort we will start be defining appropriate constraint representations
that are essential for capturing ethical and safety constraints for some of the
most pervasive instances of computational agents.

Finally, as humans an important aspect of responsible behavior involves iden-
tifying when our actions could be unsafe, and calling for help, such as asking a
sober friend to drive home from a party. Computational agents are limited by the
accuracy of their models, and the performance of their procedures. Responsible
agents should know their limits, by analyzing the potential risks of up coming
actions, and inaccuracies in their knowledge, and develop appropriate contin-
gencies, including engaging human involvement [24]. This engagement requires
offering the human sufficient lead-time to transfer authority safely, and explana-
tory capabilities that facilitate this transition.
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6 Concluding Remarks

The future of our society will see a tight interconnection between humans and
intelligent agents. These two “species” will augment and extend each other form
of intelligence. Humans will be greatly helped by the computational and cogni-
tive power of intelligent agents, that will be able to solve many of the planets’
problems, eradicate several diseases, and save many lives. However, to do that,
intelligent agents have to be able to make autonomous decisions in their func-
tioning.

Humans will trust them to make autonomous decisions only if they are built
in a way to follow ethical principles which are aligned to human ones. For exam-
ple, a companion robot that keeps company to an elderly person and check on
his/her health state, needs to have some level of empathy and other social skills.
Also, a self-driving car needs to handle critical situations, where lives may be at
risk, in a way that is similar to what a human would do.

If the project is successful, and we can embed (or learn) ethical principles into
intelligent agents and (hybrid) collective decision making systems, such agents
and systems will be trusted by humans and therefore serve as the building blocks
of a very strong cooperation between humans and machines. The impact that we
envision is huge. Intelligent machines will behave in a safe way, and thus humans
and machines will be able to actively cooperate to solve many essential problems
of our civilisation.

Of course this is not enough to ensure that no undesired effect will emerge
from the use of intelligent agents. Issues like validation and security must still
be considered and work in those areas needs to complement the one carried on
in this project.
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Abstract. Automated planning is computationally hard even in its
most basic form as STRIPS planning. We are interested in numeric plan-
ning with instantaneous actions, a problem that is not decidable in gen-
eral. Relaxation is an approach to simplifying complex problems in order
to obtain guidance in the original problem. We present a relaxation app-
roach with intervals for numeric planning and show that plan existence
can be decided in polynomial time for tasks where dependencies between
numeric effects are acyclic.

1 Motivation

Automated planning can be used to solve many real world problems where a goal
is reached by applying operators that change the state of the world. In classi-
cal planning, the world is modeled with Boolean variables. Modeling of physical
properties (e.g. velocity) or resources (e.g. fuel level) requires real-valued vari-
ables instead. Unlike classical planning, which is PSPACE-complete [4], numeric
planning is undecidable [7]. Even though completeness of numeric planning algo-
rithms can therefore not be achieved in general, numeric planners can find plans
or an assurance that the problem is unsolvable for many practical tasks.

Heuristic search is a predominant approach to solve planning problems. One
way to obtain heuristic guidance is to ignore negative interactions between the
operators. The underlying assumption of a delete relaxation is that propositions
which are achieved once during planning can not be invalidated (deleted). More
recent planning systems are usually not restricted to propositional state vari-
ables. Instead they use the SAS+ formalism [2], which allows for (finite-domain)
multi-valued variables and a “delete relaxation” corresponds to variables that
can attain a set of values at the same time. Extending this concept for numeric
planning relaxes the set representation even further. A memory efficient approach
to capture possibly infinitely many values of a numeric variable is to consider
the interval that encloses the reached values. The methods to deal with intervals
have been studied in the field of interval arithmetic [10], which has been used
in mathematics for decades [9] and enables us to deal with intervals in terms of
basic numeric operations.

Extending classical delete relaxation heuristics to numeric problems has been
done before, albeit only for a subset of numeric tasks, where numeric variables
c© Springer International Publishing Switzerland 2015
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can only be manipulated in a restricted way. The Metric-FF planning system
[8] tries to convert the planning task into a linear numeric task, which ensures
that variables can “grow” in only one direction. When high values of a variable
are beneficial to fulfill the preconditions, decrease effects are considered harm-
ful. Another approach to solve linear numeric planning problems is to encode
numeric variables in a linear program and solve constraints with an LP-solver.
Coles et al. [5] analyze the planning problem for consumers and producers of
resources to obtain a heuristic that ensures that resources are not more often
consumed than produced or initially available. The RANTANPLAN planner [3]
uses linear programs in the context of planning as satisfiability modulo theories.
In contrast, we are interested in approaching numeric planning supporting all
arithmetic base operations by generalizing relaxation heuristics.

2 Basics

In this section, we outline numeric planning with instantaneous actions, which is
expressible in PDDL2.1, layer 2 [6]. We describe interval arithmetic, the technique
we use to extend delete relaxation heuristics to numeric planning.

2.1 Numeric Planning with Instantaneous Actions

Given a set of variables V with domains dom(v) for all v ∈ V, a state s is a
mapping of variables v to their respective domains. Throughout the paper, we
denote the value of a variable v in state s by s(v). Whenever the state s is not
essential, we use the same letter in different fonts to distinguish a variable or
expression (sans-serif) and its value or evaluation (italic), e.g. s(x) = x.

A numeric planning task Π = 〈VP ,VN ,O, I,G〉 is a 5-tuple where VP is a set
of propositional variables vp with domain {true, false}. VN is a set of numeric
variables vn with domain Q∞ := Q ∪ {−∞,∞}. O is a set of operators, I the
initial state and G the goal condition. A numeric expression e1◦e2 is an arithmetic
expression with operators ◦ ∈ {+,−,×,÷} and expressions e1 and e2 recursively
defined over variables VN and constants from Q. A numeric constraint (e1 �� e2)
compares numeric expressions e1 and e2 with �� ∈ {≤, <,=, 	=}. A condition
is a conjunction of propositions and numeric constraints. A numeric effect is
a triple (vn ◦= e) where vn ∈ VN , ◦= ∈ {:=,+=,−=,×=,÷=} and e is a
numeric expression. Operators o ∈ O are of the form 〈pre → eff〉 and consist of
a condition pre and a set of effects eff = {eff1, . . . , effn} containing at most one
numeric effect for each numeric variable and at most one truth assignment for
each propositional variable.

The semantics of a numeric planning task is straightforward. For constants
c ∈ Q, s(c) = c. Numeric expressions (e1◦e2) for ◦ ∈ {+,−,×,÷} are recursively
evaluated in state s: s(e1 ◦ e2) = s(e1) ◦ s(e2). Satisfaction of conditions in a state
s is defined as follows: for propositional variables vp ∈ VP , s � vp iff s(vp) = true,
for numeric constraints (e1 �� e2), with expressions e1, e2 and �� ∈ {≤, <,=, 	=},
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s � (e1 �� e2) iff s(e1) �� s(e2) and finally, for conjunctive conditions s � p1 ∧ p2
iff s � p1 and s � p2.

An operator o = 〈pre → eff〉 is applicable in s iff s � pre and if for none of
its numeric effects a division by zero occurs. The successor state appo(s) = s′

resulting from an application of o is defined as follows: if effi ∈ {eff1, . . . , effn} is
a numeric effect vn ◦= e with ◦= ∈ {+=,−=,×=,÷=}, then s′(vn) = s(vn)◦s(e).
If effi is a numeric effect vn := e, then s′(vn) = s(e). If effi is a propositional
effect vp := ep with ep ∈ {true, false}, then s′(vp) is the new truth value ep.
Finally, if a variable v does not occur in any effect, then s′(v) = s(v).

A plan π is a sequence of actions that leads from I to a state satisfying G
such that each action is applicable in the state that follows by executing the
plan up to that action. We intend to relax numeric planning with the help of
intervals. The next section recalls the foundations of interval arithmetic.

2.2 Interval Arithmetic

Interval arithmetic uses an upper and a lower bound to enclose the actual value
of a number. Closed intervals [x, x] = {q ∈ Q∞ | x ≤ q ≤ x} contain all rational
numbers from x to x. Throughout this paper we refer to the lower bound of an
interval x by x and to the upper bound by x. The set Ic = {[x, x] | x ≤ x}
contains all closed intervals. Numbers q can be identified with the degenerate
interval [q, q]. In interval arithmetic, the basic operations are given as:

– addition: [x, x] + [y, y] = [x + y, x + y],
– subtraction: [x, x] − [y, y] = [x − y, x − y],
– multiplication: [x, x] × [y, y] =

[
min(xy, xy, xy, xy),max(xy, xy, xy, xy)

]
,

– division: [x, x]÷ [y, y] =
[
min

(
x/y, x/y, x/y, x/y

)
,max

(
x/y, x/y, x/y, x/y

)]

if 0 /∈ [y, y]. Otherwise, at least one of the bounds diverges to ±∞. We do
not explicate all cases of x, x, y and y being positive, zero or negative, which
determine which of the bounds diverge and refer to the literature [9].

Analogously we define open intervals (x, x) = {q ∈ Q∞ | x < q < x} and the
set of open intervals Io = {(x, x) | x < x}, as well as half open intervals [x, x)
= {q ∈ Q∞ | x ≤ q < x} and (x, x] = {q ∈ Q∞ | x < q ≤ x} and the respective
sets Ico = {[x, x) | x < x} and Ioc = {(x, x] | x < x}. Finally the set of mixed-
bounded intervals is given as Im = Ic ∪ Io ∪ Ioc ∪ Ico. Open and mixed-bounded
intervals follow the same arithmetic rules as closed intervals. Whenever open
and closed bounds contribute to the new interval bound, the bound is open.

Definition 1. Let x, y ∈ Im be intervals. The convex union u = x � y is the
interval with u = min(x, y) and u = max(x, y). Whether the bounds of u are
open or closed depends on whether those of x and y are open or closed.

If x ∩ y = ∅, u also includes intermediate values not present in either x or y.
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3 Delete Relaxation

In this section, we discuss extensions of delete relaxation to numeric planning.
The idea behind delete relaxation is that values of a variable that are achieved
once remain achieved. We discuss several ways to extend this concept to numeric
planning.

Accumulation Semantics. In the accumulation semantics, instead of changing
their values, variables accumulate all values achieved so far. The number of
accumulated values after k parallel steps is finite, but generally exponential in
k. Therefore, it quickly becomes infeasible to maintain the set of possible values,
as can be seen in the task with o1 = 〈∅ → {x += 1}〉, o2 = 〈∅ → {x ÷= 2}〉 and
I(x) = 0. Denoting by xk, k = 0, . . . , 3, the possible values of x after k parallel
steps, we get x0 = {0}, x1 = {0, 1}, x2 = {0, 1

2 , 1, 2} and x3 = {0, 1
4 , 1

2 , 1, 3
2 , 2, 3}.

Besides this observation for bounded plan existence, one can also show that
unbounded plan existence wrt. the accumulation semantics is still undecidable.
To see this, we can adapt the undecidability proof for numeric planning by
Helmert [7]. A reduction of the search for solutions to Diophantine equations to
numeric planning wrt. the accumulation semantics shows that the latter problem
is undecidable, since solutions to Diophantine equations have to be integers and
the delete relaxation does not relax this property.

Accumulation Semantics for Positive Tasks. One possible approach to dealing
with the exploding number of accumulated values is the restriction to tasks where
higher values are always better. Then, instead of storing all values a variable has
attained so far, it is sufficient to store (an upper bound on) the highest value.
A sufficient criterion for this is that all preconditions and goals have the form
(x > c) or (x ≥ c), where x is a numeric variable and c a constant, and that all
numeric effects only add or subtract a positive constant to or from a variable.
The Metric-FF planner uses this type of relaxation, and Hoffmann [8] shows that
a large class of problems can be compiled into the required linear normal form.

Interval Relaxation. One can handle a larger class of tasks with higher precision
by only making the assumption that one of the extreme values, the highest or
lowest, is best. This necessitates keeping track of two values for each variable,
a lower bound x and an upper bound x. As long as preconditions and goals are
comparisons of variables to constants and effects only add or subtract constants,
it is insubstantial whether one considers the values between x and x reached
or not. By considering the entire interval reached in a relaxed sense, one can
handle even more expressive tasks. In particular, when allowing divisions in
effects, besides “higher values are better” and “lower values are better”, one
also has the objective “values closer to c are better” for constants c. Then, if
c is in the interval between x and x, one may assume that values arbitrarily
close to c can be reached, whereas otherwise, one can assess the proximity to c
achieved so far. Since the algebraic base operations that are allowed in PDDL are
also supported by interval arithmetic, we consider interval relaxation a viable
approach and focus on it in the following section.
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4 Interval Relaxation

This section elaborates on interval relaxation for numeric planning tasks. We
discuss the complexity of the plan existence problem for the presented semantics.

The interval relaxation of a numeric planning task differs only marginally
from the original task description on a syntactic level. The domains of variables
are change and propositional variables can now be both true and false at the
same time whereas numeric variables are mapped to closed intervals.

Definition 2. Let Π be a numeric planning task. The interval delete relaxation
Π+ = 〈V+

P ,V+
N ,O+, I+,G+〉 of Π is a 5-tuple where V+

P are the propositional
variables from Π with the domains replaced by dom(vp) = {true, false, both}
and V+

N are the numeric variables with the domains replaced by closed intervals
dom(vn) = Ic for all vn ∈ V+

N . The initial state I+ is derived from I by replacing
numbers I(vn) with degenerate intervals I+(vn) = [I(vn), I(vn)] and I+(vp) =
I(vp). Operators O+ = O and the goal condition G+ = G remain unchanged.

The semantics of Π+ draws on interval arithmetic. Numeric expressions
are defined recursively. Constant expressions are interpreted as s+(c) = [c, c]
and compound expressions e1 and e2 as s+(e1 ◦ e2) = s+(e1) ◦ s+(e2) for
◦ ∈ {+,−,×,÷} where “◦” now operates on intervals. For (goal and operator)
conditions, the relaxed semantics is defined as follows: let vp ∈ V+

P be a proposi-
tional variable, then s+ � vp iff s+(vp) ∈ {true, both}. For numeric constraints let
e1 and e2 be numeric expressions, and �� ∈ {<,≤,=, 	=} a comparison operator.
Then s+ � (e1 �� e2) iff ∃q1 ∈ s+(e1),∃q2 ∈ s+(e2) with q1 �� q2. This implies
that two intervals can be “greater” and “less” than each other at once.

The “values remain achieved” idea for numeric effects vn ◦= e is obtained
by the semantics in that vn keeps its old value and gains all values up to the
new value, which is an interval in the relaxation. The state app+

o (s+) = s′+

resulting from an application of o is then s′+(vn) = s+(vn) � (s+(vn) ◦ s+(e))
if effi ∈ {eff1, . . . , effn} is a numeric effect. As we use the convex union from
Definition 1, s′+(vn) contains all values between the old value of vn and the
evaluated expression (s+(vn) ◦ s+(e)). For propositional effects, s′+(vp) = both if
the effect changes the truth value effi(vp) 	= s+(vp) of vp, and s′+(vp) = s+(vp)
otherwise. Again, s′+(v) = s+(v) if v occurs in no effect. A relaxed plan is defined
in the obvious way.

Example 1. Applying o = 〈∅ → {x ×= e}〉 in a state with x = [8, 10] and
e = [− 1

2 , 1
2 ] leads to s′(x) = [8, 10]�([8, 10]×[− 1

2 , 1
2 ]) = [8, 10]�[−5, 5] = [−5, 10].

To compute relaxed plans, we can proceed as in classical planning: there, a
relaxed plan can be found by iteratively applying all applicable operators to the
current relaxed state in parallel, and terminating if either a fix-point is reached or
the current relaxed state satisfies the goal condition. As no effect can invalidate
any condition in the relaxed task, the number of iterations is restricted by the
number of operators in the task. A serialized plan can be obtained by ordering
parallel actions arbitrarily.
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For interval relaxed numeric planning, we have to take into account that
numeric operators may have to be applied arbitrarily often. Our idea is to
transform the planning task into a semi-symbolic representation that captures
repeated application of operators with numeric effects. We define repetition
relaxed planning tasks, where we simulate the behavior of applying numeric
effects arbitrarily often independently. As we will see later, the independence
assumption is not justified for numeric effects vn ◦= e where the expression of e
depends on the affected variable vn. However, we can find plans for tasks with
acyclic dependencies in polynomial time with our approach.

Repetition relaxed planning tasks use mixed-bounded intervals to capture
the attainable values of a numeric variable. We are interested in the behavior of
numeric effects in the limit. If an operator o has an additive effect x ±= e for
±= ∈ {+=,−=} that can extend a bound of x once, it can extend that bound to
any value by applying o multiple times. The result of applying an additive effect
arbitrarily often in a state s only depends on whether e can be negative, zero
or positive. The behavior of multiplicative effects �= ∈ {×=,÷=} is slightly
more complex. Multiplicative effects x �= e can contract or expand depending
on whether e contains elements with absolute value greater one and switch signs
if e contains negative elements, resulting in up to seven different behaviors of e.

Definition 3. Let Π+ be an interval relaxed planning task. The repetition relax-
ation of Π+ is a 5-tuple Π# = 〈V +

P ,V#
N ,O#, I#,G#〉 with propositional vari-

ables V +
P from Π+. The domains of numeric variables dom(vn) = Im for vn ∈ V#

N

are extended to mixed-bounded intervals. The initial state I# maps variables to
the same truth (for propositional variables vp) respectively the same closed degen-
erate interval (for numeric variables vn) from I+. Operators O# = O+ and the
goal condition G# = G+ remain unchanged.

Again, the relaxations differ mainly in the semantics of numeric effects.
The semantics of numeric expressions is transferred directly from the interval
relaxation as interval arithmetic operations are also defined for mixed-bounded
intervals. The interpretation of a numeric expression is given as s#(e1 ◦ e2)
= s#(e1) ◦ s#(e2) for expressions e1 and e2 and ◦ ∈ {+,−,×,÷}. The semantics
of conditions is s# � vp iff s#(vp) ∈ {true, both} for propositions vp ∈ V#

P . For
numeric constraints, where e1 and e2 are expressions and �� ∈ {<,≤,=, 	=} is a
comparison operator, s# � (e1 �� e2) iff ∃q1 ∈ s#(e1), ∃y ∈ s#(e2) with q1 �� q2.

The semantics of numeric effects captures the repeated application of actions.
We first define the repetition relaxed semantics of x ◦= e for intervals x and
e with ◦= ∈ {:=,+=,−=,×=,÷=}. Let x0 = x and xk+1 = xk � (xk ◦ e) for
k ≥ 0 where (x : e) is defined as e for assign effects. Let succ◦(x, e) =

⋃∞
k=0 xk.

We are interested in the result of applying an operator arbitrarily often indi-
vidually for each effect, where the interval e is fixed even if the expression e
depends on x. As xk+1 ⊇ xk by definition of the convex union and because all
xk are convex, the resulting set succ◦(x, e) is an interval. However, open inter-
vals can be generated in the limit. The state app#

o (s#) = s′# resulting from
an application of o with effect eff = {eff1, . . . , effn} is again s′#(v) = s#(v) if v
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Table 1. Partial behaviors for numeric effects

+= ẽ
(−∞, 0) {0} (0,∞)

x̃ (−∞,∞) (−∞, x� �x, x� �x,∞)

−= ẽ
(−∞, 0) {0} (0,∞)

x̃ (−∞,∞) �x,∞) �x, x� (−∞, x�

×= ẽ
(−∞,−1) {−1} (−1, 0) {0} (0, 1) {1} (1,∞)

x̃
(−∞, 0) (−∞,∞) �x,−x� �x, x×e� �x, 0] �x, 0) �x, x� (−∞, x�

{0} [0, 0]
(0,∞) (−∞,∞) �−x, x� �x×e, x� [0, x� (0, x� �x, x� �x,∞)

÷= ẽ
(−∞,−1) {−1} (−1, 0) {0} (0, 1) {1} (1,∞)

x̃
(−∞, 0) �x, x÷e� �x,−x� (−∞,∞) undefined (−∞, x� �x, x� �x, 0)

{0} [0, 0] undefined [0, 0]
(0,∞) �x÷e, x� �−x, x� (−∞,∞) undefined �x,∞) �x, x� (0, x�

occurs in no effect, s′#(vp) = both if effi(vp) 	= s#(vp) is a propositional effect
changing the truth value of vp and s′#(vp) = s#(vp) otherwise. For numeric
effects effi = (vn ◦= e), s′#(vn) = succ◦(s#(vn), s#(e)). Repetition relaxed plans
are defined in the obvious way.

Fixing expressions e of numeric effects to the interval e they evaluate to
in the previous state is beneficial to compute the successor, as changes in the
assignment (which can be an arbitrary arithmetic expression) do not have to be
considered immediately. The repetition relaxation Π# of a planning task relaxes
Π+ further and plans for Π+ are still plans for Π#. The reason is that each
operator application can only extend the interval of affected numeric variables.

We want to use the fix-point algorithm that applies all operators of a planning
task in parallel until a fix-point is reached to find a repetition relaxed plan. The
successors succ◦(x, e) of numeric effects are defined by the limit

⋃∞
i=0 xi and we

are interested in determining the result of such an effect in constant time. The
result only depends on which of up to 21 symbolic behavior classes are covered
by x and e. The behavior classes for x are Bx = {(−∞, 0), {0}, (0,∞)}, and for e
they are Be = {(−∞,−1), {−1}, (−1, 0), {0}, (0, 1), {1}, (1,∞)}. We decompose
e and x into the behavior classes they hit, i.e, where e ∩ ẽ 	= ∅ for a behavior
class ẽ ∈ Be and x ∩ x̃ 	= ∅ for a behavior class x̃ ∈ Bx, respectively. Table 1
contains partial behaviors T◦(x, e) for ◦= ∈ {+=,−=,×=,÷=} where T◦(x, e)
is only defined if x ⊆ x̃ ∈ Bx and e ⊆ ẽ ∈ Be and T◦(x, e) is the table entry
with column x̃ and row ẽ in the table with the corresponding ◦= operator.
We use “indeterminate” parentheses � · , · � to denote intervals whose openness
is determined by the contributing terms. For assignment effects := we do not
need a table as T:(x, e) = �min(x, e),max(x, e)� for all classes. Division by zero
is undefined for degenerate intervals [0, 0]. Otherwise, the union over partial
behaviors can ignore “undefined” entries. If a division by zero would occur in
the original problem, the causing operator is not applicable. Therefore, actual
division by zero neither occurs in the relaxation.
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Theorem 1. The partial behaviors T◦(x, e) equal succ◦(x, e) for x ⊆ x̃ ∈ Bx

and e ⊆ ẽ ∈ Be. ��

Theorem 1 is shown exemplarily for “×=”, x̃ = (0,∞), ẽ = (0, 1) and
for “÷=”, x̃ = (−∞, 0) and ẽ = (−∞,−1) in the workshop version of this
paper [1]. For each q ∈ T◦(x, e), we obtain a number of iterated assignments
sufficient to reach q as a byproduct of the proof.

With such a decomposition, numeric effects can now be computed in constant
time. Unfortunately, the union of the partial behaviors of an effect does not equal
the succeeding interval according to the semantics.

Hypothesis 1. The successor succ◦(x, e) of an effect x ◦=e is the union of
the successors obtained by decomposition of the effect into behavior classes, i.e.⋃

x̃∈Bx,ẽ∈Be
succ◦(x ∩ x̃, e ∩ ẽ) = succ◦(x, e) for succ◦(∅, e) = succ◦(x, ∅) = ∅.

Hypothesis 1 does not hold in general, as the following example illustrates.
The successor can grow into behavior classes which were not covered initially:

Example 2. Let o = 〈∅ → {x ×= e}〉 have an effect on x in a state with
x = [1, 4] and e = [−1

2 , 2]. The partial behaviors are succ×(x, [− 1
2 , 0)) = [−2, 4],

succ×(x, [0, 0]) = [0, 4], succ×(x, (0, 1)) = (0, 4], succ×(x, [1, 1]) = [1, 4] and
finally succ×(x, (1, 2]) = [1,∞). However, the union

⋃
x̃∈Bx,ẽ∈Be

succ×(x∩x̃, e∩ẽ)
= [−2,∞), differs from succ×(x, e) = (−∞,∞).

However, the number of behavior classes is restricted, and therefore, new
classes can only be hit a restricted number of times. We correct the hypothesis
by including the partial behaviors T◦(x, e) of the classes hit by x in a nested
fix-point iteration: Let x0 = x and xj+1 =

⋃
x̃∈Bx,ẽ∈Be

succ◦(xj ∩ x̃, e ∩ ẽ) with
succ◦(∅, e) = succ◦(x, ∅) = ∅ for j ≥ 0. Let s̃ucc◦(x, e) =

⋃∞
j=0 xj . Now, newly

attained behavior classes become part of the decomposition in the next iteration.

Example 3. Recall Example 2 starting with x0 = x = [1, 4] where the successor
succ×(x0 ∩ x̃, e ∩ ẽ) equals [−2,∞). The decomposition over the newly achieved
behavior classes with x1 = [−2,∞) and e = [− 1

2 , 2] contains among others
the successor succ×([−2, 0), (1, 2]) = (−∞, 0). The union still contains partial
behaviors that set the upper bound to ∞, so succ×(x1 ∩ x̃, e ∩ ẽ) = (−∞,∞).
Now, a fix-point is reached and s̃ucc◦(x, e) = succ◦(x, e).

Lemma 1. The sequence of xj converges to s̃ucc◦(x, e) after at most 3 steps.

Proof sketch. The number of behaviors in each class is restricted to |Bx| = 3 and
|Be| = 7. Most partial behaviors T◦(x, e) either set a new bound to a certain
value (0 or ±∞), or leave a bound of x unchanged. The only unsafe cases are
multiplications or divisions of a bound with −1 or e. However, none of these
cases is problematic because e is fixed: T×(x, e) with x ⊆ x̃ = (−∞, 0) and
e ⊆ ẽ = (−1, 0) sets a new upper bound x × e > 0. However, for all classes
T×(x, e) with x ⊆ x̃ = (0,∞), the upper bound is either set to ∞ or it remains
the same. Therefore no problematic interactions occur. The same reasoning holds
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for T×(x, e) with x ⊆ x̃ = (0,∞) and e ⊆ ẽ = (−1, 0) as well as T÷(x, e) with
e ⊆ ẽ = (−∞,−1). As e remains fixed x can change at most 3 times. ��

We reformulate the feasibility of the decomposition to the following Theorem:

Theorem 2. The successor succ◦(x, e) of an effect x ◦= e is the fix-point of
the convex union of the successors obtained by decomposition of the effect into
behavior classes, i.e. s̃ucc◦(x, e) = succ◦(x, e).

Proof sketch. To see that s̃ucc◦(x, e) ⊆ succ◦(x, e) consider the first iteration
determining s̃ucc◦(x, e): all partial behaviors succ◦(x ∩ x̃, e ∩ ẽ) are operations on
subsets of x and e. As we use the convex union for effects, succ◦(x, e) is monotone
in both arguments i.e. x1 ⊆ x2 ∧ e1 ⊆ e2 ⇒ succ◦(x1, e1) ⊆ succ◦(x2, e2).
During each iteration determining s̃ucc◦(x, e), the decomposition can only grow
to behavior classes that were part of succ◦(x, e) in the first place. The converse
direction s̃ucc◦(x, e) ⊇ succ◦(x, e) is shown by contradiction. Let q ∈ succ◦(x, e)
but not in s̃ucc◦(x, e). Both successor functions are defined recursively starting
with x0 = x. Therefore, q /∈ x0. Let x0, x1, . . . be the sequence of intervals
defining succ◦(x, e). There has to be a k > 0 with xk+1 = xk � (xk ◦ e) so that
xk ⊂ s̃ucc◦(x, e) but xk+1 	⊂ s̃ucc◦(x, e). After k steps, the bound of the successor
is extended beyond the decomposition s̃ucc◦(x, e) for the first time. Obviously,
the new bound does not originate in xk but the new interval xk+1 is obtained
from (xk◦e). The resulting interval depends on xk, xk, e, e and in case of division
also on whether 0 ∈ e. Each combination of these extreme bounds is contained
in one partial behavior T◦(xk, e). If (xk ◦ e) hits a new behavior class or extends
the bounds within a behavior class, this is a contradiction to s̃ucc◦(x, e) being a
fix-point. If (xk ◦ e) stays within a behavior, this is a contradiction to T◦(xk, e)
being well defined (Theorem 1). Thus, such a k cannot be found, and therefore,
it is impossible for q ∈ succ◦(x, e) but not q ∈ s̃ucc◦(x, e). ��

With the help of the decomposed successor s̃ucc◦(x, e) we can compute the
result of applying an operator app#

o with the repetition relaxed semantics in
constant time. This allows us to use the parallel fix-point algorithm from the
classical case analogously: apply all applicable operators in parallel until a fix-
point is reached.

Theorem 3. The parallel fix-point algorithm for repetition relaxed planning is
sound, i.e. if the algorithm outputs an alleged plan, it is indeed a plan for Π#.

Proof. Operators are only applied if the precondition is fulfilled. ��

Unfortunately, the algorithm does not necessarily terminate. In the definition
of the semantics of a repetition relaxed planning task, we fix the effect e even if
it depends on x. However, this implicit independence assumption is not justified.
Inspecting the entries in Table 1 reveals critical entries (marked in bold gray)
for multiplicative effects that contract x and flip the arithmetic sign at the same
time. The same is true for assignment effects T:(x, e) = �min(x, e),max(x, e)�.
In these cases, the new value of x can have a different behavior, if e also depends
on x. As e can change when x changes, the algorithm does not necessarily
terminate.
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Example 4. Let o = 〈∅ → {x ×= e}〉 in a state with
x = [−1,−1], e = − x+1

2 and goal G = {x ≥ 1}.
Applying the operator arbitrarily often according to
the repetition semantics yields the progression for
k operator applications depicted to the right. Obvi-
ously, interval x does not only change a restricted
number of times, so the fix-point algorithm for
interval relaxed numeric planning will not termi-
nate.

k x e
0 [−1,−1] [0, 0]
1 [−1, 0] [−0.5, 0]
2 [−1, 0.5] [−0.75, 0]
3 [−1, 0.75] [−0.875, 0]
4 [−1, 0.875] [−0.9375, 0]

...
...

If we succeeded in directly computing the fix-point to which the intervals con-
verge with a symbolic interval we could continue the fix-point algorithm from
here. In Example 4 we would set x = [−1, 1) and e = (−1, 0]. Unfortunately,
the authors did not succeed in finding a general approach to do so (or to prove
that such a general approach does not exist). Instead, we restrict the problem to
planning tasks where the aforementioned problem does not occur. The problem
in Example 4 is that e depends on x. Thus, we restrict planning tasks to con-
tain only effects where the assigned expression is independent from the affected
variable. We show that such planning tasks are solvable in polynomial time.

Definition 4. A numeric variable v1 is directly dependent on a numeric vari-
able v2 in task Π if there exists an o ∈ O with a numeric effect v1 ◦= e so
that e contains v2. A planning task with acyclic direct dependency relation is an
acyclic dependency task.

Note that a variable can be directly dependent on itself. Also, the definition
of direct dependence does not consider operator applicability.

Theorem 4. The parallel fix-point algorithm for repetition relaxed planning ter-
minates for acyclic dependency tasks.

Proof. As the planning task has acyclic dependencies, the direct dependency rela-
tion induces a topology. Let a phase of the algorithm be a sequence of parallel
operator applications, where no new operator becomes applicable. During each
phase, we consider numeric effects in topological order concerning the depen-
dency graph. Let V #l

N ⊆ V #
N be the variables in dependency layer l. We iterate

over the layers k ≥ 0 of the topology assuming that a fix-point is reached for all
variables V #k

N . Variables V #k+1
N only depend on variables V #l

N with 0 ≤ l ≤ k or
on constants. A fix-point is reached for all those variables by induction hypothe-
sis. Inductively, we can assume that the expressions of numeric effects that alter
the variables of layer V #k+1

N are fixed. Therefore, the successor succ◦(x, e) of an
effect (x ◦= e) with x = s#(x) and e = s#(e) does not change the variable more
than once (or more than 3 times, if we also consider the variable updates of the
nested fix-point iteration from Lemma 1).

The number of phases is restricted, with the same argument as for the fix-
point algorithm in the classical case. Preconditions cannot be invalidated and
during each phase at least one previously inapplicable operator must become
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applicable. The number of phases is therefore restricted to the number of oper-
ators in the planning task. ��

Theorem 5. The fix-point algorithm for repetition relaxed planning is complete
for acyclic dependency tasks.

Proof. We prove completeness by contradiction and show that it is impossible
that the algorithm terminates and reports unsolvable although a plan exists. Now
assume there is a plan, but the algorithm terminates and reports unsolvable. All
operators are applied as soon as they are applicable, so a satisfiable condition
must have been unsatisfied. For propositional conditions, this is impossible, as
s#(vp) � vp if vp ∈ {true, both} and no effect can set propositional variables to
false. Therefore, a satisfiable numeric constraint was not achieved by the algo-
rithm. This implies that an effect (vn ◦= e) would have been able to assign a
value to a variable that was not reached by our algorithm. Therefore, the suc-
cessor defined by the semantics succ◦(s#(vn), s#(e)) has to be different from the
successor computed by the algorithm s̃ucc◦(s#(vn), s#(e)), which is impossible
for numeric tasks with Theorem 2, a contradiction. ��

Until now we have an algorithm which can compute parallel plans for repeti-
tion relaxed planning tasks in polynomial time for acyclic dependency tasks. As
intervals can only grow by applying an operator, the plan can be serialized by
applying parallel operators from the same layer in an arbitrary order. Beneficial
effects may make the application of some operators unnecessary, but it cannot
harm conditions. We are interested in plans for the interval relaxation without
the symbolic description of numeric variables. We will now show that we can
derive interval relaxed plans π+ from repetition relaxed plans π#.

Theorem 6. Let 〈o1, o2, . . . , on〉 be a repetition relaxed plan. Then, there exist
k1, . . . , kn ∈ N+ such that 〈ok1

1 , ok2
2 , . . . , okn

n 〉 is an interval relaxed plan, where
oki
i denotes a sequence of ki repetitions of operator oi. ��

A proof of Theorem 6 can be found in the workshop version of this paper [1].
The idea is to explicate the number of operator applications from a plan obtained
by the fix-point algorithm for repetition relaxed planning. For each numeric
constraint we determine a target value in the open intervals, which is sufficient
to satisfy that constraint. The number of required operator applications ki to
reach the target value is obtained from the proof of Theorem 1.

Example 5. Let x = [0, 1), y = [0, 1) and z = (1.7, 3] be the symbolic values of
variables x, y and z with a condition x+y > z. From ea = x+y �→ [0, 2) and eb = z
we choose an arbitrary qa = 1.9 ∈ s#(ea) and an arbitrary qb = 1.8 ∈ s#(eb)
from within the expression intervals so that the constraint is satisfied. We have
to recursively find appropriate qx and qy in the sub-expressions. A leeway of
2 − 1.9 = 0.1 can be distributed to the target values of the sub-expressions. We
could continue with target values 0.95 for x and y each. Let x = [0, 1) be obtained
from a repetition relaxed operator o1 = 〈∅ → {x := (a + 1)}〉, a = [−1,−1],
which induces a target value of −0.05 for a. Let now o2 = 〈∅ → {a ÷= 2}〉 be
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the operator that manipulated a in the repetition relaxed plan. The explicated
number of operator applications for o2 is obtained by solving −0.05 = −1 ÷ 2k

so k ≈ 4.3 and o2 has to be applied 5 times.

Theorem 7. The problem to generate an interval relaxed numeric plan is in P
for tasks with acyclic dependencies.

Proof. The fix-point algorithm for repetition relaxed planning tasks is sound
(Theorem 3), complete (Theorem 5) and terminates in polynomial time (Theo-
rem 4). Thus, generating a repetition relaxed plan π# is in P. An interval relaxed
plan π+ can be constructed from π# (Theorem 6) in polynomial time. ��

The definition of a relaxation is adequate [8] if it is admissible, i.e. any plan π
for the original task Π is also a relaxed plan for Π+, if it offers basic informed-
ness, i.e. the empty plan is a plan for Π iff it is a plan for Π+ and finally the
plan existence problem for the relaxation is in P.

Theorem 8. The interval relaxation is adequate for acyclic dependency tasks.

Proof. Admissibility: After each step of the original plan π, the propositional
variables are either equal in the relaxed and in the original state, or they assign
to both, which cannot invalidate any (goal or operator) conditions. For numeric
variables, the value of the original task is contained in the mapped interval.
Admissibility follows from the semantics of comparison constraints that hold if
they do for any pair of elements from the two intervals. Basic informedness:
No (goal or operator) conditions are dropped from the task. Relaxed numeric
variables are mapped to degenerate intervals that only contain one element.
Therefore, conditions in the original task x �� y correspond to interval con-
straints [x, x] �� [y, y], which are satisfied iff they are satisfied in the relaxed
task. Polynomiality: As a corollary to Theorem 7, we can also conclude that
interval relaxed numeric plan existence is in P for tasks with acyclic dependen-
cies. ��

5 Conclusion and Future Work

We presented interval algebra as a means to carry the concept of a delete relax-
ation from classical to numeric planning. We proved that this relaxation is ade-
quate for acyclic dependency tasks, tasks where the expressions of numeric effects
do not depend on the affected variable. The proposed relaxation advances the
state of the art even though adequacy of interval relaxation was only shown
for the restricted set of acyclic dependency tasks. However, the requirement of
acyclic dependency for numeric expressions is a proper generalization of expres-
sions e being required to be constant, a requirement for other state-of-the-art
approaches, e.g. [8], which is met in many practically relevant problems. The
complexity of the approach for arbitrary interval relaxed planning problems
remains an open research issue, though. It is imaginable that the fixpoint reached
by arbitrary operator repetitions can be found in polynomial time.



Complexity of Interval Relaxed Numeric Planning 31

In the future, we intend to adapt the well-known heuristics from classical
planning, hmax, hadd and hFF, to the interval relaxation framework.
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Abstract. The paper proposes an oddness measure for estimating the
extent to which a new item is at odds with a class. Then a simple classi-
fication procedure based on the minimization of oddness with respect to
the different classes is proposed. Experiments on standard benchmarks
with Boolean or numerical data provide good results. The global oddness
measure is based on the estimation of the oddness of the new item with
respect to the subsets of the classes having a given size.

1 Introduction

It is a commonsense principle to consider that a class cannot be reasonably
assigned to a new item if this item would appear to be odd with respect to the
known members of the class. On the contrary, the item should be even with
respect to these class members for entering the class. A particular implementa-
tion of this principle has been recently explored in [3] by judging to what extent
the item conforms with the majority of elements in any triple of members of the
class. The idea of considering triples as a basis for estimating the evenness of the
item with respect to the class has been motivated by two facts. First, triples are
the only subsets where when the new item conforms with the minority, there is
no longer any majority (with respect to a given feature) in the triple augmented
with the new item. Second, being odd with respect to three other elements is
closely connected with the idea of heterogeneous logical proportions, themselves
dual of the homogeneous logical proportions where analogical proportion is a
prominent case [9] (also used successfully in classification [4,7]).

Although, rather competitive results have been obtained for Boolean data on
benchmarks, it is unclear how to extend the above evenness-based approach to
numerical data. In this paper, we propose a slightly different view of the estima-
tion of oddness, which in the case of triples can still be related to heterogeneous
logical proportions, but may apply as well to subsets of any size, and can be
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extended to numerical features in a straightforward manner. Good results can
be then obtained for both Boolean and numerical data, as we shall see.

Our paper is structured as follows. In Section 2, we first provide a brief
background about logical proportions and we demonstrate the ability of het-
erogeneous proportions to identify an intruder among a set of 4 elements. Their
weakness is also highlighted when it comes to deal with multi-valued logic. More-
over, inspired by heterogeneous proportions, we define a new logical formula
acting as a marker for the oddness of a fourth item with respect to a set of 3
elements. Oddness is expressed by a concise formula in the Boolean and multi-
valued settings, since the Boolean expression easily extends to numerical data.
In Section 3, we show that the proposed oddness measure extends to subsets of
any size, and can be the basis for estimating the oddness of an item with respect
to a whole class for a given set of features. In Section 4, we investigate a way
to design classifiers based on this new oddness measure. Section 5 is devoted
to a set of experiments on standard benchmarks coming from the UCI reposi-
tory. Finally, we provide some hints for future works and concluding remarks in
Section 6.

2 Heterogeneity of an Item with Respect to a Triple

We recall the semantics of heterogeneous proportions in terms of oddness of an
item among a set of 4 items. Then, using heterogeneous proportions, we propose
a new logical formula, more suitable for expressing oddness, first in the Boolean
case, and then in the multiple-valued case.

2.1 Heterogeneous Proportions

Heterogeneous proportions are a particular case of logical proportions. Logical
proportions have been defined and studied in [8]. Considering 2 Boolean vari-
ables a and b representing a given feature attached to 2 items A and B, a ∧ b
and a ∧ b indicate that A and B behave similarly w.r.t. the given feature (“sim-
ilarity” indicators), a ∧ b and a ∧ b the fact that A and B behave differently
(“dissimilarity” indicators). When we have 4 items A,B,C,D, for comparing
their respective behavior in a pairwise manner, we are led to consider logical
equivalences between similarity, or dissimilarity indicators, such as a ∧ b ≡ c ∧ d
for instance. A logical proportion T involves 4 items and is the conjunction of
two equivalences between indicators such as, for instance:

((a ∧ b) ≡ (c ∧ d)) ∧ ((a ∧ b) ≡ (c ∧ d))

It has been established that there are 120 syntactically and semantically distinct
logical equivalences. A property which appears to be paramount in many rea-
soning tasks is code independency: there should be no distinction when encoding
information positively or negatively. In other words, encoding truth (resp. fal-
sity) with 1 or with 0 (resp. with 0 and 1) is just a matter of convention, and
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should not impact the final result. When dealing with logical proportions, this
property is called code independency and can be expressed as

T (a, b, c, d) =⇒ T (a, b, c, d)

We have only 8 code independent proportions, but only 4 among these propor-
tions make use of similarity and dissimilarity indicators by mixing these types
of indicators inside one equivalence: for this reason, these 4 proportions denoted
H1,H2,H3,H4 are called heterogeneous proportions. Their logical expressions
are given below.

H1: ((a ∧ b) ≡ (c ∧ d)) ∧ ((a ∧ b) ≡ (c ∧ d))

H2: ((a ∧ b) ≡ (c ∧ d)) ∧ ((a ∧ b) ≡ (c ∧ d))

H3: ((a ∧ b) ≡ (c ∧ d)) ∧ ((a ∧ b) ≡ (c ∧ d))

H4: ((a ∧ b) ≡ (c ∧ d)) ∧ ((a ∧ b) ≡ (c ∧ d))

The index i in Hi refers to a position inside the formula Hi(a, b, c, d). The truth
tables for heterogeneous proportions are shown below where only the patterns
leading to 1 (which make the logical proportion true) are given. Note that every

Table 1. Heterogeneous proportions valid patterns

H1 H2 H3 H4

1 1 1 0 1 1 1 0 1 1 1 0 1 1 0 1
0 0 0 1 0 0 0 1 0 0 0 1 0 0 1 0
1 1 0 1 1 1 0 1 1 0 1 1 1 0 1 1
0 0 1 0 0 0 1 0 0 1 0 0 0 1 0 0
1 0 1 1 0 1 1 1 0 1 1 1 0 1 1 1
0 1 0 0 1 0 0 0 1 0 0 0 1 0 0 0

Hi is stable w.r.t. any permutation which does not affect position i. Apart
from code independency property, heterogeneous proportions have a remark-
able semantics which can be seen from their truth tables. Hi is valid iff there is
an intruder among the 4 parameters a, b, c, d and the value at position i is not
this intruder. For instance, H1(a, b, c, d) implies that the first value a is not an
intruder and there is an intruder among the remaining values. It can be checked
that H1(a, b, c, d) is false when there is no intruder (even number of 0 among
the values of a, b, c, d) or when a is the intruder. In other words, this means that
either b or c or d is at odds with respect to the 2 remaining values and a that
are equal together (e.g. c = 1 while a = b = d = 0). But Hi taken alone does
not provide precise knowledge about the position of the intruder. This is why we
investigate in the following section a proper formula able alone to do this job.
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2.2 An Oddness Measure for Boolean Data

In the following, we proceed in two steps: first, we define a new measure to
capture oddness in a set of Boolean values via the heterogeneous proportions
introduced in the previous section. Then, we extend it to multi-valued logic in
the next subsection.

Let us remember that each proportion Hi provides a piece of knowledge on
the intruder and when combined with other pieces, we can pick out which one is
the “intruder” among a, b, c and d. For example H1(a, b, c, d) = H2(a, b, c, d) =
H3(a, b, c, d) = 1 means that there is an intruder which is out of the set {a, b, c}.

Then we define the oddness of d w.r.t. {a, b, c} with the following formula:

odd({a, b, c}, d) =def H1(a, b, c, d) ∧ H2(a, b, c, d) ∧ H3(a, b, c, d)

Due to the permutation properties of the Hi’s, the right hand side of this def-
inition is stable w.r.t. permutation of a, b, c then the set notation on the left
hand side is justified. The truth table of odd is given in Table 2. It is clear

Table 2. H1, H2, H3 and odd truth values

a b c d H1 H2 H3 odd
0 0 0 0 0 0 0 0
0 0 0 1 1 1 1 1
0 0 1 0 1 1 0 0
0 0 1 1 0 0 0 0
0 1 0 0 1 0 1 0
0 1 0 1 0 0 0 0
0 1 1 0 0 0 0 0
0 1 1 1 0 1 1 0
1 0 0 0 0 1 1 0
1 0 0 1 0 0 0 0
1 0 1 0 0 0 0 0
1 0 1 1 1 0 1 0
1 1 0 0 0 0 0 0
1 1 0 1 1 1 0 0
1 1 1 0 1 1 1 1
1 1 1 1 0 0 0 0

that odd holds only when the value of d is seen as odd among the other values:
d is the intruder. Moreover odd does not hold in the opposite situation where
there is a majority among values in a, b, c, d and d belongs to this majority (e.g.
odd({0, 1, 0}, 0) = 0) or there is no majority at all (e.g. odd({0, 1, 1}, 0) = 0).

A simple observation of Table 2 shows that

odd({a, b, c}, d) ≡ ((a ∨ b ∨ c) �≡ d) ∧ (a ∧ b ∧ c) �≡ d)) (1)

More precisely, given a set of 3 identical Boolean values a, b, c, odd({a, b, c}, d)
can act as a flag indicating if the 4th value d is different from the common value
of a, b, c. Then the value d is at odds w.r.t. the other values.
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2.3 Extension to Numerical Data

As we are also dealing with numerical data in this paper, it is necessary to
extend the previous oddness measure to handle variables with graded values (i.e.
variables whose values belong to [0, 1] after suitable normalization of numerical
data). For now, this oddness is just 0 or 1 (i.e. the truth value of odd({a, b, c}, d)),
but we would like to consider tuples such as (0.1, 0.2, 0.1, 0.8) and still consider
that the 4th value is somewhat odd w.r.t. the 3 other ones.

A direct translation of formula (1), taking min for ∧, max for ∨, and 1−|·−·|
for ≡ as in �Lukasiewics logic, leads to:

odd({a, b, c}, d) = min(|max(a, b, c) − d|, |min(a, b, c) − d|) (2)

Let us examine some examples to get a precise understanding of the formula for
numerical data and to check that this oddness measure fits with the intuition.

– We see that odd({u, u, u}, v) = |u − v|. Indeed, if u = v then obviously the
4th value is not an intruder. The larger |u − v|, the more v is at odds w.r.t
the 3 values equal to u.

– We see also that odd({v, u, u}, v) = 0 which is consistent with the expected
semantics of odd.

– More generally, odd({u, v, w},max(u, v, w)) = odd({u, v, w},min(u, v, w)) =
0, and in any case, odd({u, v, w}, u) ≤ 0.5.

– Let us now consider a numerical pattern with 4 different values:
({0, 0.1, 0.2}, 0.9). We feel that d = 0.9 appears as an intruder in the
set ({0, 0.1, 0.2}). This is still consistent with the truth value provided
by odd({0, 0.1, 0.2}, 0.9) = 0.7 while odd({0, 0.1, 0.1}, 0.9) = 0.8 and
odd({0, 0.1, 0.3}, 0.9) = 0.6.

– The pattern ({0.7, 1, 1}, 0.9) does not strongly suggest 0.9 as an intruder
value. Indeed odd({0.7, 1, 1}, 0.9) = 0.1. Note that odd({0.9, 1, 1}, 0.7) =
0.2, which is a bit higher, as expected since we have moved towards more
uniformity among a, b, c and slightly increased the differences between d and
the elements of {a, b, c}. Moreover, note that odd({0.7, 1, 1}, 0.9) = 0.1, and
odd({0, 0, 1}, 0.9) = 0.1, since the two cases illustrate two different ways of
not being really an intruder. Indeed, although 0.9 is close to the majority
value in {0.7, 1, 1} in the first case, and far from the majority value in {0, 0, 1}
in the second case, closeness to majority value in {a, b, c} is not at all what
odd estimates. Rather it is expected to find similar estimates in the two
above cases, since they are respectively close to odd({1, 1, 1}, 1) = 0 and to
odd({0, 0, 1}, 1) = 0 as shown in Table 2.

– Finally, odd({a, b, c}, d) does not always behave as |d − average({a, b, c})|:
the cases {a, b, c} = {0.5, 0.5, 0.5}, d = 0.5, and {a, b, c} = {0, 0.5, 1}, d = 0.5
cannot be distinguished by the second average-based expression, but, with
our definition, odd({0.5, 0.5, 0.5}, 0.5) = 0, while odd({0, 0.5, 1}, 0.5) = 0.5.

From the previous examples, we understand that the proposed definition fits
with the initial intuition and provides high truth values when d appears odd
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w.r.t. the set {a, b, c} and low truth values in the opposite case where d is not
very different from the other values. On top of that, the expression of odd given
here is not the conjunction of the multiple-valued extensions of H1,H2,H3 as
given in [9], which would lead to a less satisfactory measure of oddness. Indeed,
we are here interested in the oddness of d w.r.t. a set {a, b, c}, and not in picking
out an intruder in the set {a, b, c, d} as in [9].

3 Oddness of an Item with Respect to a Class

The previous measure of oddness is not limited to subsets {a, b, c} with 3 ele-
ments, and can be extended to a measure of oddness odd(S, x) of an item x w.r.t.
a subset S of any size, as discussed below. Then we extend odd(S, x) to multiple
features. Finally, we build up a global oddness measure of an item x w.r.t. a
class by cumulating the measure odd(S, x) for all subsets S of the same size in
the class.

3.1 Oddness with Respect to Subsets of Various Size

In view of the above definition for oddness, we can naturally extend to subsets
S of values in [0, 1] of any finite size, as follows:

odd(S, x) = min(|max(S) − x|, |min(S) − x|)

As can be seen, we compare x to the upper and lower values in S. When S
becomes large, odd(S, x) does not take precisely into account a large number of
values between the min and max of S. Then, odd(S, x) is more informative for
small sets S with 2, 3, 4 elements that we shall consider in our experiments.

The particular case where S is a singleton is worth of interest as we will see
below.

3.2 Oddness Measure for Vectors

When it comes to real life application, it is not enough to represent individuals
with a single Boolean or real value. Generally, individuals are encoded by a set
of features, That is why we have to define an oddness measure for vectors. When
dealing with vectors −→x ∈ [0, 1]n, Boolean vectors are also covered as a particular
case. The odd measure, defined by (1) and extended by (2) is used to estimate to
what extent a value x can be considered as odd among a set S of values. Thanks
to the latter formula, assuming the independence of features, it is natural to
compute the oddity of a vector −→x as the sum of the oddities for each feature
xi ∈ −→x , as follows:

Odd(
−→
S ,−→x ) =def Σn

i=1odd(Si, xi) ∈ [0, n]

where xi is the i-th component of −→x and Si is the subset gathering the i-th
components of the vectors in

−→
S .
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If Odd(
−→
S ,−→x ) = 0, no feature indicates that −→x behaves as an intruder and

there is no obstacle for −→x to join the set
−→
S . On the contrary, high values of

Odd(
−→
S ,−→x ) (close to n) means that, for many features, −→x appears as an intruder

and may reduce the homogeneity when going from
−→
S to the set

−→
S ∪ {−→x }.

3.3 Global Oddness Measure

Given a set C of vectors belonging to the same class and a non nul integer m,
we can compute Odd(

−→
S ,−→x ) for each distinct subset

−→
S ⊆ C of cardinal m. The

oddness measure of the vector −→x in the class C is simply the sum of all these
elementary values as follows:

ODDm(C,−→x ) = Σ−→
S ⊆Cs.t.|−→S |=m

Odd(
−→
S ,−→x )

To take into account the relative size of the different classes C, it is fair to
introduce a normalization factor. Namely to consider the number of subsets

−→
S

available, as an increasing function of |C|, we have to divide the above oddness
measure by

(|C|
m

)
which, for large values of |C| and small values of m, has |C|m as

order of magnitude So it is relevant to consider the normalized version of ODD
as follows:

ODD∗
m(C,−→x ) =

1
|C|mODDm(C,−→x )

When m = 2, it means we deal with pairs, when m = 3, we deal with triple,
etc. When m = 1, we deal with singletons

−→
S = {−→s }, and Odd({−→s },−→x ) =

Σn
i=1odd(si, xi) = Σn

i=1|si − xi|, which is just the Hamming distance between −→s
and −→x . Then ODD∗

1(C,−→x ) is the average distance between −→x and the elements
in C.

4 An Oddness-Based Classifier

In this section, we propose a family of classifiers based on the above global
oddness measure and indexed by the size of the subsets used in the comparison
process.

4.1 Algorithm

Let TS be a training set composed of instances (−→z , cl(−→z )), where −→z ∈ B
n or

R
n, cl(−→z ) is the label of −→z . Given the set C of instances in TS having the same

label c, and a new instance −→x �∈ TS without label, in order to allocate a label to
−→x we look for the class that better maintains its homogeneity when −→x is added
to it. More formally, we want to check if C ∪ {−→x } may be more heterogeneous
than C itself. Based on the oddness measure defined before, the idea is then to
assign to −→x the label corresponding to the class minimizing the oddness when
−→x is added. Implementing this idea leads to the following algorithm:
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Algorithm 1. Oddness-based algorithm A

Input: a training set TS of examples (−→z , cl(−→z ))
a non nul integer m
a new item −→x ,

Partition TS into sets C of examples having the same label c. � c is the label of the
class C
for each C do

Compute ODD∗
m(C, −→x )

end for
cl(−→x ) = argminc(ODD∗

m(C, −→x ))
return cl(−→x )

For a given value of m, we will denote Am the corresponding algorithm, using
ODD∗

m as oddness measure. In order to reduce the complexity of Am, we have
chosen, for the subsets of size m, to take one element as a k nearest neighbor of
the new item −→x . So the oddness measure that will be used in practice is:

ODDk
m(C,−→x ) =

1
|C|m−1

ODDm(C,−→x )

Our approach might appear somehow similar to k-nearest neighbors (k-nn)
methods. However, the proposed method relies on the comparison of a newcomer
with respect to subsets S involving m = 2, 3, or more elements, which are not
singletons, while k-nn methods compare the newcomer with examples taken one
by one. Obviously, this has a greater computational cost, since in the basic
method, we have to consider all the subsets of size m in the training set.

5 Experimentations and Discussion

In order to evaluate the efficiency of the proposed classifier when applied to
Boolean and numerical data, we have tested our algorithm Am on 13 data sets
(6 datasets having a Boolean coding and 7 datasets having a numerical coding)
taken from the UCI machine learning repository [6]. A brief description of these
data sets is given in Table 3. In terms of classes, we deal with a maximum
number of 7 classes. In order to apply our Boolean and multiple-valued semantics
framework, all discrete attributes are binarized and all numerical attributes are
normalized in a standard way to get numbers in [0,1]: a real value is thus changed
into a number that may be understood as a truth value. In terms of protocol,
we apply a standard 10 fold cross-validation technique to build the training and
testing sets and we run our tests on 4 different sizes of subsets: subsets of one,
two, tree or four items to compute the oddness measure, leading to algorithms
A1, A2, A3, A4.

In Table 4, we provide mean accuracies and standard deviations obtained
with the three first implemented options using A1, A2 and A3. For A2 and A3

alternatives, we also test different values of k (k being the number of nearest
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Table 3. Description of datasets

Datasets Instances Nominal Att. Binary Att. Numerical Att. Classes

Balance 625 4 20 - 3
Car 743 6 21 - 4
Spect 267 - 22 - 2
Monk1 432 6 15 - 2
Monk2 432 6 15 - 2
Monk3 432 6 15 - 2

Diabetes 768 - - 8 2
W. B. Cancer 699 - - 9 2
Heart 270 - - 13 2
Iris 150 - - 4 3
Wine 178 - - 13 3
Satellite Image 1090 - - 36 6
Glass 214 - - 9 7

neigbours used). Let us note that when we have less than k elements in a given
class, we do not check the version of our algorithm for the value k: this is the
case for Glass and k = 11.

Table 5 shows classification results obtained with A4. Since this is a time
consuming option, we limit our tests to datasets with small size. In Tables 4 and
5, we notice that:

Table 4. Classification accuracies given as mean and standard deviation with A1, A2

and A3

Datasets A1 A2 A3

value of k 1 3 5 11 1 3 5 11

Balance 83,67±3,82 49,81±6,39 76,93±5,02 87,34±3,17 86,29±3,45 52,05±6,98 74,99±3,59 87,16±2,71 86,63±2,90

Car 57,89±7,73 83,99±4,10 87,34±3,25 91,72±2,81 91,04±2,91 83,96±3,67 86,90±3,64 91,12±3,26 89,57±3,07

Spect 44,02±6,63 78,68± 6,96 83,72± 6,17 83,11± 6,06 83,19± 5,27 80,97±6,80 84,13±4,99 84,30± 4,34 84,30± 4,35

Monk1 75,01±6,53 99,12±1,49 99,77±0,51 99,86±0,33 99,68±1,29 99,63±0,71 97,15±3,46 98 ± 2,46 91,99±6,40

Monk2 50,74±9,11 34,52±6,70 36,57±6,21 43,37±4,70 58,98±4,13 34.28±7.29 37.05±6.44 41.91±7.57 55.32±7.21

Monk3 97,23±1,78 99,96±0,13 100 100 100 100 100 99.77± 0.68 99.32± 2.05

Diabetes 74,85±4,39 69,95±4,16 73,81±4,42 74,28±4,70 75,73±3,77 70,31±4,06 74,03±3,75 74,55±4,25 76,41±4,32

W. B. Cancer 94,23±2,58 96,80±1,69 97,2± 1,66 97,43±1,76 97,31± 1,71 96,10±2,35 97,03± 1,94 97,08±1,87 97,03± 1,85

Heart 83,18±7,74 78,89± 7,63 81,70± 6,87 82,22± 6,53 81,85± 6,81 77,63 ±7 81,26± 5,63 82 ± 6,75 82,44± 6,28

Iris 94,53±6,15 93,87± 5,41 94,67± 4,96 94,80± 4,81 95,06± 4,55 94,93± 5,22 94,79±4,81 94,66± 4,76 95,73± 5,07

Wine 93,25±5,59 97,97± 3,44 97,98± 2,87 98,34± 2,53 97,52± 3,21 95,77± 4,35 97,4± 3,56 96,58± 3,92 96,48± 4,25

Sat. Image 87,15±2,95 95,17±1,77 95,06±2,16 95,04±1,97 94,33 ±2,12 94,12± 1,90 94,18±2,08 94,18±2,30 93,51±2,36

Glass 35,93±9,51 75,15±8,00 76,53 ±7,71 74,77±7,62 - 70,12± 6,06 74,26± 6,42 72,44± 7,23 -

Table 5. Classification accuracies given as mean and standard deviation obtained
with A4

Datasets A4

value of k 1 3 5 11

Spect 81.28± 5.2 84.2± 5.11 84.2± 3.89 84.2± 3.89

Monk1 99.55± 0.91 96.28± 4.31 90.07± 4.37

Heart 71.48± 7.95 78.89± 4.7 79.26± 5.79 80.37± 5.25

Iris 95 ± 5,68 95,67± 5,01 95,50± 4,98 96,34± 4,84

Wine 92,89± 6,15 94,58± 5,75 94,20± 5,52 94,83± 4,75
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Table 6. Comparison with classification results of other classifiers

Datasets C4.5 SVM SVM JRip IBK Analogy1 [4] Analogy2 [2] Evenness [3]

Poly-Kernel PUK-Kernel (k=1, k=10) (k=5,l=n) (Algo2:A,k=11) (k=5, l=n)

Balance 78 90 89 76 83, 83 87 - 83
Car 95 91 87 91 92, 92 94 - 92
Spect 81 81 83 81 75, 81 41 - 84
Monk1 99 75 100 98 100, 100 99 - 100
Monk2 95 67 67 73 44 , 64 99 - 58
Monk3 100 100 100 100 100, 99 99 - 100

Diabetes 74 77 77 76 70, 71 - 73 -
Cancer 96 97 96 96 96 , 97 - 97 -
Heart 77 84 81 81 75, 81 - 82 -
Iris 96 96 96 95 95, 96 - 97 -
Wine 94 98 99 93 95, 95 - 98 -
Sat. Image 94 94 95 93 95, 94 - 94 -
Glass 66 58 71 69 70, 64 - 72 -

– A1 seems to be significantly less efficient than all other subset sizes for most
data-sets. The worst accuracy for this option is noted for datasets: Car,
Spect, Sat.Image, Wine and Glass having large number of attributes and/or
classes. In fact, this option remains close to the basis of k-nn algorithm since
both compute the distance to the training examples in an independent way
without any further investigation on the relationship between these training
data. Moreover, since this option computes the mean oddness measure to
elements of classes, this makes it less informative than other options.

– For most datasets, best results are obtained with large values of k (k=5 or
11) for the three alternatives using A2, A3 or A4, except in the case of Monk1
where small values of k provide better accuracy for A3 and A4. Since subsets
of pairs are generally less informative than subsets of triples or quadruples,
it is better to consider, for this option, large values of k to take advantage
of a larger variety of data. It remains to investigate what is the suitable k
for a target dataset.

– If we compare A2 to the other Ai’s for k = 5, we note that this option pro-
vides the best accuracy for all datasets except for Spect., where it performs
slightly worse than A3 and A4.

– A4 performs generally worse than A2 and A3 for all datasets expect for the
Iris where it is slightly better. Especially for datasets Heart and Wine, the
accuracy strongly decreases with A4. This may reinforce the intuition that
pairs and triples are appropriate to evaluate oddness.

– It is quite clear that the proposed classifier, especially A2, is able to classify
numerical as well as Boolean data sets almost in the same way. These results
highlight that the proposed multi-valued oddness measure correctly extends
the Boolean case.

In order to evaluate the efficiency of the oddness-based classifiers, we compare
their accuracy to existing classification approaches. Table 6 includes classification
results of some machine learning algorithms: C4.5 for decision trees, SVMs, JRip
an optimized propositional rule learner, and IBk a k-nearest neighbors procedure
for k=1, k=10. To test the SVMs, we use two types of kernels: the polynomial
kernel and the Pearson VII function-based universal kernel denoted respectively
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Poly-Kernel and PUK-Kernel. Accuracy results for C4.5, SVMs, JRip and IBk
are obtained by using the free implementation of Weka software to the datasets
described in Table 3. The columns Analogy1, Analogy2 and Evenness in Table 6
refer to the results obtained respectively with analogy-based classifiers [4] in
the case of Boolean data, [2] in the case of numerical data and evenness-based
classifier [3] (using heterogeneous proportions) in the case of Boolean data. We
note that:

– Table 6 highlights the fact that our oddness-based classifier performs more
or less in the same way as the best known algorithms. Especially, A2 outper-
forms all other classifiers for data sets Spect., Monk1, Monk3, Cancer, Sat.
Image and Glass and has performances similar to SVM based Poly-Kernel
for datasets Car.

– A2 shows high efficiency to classify datasets Balance, Car, Sat.Image and
Glass (which have multiple classes) which demonstrates its ability to deal
with multiple class data sets.

– The oddness-based classifier seems to be also efficient when classifying data
sets with a large number of instances and attributes as in the case of Car
and Sat.Image for instance.

– If we compare the best results obtained with A2 in Table 4 with those
obtained with the analogy-based classifier for numerical data [2], we can
notice that the two classifiers perform similarly for most datasets, with
maybe the exception of Iris. In that latter case, the analogy is significantly
better, while for Diabetes the converse is observed.

– We notice that both oddness-based and analogy-based classifiers Analogy1
[4] in the case of Boolean datasets, exhibit good results for Balance, Car,
Monk1 and Monk3, comparable to those obtained by classifiers like IBK or
SVM. The results of oddness-based classifier A2 are also comparable to those
of the evenness-based classifier [3]

– Regarding Monk2, it is known that the underlying function (“having exactly
two attributes with value 1”) is more complicated than the functions underly-
ing Monk1 and Monk3, and involves all the attributes (while in the two other
functions only 3 attributes among 6 are involved in the discrete coding). We
suspect that the existence of a large discontinuity in the classification of data
(a nearest neighbor y of x will not generally be labelled with the same class
cl(−→x )) may be too difficult to apprehend using oddness (or heterogeneous
proportions Evenness in Table 6). Moreover, for this dataset, we expect that
the classifier needs to consider more neighbors k to get better results. Thus,
we also tested the approach using pairs with bigger values of k for Monk2
data set, we get an accuracy equal to 64.83 ± 2.06 for k = 17.

Lastly, on Table 6, we also observe that A2 with k = 5 significantly outperforms
IBK on datasets Balance, Spect., Diabetes, Heart, Wine, Sat. Image and Glass
and has similar results for Monk1, Monk3. This is confirmed by the Wilcoxon
Matched-Pairs Signed-Ranks Test as proposed by Demsar [5]. This test is a non-
parametric alternative to the paired t-test enabling to compare two classifiers
over multiple data sets. In our case, the null hypothesis, states that the two
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compared algorithms performs in the same way. Table 7 summarizes the results of
the computed p-values for each pair of compared classifiers. The null hypothesis
has to be rejected when the p-value is less than the threshold 0.05. These values
are highlighted in bold in Table 7. We add a * to each significant p-value (< 0.05)
if the classifier given in the row significantly outperforms the classifier given in
the column. There is no * for any significant p-value if the classifier given in the
column is rather statistically better than the classifier given in the row. From
the computed p-values, we can draw the following conclusions:

– As expected, A1 is statistically less efficient than IBK, A2 and A3.
– If we compare with A3, the p-value confirms that A2 is more efficient than A3.
– A2 is also significantly better than IB1. Our proposed algorithm statisti-

cally outperforms IB10 only if we remove Monk2 from the list of compared
datasets for the Wilcoxon Ranks test (note that A2 performs as IB10 for
k = 17).

Table 7. Results for the Wilcoxon Matched-Pairs Signed-Ranks Test, the * means that
the classifier in the row in statistically better than the classifier on the column

A1 A3 (k=5) IB1 IB10

A1 Without Monk2 - - 0.049 0.022
With Monk2 - - 0.1 0.013

A2 (k=5) Without Monk2 0.0076* 0,061 0.026* 0.0229*
With Monk2 0.023* 0,034* 0.034* 0.1158

A3 (k=5) Without Monk2 0.0076* - 0.091 0.1823
With Monk2 0.027* - 0.136 0.463

6 Conclusion

In this paper, we have defined a family of classifiers based on a oddness measure,
which compares the new item to be classified with elements of subsets, having
fixed size, from the training set. More precisely, it appears that the algorithm
performing the best is the one using pairs of elements in the comparison process.
On Boolean datasets, the performance of A2 are quite similar to an algorithm
based on triples using a so-called evenness measure based on heterogeneous logi-
cal proportions. This should not come as a surprise since oddness measure is high
when the new item is similar to both elements in the pairs, while the evenness
measure is high when the new item is similar to at least 2 of the 3 elements in the
triples. The interest of the oddness-based view becomes striking for numerical
datasets, where the evenness-based approach has no counterpart to offer. It is
also worth noticing that oddness-based classifiers go beyond nearest neighbors
algorithms.

Several issues are still to investigate. Algorithm A2 has been tested for pairs
including a nearest neighbor. It would be interesting to relax this constraint to
any kind of pairs. Besides, the link with a formal setting as in [11] would also
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be of interest. Approaches to classification where a compression-based similarity
measure is used (in place of the oddness measure presented here) have been also
proposed [1,10], which would be worth comparing.
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Abstract. This paper considers solving a problem in combinatorial
search: the automated arrangement of irregular-shaped objects for indus-
trial 3D printing. The input is a set of triangulated models; the output
is a set of location and orientation vectors for the objects. The pro-
posed algorithm consists of three stages: (1) translation of the models
into an octree; (2) design of an efficient test for pairwise intersection
based on sphere trees; and (3) computation of an optimized placement
of the objects using simulated annealing. We compare several sphere-tree
construction methods and annealing parameter settings to derive valid
packings.

1 Introduction

Additive manufacturing (AM) has an increasing range of applicability. Compared
to classical manufacturing it shows several advantages. Previously impossible
shapes and structures are available, leading to prototypes that can be produced
without a large supply or production chain. Hence, the manufacturing of new
products is accelerated, the according costs are reduced, and a wide range of
user-specified products can be produced. Given the 3D model of the product, it
can be produced overnight and delivered to the consumers. While 3D printing
(3DP) is one particular AM technique (processes that sequentially deposit mate-
rial onto a powder bed with inkjet printer heads), nowadays, both terms used
as umbrella terms for several technologies, which include laser stereo lithogra-
phy (SL), selective laser sintering/melting (SLS/SLM), electron beam melting
(EBM), layer laminate manufacturing (LLN), and fused layer modeling (FLM).

To save production time and cost, the joint print of several objects is crucial.
A valid packing for a set of objects (o1, . . . , on) into a box B = [0..x, 0..y, 0..z]
with (x, y, z) ∈ IR3 subject to objective function f is a sequence of location
coordinates (xi, yi, zi) ∈ IR3 (e.g., for the centers of mass of oi) and rotation
angles (αi, βi, γi) ∈ [0, 2π)3, 1 ≤ i ≤ n, which is collision-free (for all 1 ≤
i �= j ≤ n objects oi and oj do not overlap), fits completely in box B; and
optimizes f . Packing algorithms should: 1) be robust to overcome inaccuracies in
the input model, 2) support general user-supplied objective functions, 3) preserve
a minimal pairwise distance between the objects.

c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 45–58, 2015.
DOI: 10.1007/978-3-319-24489-1 4



46 S. Edelkamp and P. Wichern

Fig. 1. Levels of a sphere tree (all figures best be viewed in colors on screen).

A number of research papers on the efficient packing of objects for 3D print-
ing have been published: [24] separates the work into two classes: 3D packing
and searching for an optimal orientation, which we consider in common; [11]
applies genetic algorithms to place the models close to the working space cen-
ter using a hierarchical structure of axis-aligned bounding boxes (AABB) for
collision detection; [17] improves manufacturing time, surface quality and the
volume of support also using genetic algorithms for the optimization; [18] opti-
mizes average surface quality and manufacturing time, comparing particle swarm
optimization with genetic algorithms for finding the Pareto optimum; [2] pro-
vides an overview on AABB algorithms, while [5] is concerned about heuristically
packing concave/convex bodies, assuming no noise in the input; [24] optimizes
height, surface quality and support volume, also genetic algorithms and octrees
for AABB collision detection, thus, being limited to rotations of 90 degrees.

Packing squares into rectangles has been studied in [12,13], discrete rectan-
gles in [8] and high-precision rectangles in [9,15]. A new method for packing
boxes grows an arrangement of objects from multiple sides of the container [14].
Industrial tools with restricted functionality for packing irregular-shaped object
in the context of 3D printing include Magics Sintermodule and NetFab Profes-
sional Other tools (CAMWorks, MOSAIX, Nest++, ProNest, Nshaker& NEsti-
mate) are limited to 2D.

2 Sphere-Tree Construction

Bounding volume hierarchies (BVHs) are recursive tree data structures that at
the leaf nodes include a primitive volume data type. There are various sorts of
BVHs, e.g., based on AABBs, OBBs (oriented bounded boxes), cones, ellipsoids,
and convex hulls. With sphere trees (Fig. 1) we chose BVHs for which translation,
rotation and intersection are fast: a collision of spheres A and B with resp. origins
cA and cB and radii rA and rB is detected by evaluating ‖cA − cB‖2 < rA + rB .
If there is no intersection on a coarser level of granularity higher up in the tree,
there will be none on finer level.

For the subsequent construction of a sphere tree, in Alg. 1.2 a sphere is
generated for each internal cell (see Fig. 2).
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Algorithm 1.1. Procedure InOutOctree(T , bT , cmin)

1: O ← octree of T with smallest cube around bT as root
2: for c ∈ cells of O do
3: mark c as INTERNAL
4: cstart ← corner leaf cell of O
5: BreadthFirstMark(O, cstart, EXTERNAL)
6: return O

Algorithm 1.2. Procedure SphereByOctree(T , bT , cmin)

1: O ← InOutOctree(T , bT , cmin)
2: Stree ← O \ {o ∈ O | o marked as EXTERNAL}
3: replace every cube in Stree by its surrounding sphere
4: return Stree

Fig. 2. Conversion of an octree into a sphere tree.

Fig. 3. Exact medial axes in 2D and 3D.

The equation of the sphere of coplanar points (xi, yi, zi), 1 ≤ i ≤ 4 (that can
be transformed to a standard form for determining the midpoint) is given by
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Octree. The simplest algorithm to construct a sphere tree is by extending the
corresponding octree [19]. Alg. 1.1 distinguishes in- and outside leaf cells in the
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Fig. 4. Constructing a sphere tree via medial axis approximation: 1) computing a
Voronoi diagram of the object vertices, 2) extracting the approximation of the medial
axis of the object, 3) generating a sphere cover, 4) computing the triangulation of
centers, 5) merging spheres.

Fig. 5. Curved object (left), and one, where all vertices, but not all edges are covered
(right).

octree, with T as the set of object triangles and bT as its bounding box, and
cmin as minimal cell size. It marks cells in breadth-first order, starting with an
initial external one. All remaining cells belong to the interior of the object.

Medial Axis. Another sphere-tree construction method links to the medial
axis [1,10], a generalized Voronoi nearest-boundary distance diagram data struc-
ture residing in the interior of objects (see Fig. 3). As the exact medial axis can
be complex, computational approaches for its construction usually resort to its
approximation [10]. By the limited set of available empirical results [1], studying
the efficiency of medial axes for sphere tree intersection and 3D printing was our
key research question.

Sphere-tree construction via the medial axis operates in stages (illustrated in
Fig. 4). In the first stage, an initial 3D Voronoi diagram for the object vertices
is constructed that approximates the exact medial axis. The Voronoi edges/faces
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Fig. 6. Problem of grid sampling (left) and recursive construction of coverage points
(right).

Fig. 7. Steps in ImprovedAdaptiveSampling : 1) Voronoi diagram, 2) medial axis
approximation, 3) spheres constructed, 4) new point generated (red), 5) and updated
axis, 6) final sphere cover.

that do not cross the object boundaries are the building blocks of the medial axis
skeleton. Together with the distance to the boundary they define the set of spheres
to cover the object. Then, with the help of a triangulation of the centers (red), we
incrementally merge spheres that have been constructed. Too aggressive merging
strategies, however, negatively influence the runtime and are avoided.

For complex objects (see Fig. 5), the Voronoi diagram is extended by sampling
random points on the object surface [20]. Such adaptive sampling starts with a
set of points on the surface of the object, and is extracted from the medial axis
approximation. One sampling option [10] is to exploit an underlying grid, but on
curved boundaries with small but lengthy triangles, cells might still not be sam-
pled. Therefore, we decided to recursively construct coverage points (see Fig. 6).

In contrast to [1] that calls the algorithm of [6], we applied coarse sampling
for the initial Voronoi diagram, and insert the additional set of coverage points
on the surface for the resulting spheres (Fig. 7) in a refinement step. Followed
by this, an error value is computed, which denotes how far a sphere exceeds
the surface. For all spheres that have a value that is too large, the medial axis
is refined, until no sphere remaining in the result set exceeds the error thresh-
old. Eventually, all sample points and the model itself were finally covered with
spheres. Depending on the density of the sampling [10], the approximation can
be made arbitrarily exact. 3D Voronoi diagrams are the geometric dual of the
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Fig. 8. Steps in the construction of a sphere packing (top to bottom, left to right):
1) determining distances of grid centers to the nearest boundary point, 2) drawing a
corresponding sphere, updating the distance information, 3) final result of iterating the
process

Fig. 9. Robustness issues: wrong orientation & holes (left), self-intersection (right).

according Delaunay tessellations, which are more convenient to compute [22];
we used the algorithm of Bowyer and Watson [7]. For querying points in such
nearest-neighbor database, randomized data structures and random walk algo-
rithms are recommended [3,16].

Sphere Packing. The sphere packing algorithm operates in voxel space, which
is a discretized grid representation of the work space. The input is the set of
octree cells that have been identified as being inside. The algorithm incrementally
adds a sphere in the cell that has the largest distance to the surface [23]. Next,
all distances are updated and the algorithm iterates (see Fig. 8). As the result
of the algorithm needs to be a cover, spheres have to be inflated. As before,
iterative merging of spheres yields a sphere tree.

3 Robustness Considerations

Fig. 9 illustrates subtle but important aspects that affect the robustness of the
packing algorithms, namely orientation, holes and self-intersections. Other issues
are: isolated triangles, open and multiple edges, or degenerated triangles.

Objects may have inverse orientation, defined by the normals of the triangles.
As an example, in our visualization the model bunny (left) is shown in red,
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Fig. 10. Separating in- from exterior octree cells (top), impact of small and large holes
(bottom).

Algorithm 1.3. Procedure EvaluateState(M , Strees, e, F , δ)

1: ccollisions ← 0
2: for stree ∈ Strees do
3: ccollisions ← ccollisions + number of leaves in stree not completely inside e
4: for atree, btree ∈ Strees, atree �= btree ∧ index of atree < index of btree do
5: ccollisions ← ccollisions + CollisionCount(atree, btree)
6: return δ · ccollisions +

∑n
i=1 fi(M)

illustrating that its orientation is reversed. Our algorithm is robust wrt. this
artifact.

For interior detection Fig. 10 shows that small holes may be captured cor-
rectly, but for larger holes semantic problems might appear. Our approach of
imposing a minimal cell size for an object boundary aligns with the observation
that a 3D printer assumes that even a flat surface has some positive volume.

Exact computation is wanted, but negatively influences the runtime, so that
good trade-offs between running time and robustness are needed. For illustration
purpose, we conducted a benchmark (with very large coordinates) for sphere
computation that with data type float (IEEE Standard 754) took 0.11s and
produced 50,006 errors, with data type double took 0.12s and produced 481
errors, with data type SoftFloat128 we got 1.21s and 6 errors, and with BigIn-
tegers/Rationals 51,53s and no error. We used a combination of the data types
with a quick check of validity that achieves the acceptable trade-off with 0.43s,
while producing no error.
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Algorithm 1.4. Procedure CollisionCount(a, b).

1: if a and b do not overlap then
2: return 0
3: else if a and b are leaves then
4: return 1
5: else
6: c ← 0
7: for achild ∈ children of a do
8: for bchild ∈ children of b do
9: c ← c + CollisionCount(achild, bchild)

10: return c

Fig. 11. 3D printing support of different granularity and object orientation.

4 Cost Functions and Global Optimization

For evaluating a state in Alg. 1.3 we assume a set of models M , a set of
their sphere trees Strees, a build envelope e, a set of evaluation functions
F = {f1, . . . , fn}, and an evaluation value of colliding leaf spheres δ.

Alg. 1.4 recursively computes the number of intersections of spheres tree
leaves, which is combined with the overall objective function (such as maximizing
centrality and minimizing height). For more advanced optimizations functions,
the user can supply own evaluation function. For example, additional support
(see Fig. 11) is dependent on the rotation of the object and needed not only for
stabilization of the object but also for the transport of heat. Its cost has to be
carefully implemented in the user-defined objective function.

Given the neighborhood relation and the evaluation function, an initial pack-
ing can be optimized. We choose simulated annealing (SA, see Alg. 1.5) as the
global optimization process. It allows sub-optimal decisions with a probability
that is decreasing with the temperature temp. Different to the research of finding
an optimal 3D AABB packing [4,21] we used simulated annealing wrt. minimal
translation step size qstepsize and rotation stepsize qangle. Using sphere trees the
search primitives for checking intersection and translation are fast, so that SA
converges more effectively to a good solution.
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Algorithm 1.5. Procedure SimulatedAnnealing(s, f , c)

1: i ← 0
2: u ← ubest ← s
3: temp ← 1
4: while temp > 0 do
5: unext ← ExpandRandom(u, temp)
6: if f(unext) < f(u) then
7: u ← unext

8: if f(u) < f(ubest) then
9: ubest ← u

10: else
11: r ← Random(0, 1)
12: if r < e (f(unext)−f(u))/temp then
13: u ← unext

14: i ← i + 1
15: temp ← Cooling(temp, i, c)
16: return ubest

Table 1. Complexity of SA, assuming octree construction.

Algorithm Run-Time Complexity

InOutOctree O(|T |)
SphereTreeByOctree O(|T |)
CollisionCount O(n1n2)

EvaluateState O(m2n2
max)

SimulatedAnnealing O(cm2n2
max)

Total O(m|T | + cm2n2
max)

5 Complexity Considerations

Collision counting has a worst-case time complexity of O(n1n2) for two shere
trees of size n1 and n2, but is faster in practice.

Assuming m to be the number of models, |T | to be the number of input
triangles, n to be the number of cells in the octree, c to be the number of cooling
steps, n1, n2 to be the number of nodes in two sphere trees, and nmax to be
the number of nodes in the largest sphere tree, we get the worst-case run-time
complexities shown in Table 1. For the sake of brevity, we assume sphere tree
generated directly from the octree. Finding the exterior cells may take O(|T |)
time, which dominates sphere-tree construction.

SA terminates, if the temperature after c steps has reached zero. The running
time of one step heavily depends on EvaluateState, which is supplied by the
user and, therefore, may be arbitrary complex. Therefore, in Alg. 1.3 we chose a
default implementation for the evaluation function based on collision counting.
The implementation of EvaluateState has a worst-case bound of O(m2n2

max)
so that the overall complexity amounts to O

(
m|T |n + cm2n2

max

)
(see Table 1).



54 S. Edelkamp and P. Wichern

Fig. 12. Complex 3D object with magnified parts.

Fig. 13. Sphere trees constructed via medial axes, octrees, and sphere packings.

6 Experimental Results

We conducted our experiments on an Intel Core i5 2500K PC with 16GB DDR
RAM. We selected publically available 3D CAD models, including the model cow
of the University of North Carolina (with 5 804 triangles), the model bunny of the
Stanford University (69 451), and the model ShowPart from Renishaw (250 934,
see Fig. 12). Further models are angel, dragon, hand, buddha and belong to
the Stanford 3D Scanning Repository and Greg Turk’s Large Geometric Models
Archive.

Table 2 compares some selected sphere tree construction algorithms For the
sphere tree computed via medial axis, we also measure the impact of a larger
branching factor of interior nodes. A visualization for applying three different
construction algorithms to the cow model is shown in Fig. 13.

For the initial state we placed the objects on a sphere around the center, and
started the simulated annealing process (maximizing centrality or minimizing
height, see Fig. 14). As expected, the octree construction was by far the fastest,
but in all but one case (bunny) the medial axis yielded fewer leaf nodes of
the sphere tree. Decreasing the branching factor further slows down sphere-tree
construction.

Besides changing the user-supplied optimization function we experimented
with different branching strategies in the simulated annealing algorithm: trans-
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Table 2. Sphere-tree construction (b: branching factor).

Model Approach Leaves Depth Time

ShowPart Octree 105 027 8 0,95s
Medial Axis (b = 16) 33 483 6 44,27s
Medial Axis (b = 8) 33 483 8 45,64s
Medial Axis (b = 4) 33 483 11 53,45s
Medial Axis (b = 2) 33 483 24 78,58s

Bunny Octree 14 095 7 0,20s
Medial Axis (b = 16) 25 755 6 23,86s
Medial Axis (b = 8) 25 755 8 25,07s
Medial Axis (b = 4) 25 755 11 27,14s
Medial Axis (b = 2) 25 755 21 36,91s

Cow Octree 8 142 7 0,03s
Medial Axis (b = 16) 1 634 4 1,70s
Medial Axis (b = 8) 1 634 6 1,76s
Medial Axis (b = 4) 1 634 8 1,80s
Medial Axis (b = 2) 1 634 17 2,10s

Angel Octree 28 790 8 1,44s
Medial Axis (b = 16) 7 875 5 14,75s
Medial Axis (b = 8) 7 875 7 15,24s
Medial Axis (b = 4) 7 875 10 15,98s
Medial Axis (b = 2) 7 875 20 18,57s

Dragon Octree 14 394 7 2,06s
Medial Axis (b = 16) 13 961 6 23,64s
Medial Axis (b = 8) 13 961 7 24,24s
Medial Axis (b = 4) 13 961 11 25,10s
Medial Axis (b = 2) 13 961 21 31,58s

Hand Octree 5 390 7 1,38s
Medial Axis (b = 16) 3 866 5 12,54s
Medial Axis (b = 8) 3 866 6 12,99s
Medial Axis (b = 4) 3 866 9 13,23s
Medial Axis (b = 2) 3 866 18 14,23s

Buddha Octree 48 428 8 3,00s
Medial Axis (b = 16) 15 080 5 32,31s
Medial Axis (b = 8) 15 080 7 33,65s
Medial Axis (b = 4) 15 080 11 34,24s
Medial Axis (b = 2) 15 080 22 44,22s

lation and/or rotation on one/all axis and of one/all models, the best results
were obtained with translating or rotation of one model and one axis at a time.
Dynamically adapting the cooling process to the number of rotational and trans-
lational steps was fortunate (see Fig. 16).

Despite the considerably larger number of leaves, the intersection test for
sphere trees based on the octree data structure was the fastest. As indicated in
Fig. 15 with tight upper and lower bounds for the cover, a possible reason for
this unexpected behavior is that the spheres in the octree have a smaller over-
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Fig. 14. Arrangement of 3D objects, maximizing centrality (left) and total height
(right).

Fig. 15. Min. (blue) and max. distance (red) of medial axis sphere-tree cover of object
(green).
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Fig. 16. Result of the optimization process.

lap than for the construction via the medial axis. Moreover, in the optimization
algorithm we did not aim at the Boolean decisions, but computed the number of
intersecting spheres. For sphere trees constructed via the medial axis computa-
tion, we obtained the best performance, with a sweet-spot branching factor b ≈ 4.
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7 Conclusion and Outlook

In the area of combinatorial search there is a large body of AI research on packing
regular-shaped objects (squares, rectangles, boxes). In this paper we have seen
an approach to solve the packing problem of irregular-shaped objects, which has
practical implications for 3D printing in saving both production time and cost.
The goal was to find a collision-free arrangement preserving a minimal distance
between the objects, and optimizing a user-defined objective function.

The algorithm is practical and its refined implementation is used in industrial
practice, which has direct implications to the software’s flexibility and quality.
The user can add requirements to the objective function, like a small height,
a high surface quality, a low number of supports, less stretch, small distances
for the laser travel. Advanced topics are stability and extractability. For the
concurrent print we allow flexible change to the objective function as the eval-
uation changes quickly wrt. customer demands, varying hardware, and chosen
materials.

The research interest is studying the data structure for engineering the effi-
ciency of the optimization algorithm, which boils down to frequently computing
some score for the intersection of objects. Our experimental study reveals that
there might not be a uniformly best intersection routine. While medial axis and
sphere packings produce a smaller number of spheres, computing the intersec-
tion volume is often slower than by using sphere trees extracted straight from
the octrees.

The packings we found at the end of the simulated annealing process were all
valid. The results were better, if the step size was dynamically adjusted to the
temperature parameter. Our simple evaluation function relied on counting the
number of intersections (as an indicator for computing the volume of the sphere
tree intersection area) in order to improve the arrangement of objects. Other
global optimization procedures only need efficient intersection tests for reducing
the set of possible successor candidates. Hence, one future resarch avenue is to
apply recent advances in Monte-Carlo tree search, which amounts to sample
random packings, while incrementally learning their best arrangement [4].
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Abstract. In this paper we provide a procedure for deciding subsump-
tions of the form T |= C � E, where C is an ELUµ-concept, E an ELU-
concept and T a general EL-TBox. Deciding such subsumptions can be
used for computing the logical difference between general EL-TBoxes.
Our procedure is based on checking for the existence of a certain simu-
lation between hypergraph representations of the set of subsumees of C
and of E w.r.t. T , respectively. With the aim of keeping the procedure
implementable, we provide a detailed construction of such hypergraphs
deliberately avoiding the use of intricate automata-theoretic techniques.

1 Introduction

Description Logics (DLs) are popular KR languages [3]. Light-weight DLs such as
EL with tractable reasoning problems in particular are commonly used ontology
languages [1,2]. The notion of logical difference between TBoxes was introduced
as a logic-based approach to ontology versioning [10]. Computing the logical
difference between EL-TBoxes can be reduced to fixpoint reasoning w.r.t. TBoxes
in a hybrid μ-calculus [8,13]. This involves subsumptions of the form T |= C � D,
where C is an ELUμ-concept, i.e. EL-concepts enriched with disjunction and
the least fixpoint operator, D an ELν-concept, i.e. EL-concepts enriched with
the greatest fixpoint operator, and T an EL-TBox. Such subsumptions can be
reduced to finding an ELU-concept E such that T |= C � E and T |= E � D.
Here E acts as an interpolant between the fixpoint concepts C and D w.r.t. T .
In this paper, we only focus on deciding the former type of subsumption, whose
decision procedure is arguably more involved than the one for the latter type of
subsumption. Deciding the existence of a suitable ELU-concept E, however, will
be handled in another paper. Unfortunately, the fact that the required fixpoint
reasoning can be solved using automata theoretic techniques does not mean that
one can immediately derive a practical algorithm from it [4,9,13]. We therefore
aim to develop a procedure that can be implemented more easily by following our
hypergraph-based approach to the logical difference problem as introduced in [6]
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and further extended in [12]. The idea here is to solve the subsumption problem
by checking for the existence of a certain simulation between hypergraphs that
represent the set of subsumees of C and of E w.r.t. T , respectively.

We proceed as follows. In the next section we start with reviewing the basic
DL EL together with its extensions with disjunction and the least fixpoint oper-
ator. In Section 3 we present a three-step procedure for computing a normal
form of C and of E w.r.t. T in detail, which is then used in Section 4 to decide
the subsumption problem T |= C � E. Finally in Section 5, we conclude the
paper with a discussion on how the ELU-concept E can be characterised as a
most-consequence preserving subsumer, which is a more general version of the
notion of least common subsumer [7].

2 Preliminaries

We start by briefly reviewing the lightweight description logic EL together with
the extensions of EL that we consider in this paper.

Let NC, NR, and NV be mutually disjoint sets of concept names, role names,
and variable names, respectively. We assume these sets to be countably infinite.
We typically use A,B to denote concept names, r, s to indicate role names, and
x, y to denote variable names.

The sets of EL-concepts C, ELU-concepts D, ELUV -concepts E, and ELUμ-
concepts F are built according to the following grammar rules:

C ::= � | A | C � C | ∃r.C

D ::= � | A | D � D | D � D | ∃r.D

E ::= � | A | E � E | E � E | ∃r.E | x

F ::= � | A | F � F | F � F | ∃r.F | x | μx.F

where A ∈ NC, r, s ∈ NR, and x ∈ NV. We use calligraphic letters to denote
concepts that may contain a least fixpoint operator. We denote with L the set
of all L-concepts, where L ∈ {EL, ELU , ELUV , ELUμ}. For an ELUμ-concept C,
the set of free variables in C, denoted by FV(C) is defined inductively as follows:
FV(�) = ∅, FV(A) = ∅, FV(D1 � D2) = FV(D1) ∪ FV(D2), FV(D1 � D2) =
FV(D1)∪FV(D2), FV(∃r.D) = FV(D), FV(x) = {x}, FV(μx.D) = FV(D)\{x}.
An ELUμ-concept C is closed if C does not contain free occurrences of variables,
i.e. FV(C) = ∅. In the following we assume that every ELUμ-concept C is well-
formed, i.e. every subconcept of the form μx.D occurring in C binds a fresh
variable x.

An EL-TBox T is a finite set of axioms, where an axiom can be a concept
inclusion C � C ′, or a concept equation C ≡ C ′, for EL-concepts C,C ′.

The semantics of ELUμ is defined using interpretations I = (ΔI , ·I), where
the domain ΔI is a non-empty set, and ·I is a function mapping each concept
name A to a subset AI of ΔI and every role name r to a binary relation rI ⊆
ΔI × ΔI . Interpretations are extended to concepts using a function ·I,ξ that is
parameterised by an assignment function that maps each variable x ∈ NV to a
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set ξ(x) ⊆ ΔI . Given an interpretation I and an assignment ξ, the extension of
an ELUμ-concept is defined inductively as follows: �I,ξ := ΔI , xI,ξ := ξ(x) for
x ∈ NV, (C1 � C2)I,ξ := CI

1 ∩ CI
2 , (∃r.C)I,ξ := {x ∈ ΔI | ∃y ∈ CI,ξ : (x, y) ∈ rI },

and (μx.C)I,ξ =
⋂

{W ⊆ ΔI | CI,ξ[x�→W ] ⊆ W }, where ξ[x → W ] denotes the
assignment ξ modified by mapping x to W .

For ELUμ-concepts C and D, an interpretation I satisfies C, an axiom C � D
or C ≡ D if, respectively, CI,ξ∅ �= ∅, CI,ξ∅ ⊆ DI,ξ∅ , or CI,ξ∅ = DI,ξ∅ , where
ξ∅(x) = ∅ for every x ∈ NV. We write I |= α iff I satisfies the axiom α. An
interpretation I satisfies a TBox T iff I satisfies all axioms in T ; in this case,
we say that I is a model of T . An axiom α follows from a TBox T , written T |= α,
iff for all models I of T , we have that I |= α. Deciding whether T |= C � C ′,
for two EL-concepts C and C ′, can be done in polynomial time in the size of T
and C,C ′ [1,5].

A signature Σ is a finite set of symbols from NC and NR. The signature sig(C),
sig(α) or sig(T ) of the concept C, axiom α or TBox T is the set of concept and
role names occurring in C, α or T , respectively. Analogously, sub(C), sub(α), or
sub(T ) denotes the set of subconcepts occurring in C, α or T , respectively.

An EL-TBox T is normalised if it only contains EL-concept inclusions of the
forms � � B, A1 � . . . � An � B, A � ∃r.B, or ∃r.A � B, where A,Ai, B ∈ NC,
r ∈ NR, and n ≥ 1. Every EL-TBox T can be normalised in polynomial time in
the size of T with a linear increase in the size of the normalised TBox w.r.t. T
such that the resulting TBox is a conservative extension of T [10].

3 Normal Form Computation

Our aim is to check whether T |= C � D holds with the help of simula-
tions, where T an EL-TBox, C is an ELUμ-concept, and D an ELU-concept.
Simulations are typically used to characterise properties between two graph
structures, e.g. behavioural equivalence. To be able to apply simulations to our
subsumption problem, we represent the unfoldings of C and the subsumees of D
w.r.t. T in two separate hypergraphs. Intuitively, in such a hypergraph every
node v together with its outgoing hyperedges represents a disjunction of the form⊔m

i=1 Ai �
⊔n

j=1 ∃rj .Cj where the Ai and rj are pairwise different, respectively.
A hyperedge e in such a hypergraph is labelled with role names and it connects
one source node with several target nodes. A hyperedge e = (v0, {v1, . . . , v�})
(� ≥ 1) labelled with a role r represents an existential restriction ∃r.ϕ where ϕ
stands for the conjunction of the nodes v1, . . . , v�. A crucial condition is that
for every role r, a node has at most one outgoing hyperedge labelled with r as
otherwise our simulation notion is not applicable. In this sense, the hypergraph
can be seen to be deterministic. To obtain such a deterministic hypergraph, it is
necessary to merge disjunctively connected existential restrictions involving the
same role name. We therefore design the hypergraphs to be a conjunctive normal
form representation of the set of respective subsumees as it becomes immediate
to identify the existential restrictions that have to be merged. The hypergraph
for an ELU-concept is a tree, whereas the hypergraph for an ELUμ-concept, or
for an ELU-concept w.r.t. a cyclic TBox, may contain cycles.
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A related normal form, later called automaton normal form [4], was intro-
duced in [9] for the full modal μ-calculus with the difference that disjunctive
normal form was used. In particular it is shown that every modal μ-calculus for-
mula is equivalent to a formula in normal form. The transformation of a formula
into automaton normal form is based on an involved, non-trivial construction
using parity automata [4,9]. For our purposes, however, it was not immediate
how to derive a practical algorithm from such a construction.

Our construction is essentially based on applying the following three equiv-
alences as rewrite rules to transform ELUμ-concepts into the desired format.

(i) C � (D1 � D2) ≡ (C � D1) � (C � D2)
(ii) (∃r.C) � (∃r.D) ≡ ∃r.(C � D)
(iii) μx.C ≡ C[x → μx.C]

Equivalence (i) is used to transform every “existential level” of the ELUμ-concept
into conjunctive normal form, (ii) to regroup and merge existentials that involve
the same role, and (iii) to unfold fixpoint variables. However, due to the unfolding
of fixpoints, a straightforward rewriting of concepts using these equivalences may
not terminate, and it is not clear how to formulate a termination condition based
on the sequence of concept rewritings.

In the following sections we present a detailed construction of our normal
form, and show how termination can be ensured. Our procedure consists of the
following three steps:

(1) construct a finite labelled tree representing the successive applications of the
equivalences (i)–(iii);

(2) transform the tree that was obtained in the previous step into an hypergraph
by removing superfluous nodes, introducing hyperedges that represent exis-
tential restrictions over conjunctions, and possibly form cycles;

(3) simplify the hypergraph obtained in the previous step by pruning nodes that
can safely be removed while preserving equivalence and that our simulation
notion (Section 3.3) cannot handle correctly.

Before presenting the three steps, we introduce the following auxiliary
notions. An ELU-concept C is said to be atomic iff C = �, C = A ∈ NC,
or C = ∃r.D for some ELU-concept D. We denote with Atoms(S) the set of
atomic concepts from a set S of ELUμ-concepts.

Definition 1 (μ-Suppression). Let C be an ELUμ-concept. We define an
ELUV -concept C† inductively as follows: �† := �, A† := A for A ∈ NC, x† := x
for x ∈ NV, (μx.D)† := x, (C1 � C2)† := (C†

1) � (C†
2), (C1 � C2)† := (C†

1) � (C†
2),

and (∃r.D)† := ∃r.(D†) for ELUμ-concepts C1, C2,D.

Example 1. Let C = (∃s.�) � (∃r.μx.C1) for C1 = A � ∃r.μy.C2 and C2 = B �
∃s.y � x. Then C† = (∃s.�) � (∃r.x), (C1)† = A � ∃r.y and (C2)† = B � ∃s.y � x.

Definition 2 (Variable Expansion Function). Let C be a closed ELUμ-
concept. A variable expansion function for C is a partial function ξC : ELUV →
2ELUV defined as follows: for every x ∈ var(C),
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ξC(x) :={D† | μx.D ∈ sub(C) }.

Note that since C is well-formed, ξC(x) is a singleton set for every x ∈ dom(ξC).

Example 2. Let C be defined as in Example 1. Then we obtain the following
variable expansion function ξC for C: ξC = {x → A � ∃r.y, y → B � ∃s.y � x}.

Definition 3 (TBox Expansion Function). Let T be a normalised EL-TBox
and let D be an ELU-concept. A TBox expansion function for (D, T ) is a partial
function ξ(D,T ) : ELUV → 2ELU defined as follows: for every ϕ ∈ sub(T ) ∪
sub(D),

ξ(D,T )(ϕ) :={ψ ∈ sub(T ) ∪ sub(D) | T |= ψ � ϕ }.

Example 3. Let T = {A � Z, ∃r.X � Z, Z � ∃r.Y, ∃r.Y � X, B � Y } and
D = �. Then we obtain the following TBox expansion function for T : ξ(D,T ) =
{ � → {�}, A → {A}, B → {B}, Y → {B, Y }, Z → {A,Z,∃r.X}, X →
{A,X,Z,∃r.X,∃r.Y }, ∃r.X → {∃r.X}, ∃r.Y → {A,Z,∃r.X,∃r.Y } }.

3.1 Step 1

We start with a tableau-like procedure to produce a finite labelled tree, called
concept expansion tree. The tree is iteratively constructed using four expan-
sion rules. For an ELUμ-concept C we start from a root node labelled with
the ELUV -concept C† using the variable expansion function ξC in the expan-
sion rules, whereas for an ELU-concept D and an EL-TBox T the root node is
labelled with D† = D and the TBox expansion function ξ(D,T ) is used instead.
The tree structure and the expansion rules are defined as follows.

Definition 4 (Concept Expansion Tree). Let C be a closed ELUμ-concept,
and let ξ : ELUV → 2ELUV be a TBox or variable expansion function. A concept
expansion tree for C w.r.t. ξ is a finite labelled tree T = (V, E ,L), where V is a
finite, non-empty set of nodes, E ⊆ V × V is a set of edges and L is a labelling
function mapping every node v ∈ V to a subset L(v) of sub(C)∪ sub(ran(ξ)). We
say that a node v ∈ V is blocked iff there exists an ancestor v′ of v in T such
that L(v) = L(v′).

A concept expansion tree T = (V, E ,L) for C w.r.t. ξ is initialised with a single
node v0 with L(v0) = {C†} and T is expanded using the following rules which
are only applied on leaf nodes v ∈ V that are not blocked, and the rule (Exists)
is only applied when no other rule is applicable.

(Disj) if C1 � . . . � Cn ∈ L(v) and {C1, . . . , Cn} �⊆ L(v), add the node v′ with
L(v′) = L(v) ∪ {C1, . . . , Cn} as a child of v;

(Conj) if C � D ∈ L(v) and {C,D} ∩ L(v) = ∅, add the two nodes v1, v2 with
L(v1) = L(v) ∪ {C}, L(v2) = L(v) ∪ {D} as children of v;

(Expansion) if ϕ ∈ L(v), ϕ ∈ dom(ξ), and ξ(ϕ) �⊆ L(v), add the node v′ with
L(v′) = L(v) ∪ ξ(ϕ) as a child of v;
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v0 : x

v1 : x, (A1 �A 2) � (B � ∃r.x)

v2 : x, C1, (A1 �A 2), (B � ∃r.x)

v3 : x, C1, C2, C3, A1 v4 : x, C1, C2, C3, A 2

v5 : x, C1, C2, C3, A1, B

v8 : x, C1, C2, C3, A 2, ∃r.xv6 : x, C1, C2, C3, A1, ∃r.x

v7 : x, C1, C2, C3, A 2, B

v9 : x v10 : x

(Expansion)

(Disj)

(Conj) (Conj)

(Conj) (Conj) (Conj) (Conj)

(Exists) (Exists)

Fig. 1. Fully-expanded concept expansion tree for Example 4

(Exists) if Atoms(L(v)) = {A1, . . . , Am} ∪ {∃r1.C1, . . . ,∃rn.Cn}, then for
every r ∈ {r1, . . . , rn}, add the node vr with L(vr) = {Ci | ri = r, 1 ≤ i ≤ n }
as a child of v.

A concept tree is said to be fully expanded iff none of the expansion rules is
applicable.

The rule (Disj) is responsible for splitting disjunctions and adding the dis-
juncts to the respective node label. The rule (Conj) splits conjunctions and dis-
tributes the conjuncts over new successor nodes. The (Expansion) rule handles
the expansion of fixpoint variables and TBox entailments. The rule (Exists) adds
one (and only one) successor for every role occurring in some existential restric-
tion contained in the node label. In this sense, the resulting expansion tree can
be seen to be deterministic. The rule (Exists) ensures that all the subconcepts
of existential restrictions over the same role are included disjunctively into the
successor node dedicated to that role. For instance, if {∃r.C1,∃r.C2} ⊆ L(v) for
some node v, then the concepts C1, C2 will be added to the label of the successor
node of v for r. We assume that the rule (Exists) has the least priority among
all expansion rules, i.e. (Exists) is only applied when no other rule is applicable.
During the expansion process, every rule is applied on leaf nodes that are not
blocked. A node is blocked if there exists an ancestor node with the same label.

Example 4. Let C = μx.C1 where C1 = C2 � C3 and C2 = A1 � A2, C3 = B � ∃r.x.
The fully expanded concept expansion tree T = (V, E ,L) for C is shown

in Figure 1. The nodes together with their labels are represented in the form
‘v : L(v)’ for v ∈ V. Edges are represented as arrows between nodes. Arrows are
additionally labelled by the expansion rule that was applied. Blocked nodes are
indicated using dashed arrows.
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v0 : x

v1 : x,A � (∃r2.x) � (∃r3.x)

v2 : x,A � (∃r2.x) � (∃r3.x), A, (∃r2.x), (∃r3.x)

v3 : (∃r.x), (∃r2.x)

v4 : x, (∃r.x)

v5 : x, (∃r.x), A � (∃r2.x) � (∃r3.x)

v6 : x, (∃r.x), A � (∃r2.x) � (∃r3.x), A, (∃r2.x), (∃r3.x)

v7 : x, (∃r.x), (∃r2.x)

v8 : x, (∃r.x), (∃r2.x), A � (∃r2.x) � (∃r3.x)

v9 : x, (∃r.x), (∃r2.x), A � (∃r2.x) � (∃r3.x), A, (∃r3.x)

(Expansion)

(Disj)

(Exists)

(Exists)

(Expansion)

(Disj)

(Exists)

(Expansion)

(Disj)

Fig. 2. Fully-expanded concept expansion tree for Example 5

Example 5. Let D = μx.(A�(∃r.∃r.x)�(∃r.∃r∃r.x)). The fully expanded concept
expansion tree for D is depicted in Figure 2.

3.2 Step 2

In the second step of our normalisation procedure the concept expansion tree that
was obtained in the previous step is transformed into an expansion hypergraph.

Definition 5 (Expansion Hypergraph). Let S be a finite set of atomic
ELUV -concepts. An expansion hypergraph over S is a finite labelled directed
hypergraph (V, E ,L,R) with a dedicated set R of root nodes, where

– V is a finite, non-empty set of nodes;
– E ⊆ V × 2V is a set of directed hyperedges;
– L : V ∪ E → 2S ∪ 2NR is a labelling function, mapping nodes v ∈ V to subsets

L(v) ⊆ S, and mapping edges e ∈ E to sets of role names L(e) ⊆ sig(S)∩NR;
– R ⊆ V is a non-empty set of root nodes,

such that if L(v) = L(v′) for some v, v′ ∈ V, then v = v′.

Nodes in such hypergraphs are labelled with sets of atomic concepts and sets
of roles occurring in the outermost existential restrictions of such concepts are
the labels of hyperedges. Expansion hypergraphs have a dedicated set of root
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nodes, indicating a starting point for concept unfoldings, which will be defined
later. Note also that in expansion hypergraphs all the nodes have different labels,
which ensures that only finitely many expansion hypergraphs over S exist.

We now describe how a fully expanded concept expansion tree can be trans-
formed into an expansion hypergraph over the set of atomic concepts occurring
in the node labels of the concept expansion tree.

Definition 6 (Concept Expansion Tree Transformation). Let T =
(V, E ,L) a fully expanded concept expansion tree for a closed ELUμ-concept C
w.r.t. a TBox or variable expansion function ξ with root node v0. Let V∃ ⊆ V
be the set of nodes on which the (Exists)-rule was applied. For every v ∈ V∃ let
succr(v) ∈ V such that (v, succr(v)) ∈ E and L(succr(v)) = {C | ∃r.C ∈ L(v) }.

First, given v ∈ V, let χ(v) ⊆ V be the smallest set closed under the following
conditions:

– if v ∈ V∃, let χ(v) := {v};
– if v is a leaf that is not blocked, let χ(v) := {v};
– if v is blocked by an ancestor v′, let χ(v) := χ(v′);
– otherwise, let χ(v) :=

⋃
{χ(vi) | (v, vi) ∈ E }.

We now define the expansion hypergraph G′
T = (V ′, E ′,L′,R′) for T as follows:

– V ′ = χ(v0) ∪
⋃

{χ(succr(v)) | v ∈ V∃,∃r.C ∈ L(v) };
– E ′ = { (v, χ(succr(v))) | ∃r.C ∈ L(v) };
– L′ = { (v,Atoms(L(v))) | v ∈ V ′ } ∪

{ (e,M) | e = (v, χ(v′)),M = { r | v′ = succr(v)) } };
– R′ = χ(v0).

We obtain the required hypergraph GT from G′
T by taking the quotient of G′

T

w.r.t. equal node labels, i.e. all nodes v1, v2 ∈ V ′ such that L′(v1) = L′(v2) are
unified.

The expansion hypergraph of a closed ELUμ-concept C is the expansion hyper-
graph GTC for a fully expanded concept expansion tree TC for C w.r.t. the vari-
able expansion function ξC for C. Similarly, the expansion hypergraph of an
ELU-concept D w.r.t. a TBox T is the expansion hypergraph GT(D,T ) for a fully
expanded concept expansion tree T(D,T ) for D w.r.t. the TBox expansion function
ξ(D,T ).

For a node v ∈ V, the set χ(v) consists of leaf nodes and nodes on which the
(Exists)-rule was applied that are reachable from v in T without walking along
an edge that was produced by the (Exists)-rule. In this way the set χ(v) can be
seen as representing the conjunctive normal form of the concepts in L(v).

The function χ is used to define the node set and the set of root nodes of
the resulting expansion hypergraph. Note that not necessarily all nodes of T are
nodes in the expansion hypergraph for T . The hyperedges connect a node with
a set of nodes. Every node is labelled with a set of atomic concepts, and every
hyperedge with a set of roles.
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Example 6. Let C and T be defined as in Example 4. The expansion hypergraph
for T is shown below. The root nodes are underlined. We have: χ(v0) = χ(v1) =
χ(v2) = χ(v10) = {v5, v6, v7, v8}, χ(v3) = {v5, v6}, and χ(v4) = {v7, v8}.

v6 : A1, ∃r.x v5 : A1, B v7 : A2, B v8 : A2, ∃r.x

r

r

Example 7. Let D and T be defined as in Example 5. The expansion hypergraph
for T is shown below. Note that only v2 is a root node.

v2 : A, (∃r2.x), (∃r3.x)

v3 : (∃r.x), (∃r2.x)

v6 : A, (∃r.x), (∃r2.x), (∃r3.x)

r

r

r

We now define how to obtain the EL-concepts that are represented by an
expansion hypergraph.

Definition 7 (EL-Concept Unfoldings of an Expansion Hypergraph).
Let G = (V, E ,L,R) be an expansion hypergraph over a finite set S of atomic
ELUV -concepts. First, let UnfoldG ⊆ V ×EL be the smallest set closed under the
following conditions:

– if v ∈ V, ϕ = A ∈ L(v) or ϕ = � ∈ L(v), then (v, ϕ) ∈ UnfoldG;
– if e = (v, {v1, . . . , vn}) ∈ E, r ∈ L(e), (vi, Ci) ∈ UnfoldG for every 1 ≤ i ≤ n,

then (v,∃r.
�n

i=1 Ci) ∈ UnfoldG.

We set Unfold(G) = {
�

v∈R Cv | (v, Cv) ∈ UnfoldG }.

Example 8. Let GC be the expansion hypergraph for C, and let GD be the
expansion hypergraph for D, where C, D are defined as in Examples 4 and 5.
Then Unfold(GC) = {A1 � A2, A1 � A2 � B, A1 � ∃r.(A1 � A2), . . . } and
Unfold(GD) = {A,∃r2.A,∃r3.A,∃r4.A, . . . }.

3.3 Step 3

The last step of our normalisation procedure removes superfluous nodes from the
expansion hypergraph obtained in the previous step to ensure the correctness
of our simulation check. Here, a node is superfluous if it does not yield an EL-
concept unfolding (cf. Definition 7).
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Definition 8 (Simplifying Expansion Hypergraphs). Let G = (V, E ,L,R)
be an expansion hypergraph over a finite set S of atomic ELUV -concepts.

Let Vred ⊆ V be the smallest set closed under the following conditions:

– for every v ∈ V with L(v) ∩ NC �= ∅ or � ∈ L(v), we have v ∈ Vred;
– if v1, . . . , vn ∈ Vred and (v, {v1, . . . , vn}) ∈ E, then v ∈ Vred.

The simplified expansion graph of G is the expansion graph G′ such that
G′ = ({v}, ∅, {v → ∅}, {v}) if Vred ∩ R = ∅; and otherwise, G′ = (V ′, E ′,L′,R′)
where

– V ′ = Vred;
– E ′ = { (v, {v1, . . . , vn}) | v ∈ V ′, {v1, . . . , vn}) ⊆ V ′ };
– L′ = { (v,Lv(v)) | v ∈ V ′ } ∪ { (e,Le(e)) | e ∈ V ′ }; and
– R′ = R ∩ V ′.

Intuitively, an expansion hypergraph is simplified by starting from nodes
containing concept names or � in their labels and by collecting the nodes and
hyperedges encountered while following hyperedges backwards. Note that we
only walk an edge (v0, {v1, . . . , vn}) to the node v0 when all the nodes vi have
been visited already (i.e. they are contained in Vred). This condition corresponds
to the intuition that for building a concept for v0 it must be possible to construct
at least one concept for every node vi.

Example 9. Let C = A � μx.(∃r.x)). We obtain the following concept expansion
hypergraph for C. The concept expansion hypergraph for C and its simplification
are respectively shown on the left-hand and right-hand side below.

v0 : A,∃r.x

v1 : ∃r.x
r

r

v′
0 : A,∃r.x

We can now state the correctness property of our normal form transforma-
tion, i.e. all the EL-concepts that are subsumed by the initial closed ELUμ-
concept C or by an ELU-concept D w.r.t. a TBox T are preserved.

In the following we write S1 ≡ S2, for two sets S1, S2 of EL-concepts, to
denote that for every C1 ∈ S1 there exists C2 ∈ S2 with |= C1 � C2, and that
for every D2 ∈ S2 there exists D1 ∈ S1 with |= D2 � D1.

Theorem 1. Let T be a normalised EL-TBox, let C be a closed ELUμ-concept,
and let D be an ELU-concept. Then the expansion hypergraph G(C) for C and
the expansion hypergraph GT (D) for D w.r.t. T can be computed in exponential
time w.r.t. the size of C, or D and T , respectively. Moreover, the following two
statements hold:

(i) Unfold(G(C)) ≡ {E ∈ EL | ∅ |= E � C };
(ii) Unfold(GT (D)) ≡ {E ∈ EL | T |= E � D }.
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4 Simulation

We are now ready to characterise the subsumption T |= C � D in terms of
simulations between the respective expansion hypergraphs. In this way we obtain
a practical decision procedure for the subsumption T |= C � D.

Definition 9 (Expansion Graph Simulation). Let G1 = (V1, E1,L1,R1),
G2 = (V2, E2,L2,R2) be two expansion graphs.

We say that G1 can be simulated by G2, written G1 ↪→ G2, iff there exists a
binary relation S ⊆ V1 × V2 which fulfills the following conditions:

(i) if (v1, v2) ∈ S and � �∈ L2(v2), then L1(v1) ∩ (NC ∪ {�}) ⊆ L2(v2);
(ii) if (v1, v2) ∈ S, � �∈ L2(v2), and e1 = (v1,H1) ∈ E1, then for every r ∈

L1(e1) there exists e2 = (v2,H2) ∈ E2 such that r ∈ L2(e2) and for every
v′
2 ∈ H2 there exists v′

1 ∈ H1 with (v1, v′
1) ∈ S; and

(iii) for every v2 ∈ R2 there exists v1 ∈ R1 such that (v1, v2) ∈ S.

The simulation Condition (i) ensures that all the concept names contained
in the label of v1 must also be present in the label of v2 (if the label of v2
does not contain �). Condition (i) is a local condition in the sense that it does
not depend on other nodes to be contained in the simulation. Condition (ii)
propagates the simulation conditions along hyperedges (if the label of v2 does
not contain �), and in contrast to Condition (i) it imposes constraints on other
nodes. Condition (iii) enforces that the root nodes are present in the simulation.

For a more detailed explanation of the simulation conditions, we refer the
reader to [6,12], where a similar simulation notion between hypergraphs and its
connection to reasoning has been established.

We note that without Step 3 in our normal form transformation it would be
impossible to establish for C = μx.(∃r.x) and D = A that T |= C � A holds (as
CI,∅ = ∅ in every interpretation I). Condition (ii) would require the hypergraph
GT (D) to contain edges labelled with r, which it does not have.
Example 10. Let T = {∃s.X � Y, ∃r.Y � X, A � X} and let C = B � μx.(A �
∃r.∃s.x). Then T |= C � A�∃r.∃s.X. The simplified expansion hypergraph G(C)
for C and the simplified expansion hypergraph GT (D) for D w.r.t. T are shown
in Figure 3.

We have that S = {(v1, v′
0), (v2, v

′
1), (v1, v

′
2), (v2, v

′
3)} is a simulation between

G(C) and GT (D).
We can now state our main result, linking the existence of a simulation

between simplified expansion hypergraphs with subsumption.

Theorem 2. Let T be an EL-TBox, let T ′ be its normalisation, let C be a
closed ELUμ-concept, and let D be an ELU-concept. Additionally, let G(C) be the
simplified expansion hypergraph for C and let GT (D) be the simplified expansion
hypergraph for D w.r.t. T ′. Then the following two statements are equivalent:

(i) T ′ |= C � D;
(ii) G(C) ↪→ GT ′(D).

The subsumption T |= C � D can be decided in exponential time in the size of
T , C, and D.
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G(C)

GT (D)

v0 : B v1 : A, ∃r.∃s.x

v2 : ∃s.x

v′
0 : A, ∃r.∃s.X

v′
1 : ∃s.X

v′
2 : A,X, ∃r.Y

v′
3 : Y, ∃s.X

s

s

r r

r

r

Fig. 3. Simplified expansion hypergraphs for Example 10

5 Conclusion and Discussion

We have provided a procedure for deciding subsumptions of the form T |= C � D,
where C is an ELUμ-concept, D an ELU-concept and T an EL-TBox. Our proce-
dure is based on checking for the existence of a certain simulation between hyper-
graph representations of the unfoldings of C and the subsumees of D w.r.t. T ,
respectively. We have presented in detail how the hypergraphs can be built in
three steps from C and D, T , not relying on automata-theoretic techniques.

We plan to apply our procedure for solving the logical difference problem
between EL-TBoxes and for checking the existence of uniform interpolants of
EL-TBoxes. In this context an evaluation of the procedure will be required.

Applying our procedure for solving T |= C � D to the logical difference
problem between EL-TBoxes requires finding a suitable ELU-concept D, which
acts as an interpolant between C and an ELν-concept w.r.t. T (cf. Section 1). The
notion of the least common subsumer (lcs) appears to lend itself as a candidate
for such concepts D [7]. For our purposes we would consider the following notion.
An ELU-concept D is the least common subsumer of an ELUμ-concept C w.r.t. an
EL-TBox T (written lcsT (C)) if it satisfies the following two conditions: (i) T |=
C � D, and (ii) T |= D � E, for all ELU-concepts E with T |= C � E.
Intuitively, C stands for a disjunction of infinitely many concept descriptions
which are to be approximated by an ELU-concept. However, such an lcs does not
always exist. For instance, let C = μx.(A � ∃r.x) and T ′ = {A � Y, ∃r.Y � Y }.
For ϕ0 = Y , ϕ1 = A�∃r.Y , ϕ2 = A�∃r.(A�∃r.Y ), etc., it holds that T ′ |= C � ϕi

and T ′ |= ϕi+1 � ϕi for i ≥ 0. Then, for every ELU-concept E with T ′ |= C � E
we have that T ′ �|= E � ϕi for some i ≥ 0.

As an alternative to an lcs of a least fixpoint concepts w.r.t. a background
TBox, we say that an ELU-concept D is a most-consequence preserving subsumer
(mcps) of an ELUμ-concept C for EL-consequences w.r.t. an EL-TBox T iff the
following conditions hold: (i) T |= C � D, and (ii) there does not exist an ELU-
concept E with T |= C � E and {F ∈ EL | T |= D � F } � {F ∈ EL | T |=
E � F }. Continuing the example above, every ϕi is an mcps of C w.r.t. T as
{F ∈ EL | T ′ |= ϕi � F } = {Y } and {F ∈ EL | T ′ |= C � F } = {Y }.
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We plan to investigate the notion of an mcps further and possibly apply it
to finding interpolants of least and greatest fixpoint concepts w.r.t. TBoxes.
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Abstract. While the complexity of the optimization problem to be
solved when computing the Maximum Entropy distribution P ∗

R of a
knowledge base R grows dramatically when moving to the relational
case, it has been shown that having the weighted conditional impacts
(WCI) of R available, P ∗

R can be computed much faster. Computing
WCI in a straightforward manner readily gets infeasible due to the size
of the set Ω of possible worlds. In this paper, we propose a new app-
roach for computing the WCI without considering the worlds in Ω at all.
We introduce the notion of sat-pairs and show how to determine the set
CSP of all possible combinations of sat-pairs by employing combinatorial
means. Using CSP instead of Ω for computing the WCI is a significant
performance gain since CSP is typically much smaller than Ω. For a
start, we focus on simple knowledge bases consisting of a single condi-
tional. First evaluation results of an implemented algorithm illustrate
the benefits of our approach.

1 Introduction

There is a long tradition of enriching propositional logic with probabilities
([8,17,19]), and relational probabilistic logics (e. g. [7,9,12,20,22]) provide a
strong means to model uncertain knowledge about relations among individual
objects. Here, we are especially interested in relational probabilistic conditionals.
Example 1. A movie actor can be awarded with certain awards (e. g. Oscar, Palme
d’Or) and depending on that, a movie director might consider engaging that actor
with a probability of 0.3. This scenario could be modeled by the relational proba-
bilistic conditional (considerEngagement(X,Z)|awardedWith(X,Y ))[0.3] where
the variable X stands for some actor, Y for some award, and Z for some movie
director.

A set of relational probabilistic conditionals is called a knowledge base R and
there generally exist many probability distributions which satisfy R. Recently,
several semantics for relational probabilistic conditionals have been introduced
which employ the principle of maximum entropy (ME) to select the distribution

c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 72–86, 2015.
DOI: 10.1007/978-3-319-24489-1 6
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which represents R in the most unbiased way, i. e. by adding as little informa-
tion as possible (cf. [10,11,18,23]). Computing the ME distribution P ∗

R of R
requires solving an optimization problem whose complexity grows dramatically
when moving from a propositional to a first-order setting. In [4], the well-known
technique of generalized iterative scaling (GIS) [2] is used to develop an algo-
rithm computing the ME distribution P ∗

R under aggregating semantics [13] for
the relational case. In [5], it is shown that P ∗

R can be computed much faster by an
algorithm which works on the so-called weighted conditional impacts (WCI) of R
instead of the exponentially large set Ω of possible worlds. Equivalence classes of
worlds are used for probabilistic logics, e. g. in [6,10,12,15,21], and WCI provide
a more abstract view on these equivalence classes and their cardinalities. That
way, WCI comprise the essential information about worlds and their interaction
with the logical part of the conditionals in R in a condensed form. Thus, P ∗

R
can be computed more efficiently once the WCI have been determined. Since the
WCI do not consider the given probabilities of the conditionals in R, the WCI
can also be reused when the probabilities in R are changed. However, comput-
ing the WCI straightforwardly requires to consider each world in Ω once which
readily becomes infeasible due to the size of Ω.

In this paper, we propose a new approach for computing the WCI without
considering the worlds in Ω at all. This approach abstracts from concrete worlds
and from the concrete ground atoms satisfied by worlds. Instead, we focus on
the possible numbers of ground atoms which in principle can be satisfied by
some worlds. So we do not care which worlds cause a certain number of satisfied
ground atoms, but we just make sure that we determine the particular numbers
which are actually possible. We introduce the concept of sat-pairs, i. e. pairs of
numbers which represent satisfiable numbers of ground atoms. We extend that
concept to combinations of sat-pairs and show that the set CSP, consisting of
all possible combinations of sat-pairs and generally being much smaller then Ω,
is a viable replacement for the set Ω. As a start, we focus on simple knowledge
bases consisting of a single conditional, and point out possible extensions.

Section 2 briefly recalls the required background, Section 3 analyzes the WCI
of atomic conditionals, Section 4 shows how to compute the WCI combinato-
rially, Section 5 presents the results of a practical algorithm, and Section 6
concludes.

2 Background

Relational Probabilistic Conditional Logic. Let L be a quantifier-free
first-order language defined over a many-sorted first-order signature Σ =
(Sort ,Const ,Pred), where Sort is a set of sorts, Const is a finite set of constants,
and Pred a set of predicates. The language (L|L)prob consists of probabilistic con-
ditionals of the form (B(X)|A(X))[d] with X containing the variables of the
formulas A and B, and where d ∈ [0,1] is a probability; A finite set R ⊆ (L|L)prob

is called a knowledge base; we always implicitly consider R together with some
appropriate signature Σ.
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H denotes the Herbrand base, i. e. the set containing all ground atoms over Σ,
and Ω = P(H) is the set of all possible worlds (i. e. Herbrand interpretations),
where P is the power set operator. The satisfaction relation between a world ω ∈
Ω and a ground atom at is defied as ω |= at iff at ∈ ω and extended to ground for-
mulas in the usual way. Θ(V) denotes the set of all ground substitutions w. r. t. a
set of variables V. A(a) denotes a ground instance of A(X), where a contains the
particular constants which substitute the variables in X. The expression gnd(r)
denotes the set of ground instances of a conditional r = (B(X)|A(X))[d], and
we write r(a) for a ground instance (B(a)|A(a))[d] ∈ gnd(r). The probabilistic
interpretations for (L|L)prob are given by the set Prob of all probability distribu-
tions P : Ω → [0,1] over possible worlds. P is extended to ground formulas A(a)
by defining P (A(a)) :=

∑
ω|=A(a) P (ω). The aggregation semantics [13] extends

P to conditionals and resembles the definition of a conditional probability by
summing up the probabilities of all respective ground formulas; it defines the
satisfaction relation |=� for r = (B(X)|A(X))[d] by

P |=� r iff

∑
r(a)∈gnd(r) P (A(a)B(a))
∑

r(a)∈gnd(r) P (A(a))
= d (1)

where
∑

r(a)∈gnd(r) P (A(a)) > 0. If P |=� r holds, we say that P satisfies r or
P is a model of r. P satisfies a set of conditionals R if it satisfies every element
of R.

The principle of maximum entropy (ME ) chooses the distribution P
where the entropy H(P ) is maximal among all distributions satisfying R
[10,18]. The ME model P ∗

R for R based on aggregation semantics is uniquely
defined [13] by the solution of the convex optimization problem P ∗

R :=
arg maxP∈Prob:P |=�R H(P ).

Weighted Conditional Impacts. For r : (B(X)|A(X)), the counting func-
tions (cf. [4,14]) app, ver : Ω → N0 are:

app(ω) :=
∣
∣{r(a) ∈ gnd(r) | ω |= A(a)

}∣
∣ (2)

ver(ω) :=
∣
∣{r(a) ∈ gnd(r) | ω |= A(a)B(a)

}∣
∣ (3)

For ω ∈ Ω, app(ω) yields the number of ground instances of r which are applicable
w. r. t. ω, and ver(ω) yields the number of ground instances of r verified by ω.

Definition 1 (va-Pair). The function vaΩ : Ω → N0 × N0 with

vaΩ(ω) :=
〈
ver(ω), app(ω)

〉
(4)

w. r. t. a conditional r is called the va-pair function of r. A function value vaΩ(ω)
is called the va-pair of r with respect to ω. The image of vaΩ is denoted by

VA := {〈v, a〉 ∈ N0 × N0 | 〈v, a〉 = vaΩ(ω), ω ∈ Ω} (5)

and called the set of va-pairs of r, and a pair 〈v, a〉 ∈ VA is called a va-pair of r.
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For example, if for some ω ∈ Ω, ten ground instances of a conditional r are
applicable and six ground instances are verified, then we have app(ω) = 10 and
ver(ω) = 6 and consequently 〈6, 10〉 is a va-pair of r.

Definition 2 (Conditional Impact). The function γR : Ω → (N0 × N0)
m

with

γR(ω) :=
[
vaΩ,1(ω), . . . , vaΩ,m(ω)

]
(6)

is called the conditional impact function of R. The value γR(ω) is called the
conditional impact caused by ω on the ground instances of R. The image of γR
is denoted by

ΓR := γR(Ω) = {γ ∈ (N0 × N0)
m | γ = γR(ω) for some ω ∈ Ω} (7)

and called the set of conditional impacts of R,
and a tuple γ =

[
〈v1, a1〉, . . . , 〈vm, am〉

]
∈ ΓR is called a conditional impact of

R.

For example, a conditional impact of a set R consisting of 4 conditionals
could be γ =

[
〈6, 10〉, 〈1, 8〉, 〈0, 6〉, 〈5, 9〉

]
. Conditional impacts were introduced

by Kern-Isberner [10] as conditional structures in a propositional setting, using a
free Abelian group construction. In the propositional case, each va-pair is 〈0, 0〉,
〈0, 1〉, or 〈1, 1〉.

Definition 3 (WCI). The function wgtR : ΓR → N0 with

wgtR(γ) :=
∣
∣γ−1

R (γ)
∣
∣ =

∣
∣{ω ∈ Ω | γR(ω) = γ}

∣
∣

is called the weighting function of R. The pair (ΓR,wgtR) is called the weighted
conditional impacts (WCI) of R.

Proposition 1 ([5]). The ME-distribution P ∗
R can be computed by a GIS-

algorithm which solely works on the WCI of R and does not refer to Ω at all.

ME-Computation on Weighted Conditional Impacts. Since the WCI are
in general much smaller than Ω, the adopted GIS-algorithm computes the ME-
distribution P ∗

R much faster and requires much less space than a comparable algo-
rithm working on Ω directly. So the WCI comprise the essential information about
the qualitative part of R and the worlds in Ω in a most condensed form. Once
determined, the WCI can also be reused together with different probabilities for
the conditionals in R. A drawback of the generic algorithm WCIgen [5] computing
the WCI is that is has to consider each world from Ω once for determining the
WCI. However, note that once the WCI are available, the set Ω does not have to
be considered anymore in the whole process of determining the ME-distribution
P ∗

R according to Prop. 1. Thus, our objective is to a develop a more efficient app-
roach to compute the WCI without considering the set Ω at all.
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3 Basic Case: WCI of a Single Conditional

Since analyzing the WCI for a whole set R of m conditionals is a much too
complex task to begin with, we focus on the WCI of single conditional, i. e. we
consider a set R = {r} throughout the rest of this paper. That way, we do not
have to consider conditional impacts in terms of m-tuples of va-pairs as γR in
Def. 2, but we can just consider the va-pairs of r themselves. That is, the set
of conditional impacts under consideration is ΓR = {

[
〈v, a〉

]
| 〈v, a〉 ∈ VA} with

VA being the set of va-pairs of r. Analogously to wgtR (Def. 3), the function
wgt : VA → N with

wgt(〈v, a〉) := wgtR(
[
〈v, a〉

]
) = |va−1

Ω (〈v, a〉)| (8)

is the weighting function of r. This allows us to denote the WCI of a single
conditional r more directly as (VA,wgt) when investigating va-Pairs of r and
their weights in the following. Since we will often refer to the number of ground
instances of r, we define the compact notation G := | gnd(r)|.

Note that when discussing values depending on r, the values of VA, wgt, G,
etc. also depend on the number of constants in the given signature Σ.

Proposition 2 (Upper Bound for |VA|). The number of va-pairs of a con-
ditional is bounded by its number of ground instances by |VA| ≤ va lim(G) with:

va lim(G) =
G∑

a=0

a∑

v=0

1 =
G∑

a=0

a + 1 =
G+1∑

a=1

a =
(G+1) · (G+2)

2
=

G2+3G+2
2

(9)

For instance, a conditional with 20 ground instances can have at most 231
va-pairs.

Atomic Conditionals. Since the set gnd(r) plays an important role when
considering the constitution of the set VA of a conditional r, we want to take a
closer look at the syntactical structure of the ground instances arising from r.
Here, we focus on a simple syntactical structure, already covering many relevant
aspects:

Definition 4 (Atomic Conditional). Let Cons and Ante be atoms of different
predicates. Then r = (Cons | Ante ) is called an atomic conditional.

The atoms Ante and Cons can have an arbitrary number of arguments, being
either a variable or a constant. For the rest of this paper, we focus on an atomic
conditional r with only variables, since constants do not have any further effect
when constructing the ground instances of R = {r}.

Example 2 (Atomic Conditionals). Some examples for atomic conditionals are

rX|X : (c(X)|a(X)) rX|XY : (c(X)|a(X,Y ))
rZ|Y : (c(Z)|a(Y )) rXZ|X : (c(X,Z)|a(X)) rXZ|XY : (c(X,Z)|a(X,Y ))

Note that the conditional given in Ex. 1 corresponds to the schema used in
rXZ|XY .
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The above atomic conditionals just differ in the numbers and positions of
their variables. We introduce the following notation to refer to the respective
sets of variables of an atomic conditional r = (Cons | Ante ):

– C ∩ A : variables appearing in both Cons and Ante
– A\C : variables appearing exclusively in Ante
– C\A : variables appearing exclusively in Cons

Accordingly, with ΘC∩A(r), ΘA\C(r), and ΘC\A(r) we denote the corresponding
sets of substitutions with respect to the particular sets of variables, and with

GC∩A := |ΘC∩A(r)|, GA\C := |ΘA\C(r)|, GC\A := |ΘC\A(r)|

we denote the respective number of substitutions. Since ΘC∩A(r) ∪ ΘA\C(r) ∪
ΘC\A(r) = Θ(r) and since the three sets of substitutions are pairwise disjoint,
we have G = GC∩A ·GA\C ·GC\A. Note that each of the sets C∩A, A\C, and C\A
may be empty for a particular atomic conditional; however GC∩A ≥ 1, GA\C ≥ 1,
and GC\A ≥ 1 always hold, since Θ(∅) contains the empty substitution. The
next example illustrates these definitions by an atomic conditional rXsZu|XsYt

covering all three kinds of appearances of variables (cf. Ex. 1 for some practical
interpretation of such a conditional):

Example 3. For Σ = (Sort ,Const ,Pred) with Sort = {S ,T ,U }, Pred =
{a/(S ,T ), c/(S ,U )}, and Const = Const(S) ∪ Const(T) ∪ Const(U ) with

Const(S) = {s1, . . . , s3}, Const(T) = {t1, . . . , t4}, Const(U ) = {u1, . . . , u5}

together with the conditional rXsZu|XsYt
: (c(X,Z)|a(X,Y )) we have:

C ∩ A = {X}, A\C = {Y }, C\A = {Z}
ΘC∩A(rXsZu|XsYt

) =
{
{X/s1}, {X/s2}, {X/s3}

}

ΘA\C(rXsZu|XsYt
) =

{
{Y/t1}, {Y/t2}, {Y/t3}, {Y/t4}

}

ΘC\A(rXsZu|XsYt
) =

{
{Z/u1}, {Z/u2}, {Z/u3}, {Z/u4}, {Z/u5}

}

GC∩A = |ΘC∩A(rXsZu|XsYt
)| = |Const(S) | = 3

GA\C = |ΘA\C(rXsZu|XsYt
) | = |Const(T)| = 4

GC\A = |ΘC\A(rXsZu|XsYt
) | = |Const(U )| = 5

The total number of ground instances is G = GC∩A ·GA\C ·GC\A = 3 · 4 · 5 = 60;
all these ground instances are depicted in Tab. 1. According to (9), an upper
bound for number of va-pairs is |VA| ≤ va lim(60) = 1,891. Computing the set
VA gives us the actual size |VA| = 348. However, the number of worlds is:

|Ω| = 2|H| = 23·4+3·5 = 227 = 134,217,728

So the set VA, which emerges from Ω according to (5), is indeed much smaller
than the original set Ω:

|Ω| = 134,217,728 � |VA| = 348
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Table 1. Complete ground-instance-table of rXsZu|XsYt

c(s1,Z) | a(s1,Y )

c(s1,u1) | a(s1,t1)
c(s1,u2) | a(s1,t1)
c(s1,u3) | a(s1,t1)
c(s1,u4) | a(s1,t1)
c(s1,u5) | a(s1,t1)

c(s1,u1) | a(s1,t2)
c(s1,u2) | a(s1,t2)
c(s1,u3) | a(s1,t2)
c(s1,u4) | a(s1,t2)
c(s1,u5) | a(s1,t2)

c(s1,u1) | a(s1,t3)
c(s1,u2) | a(s1,t3)
c(s1,u3) | a(s1,t3)
c(s1,u4) | a(s1,t3)
c(s1,u5) | a(s1,t3)

c(s1,u1) | a(s1,t4)
c(s1,u2) | a(s1,t4)
c(s1,u3) | a(s1,t4)
c(s1,u4) | a(s1,t4)
c(s1,u5) | a(s1,t4)

c(s2,Z) | a(s2,Y )

c(s2,u1) | a(s2,t1)
c(s2,u2) | a(s2,t1)
c(s2,u3) | a(s2,t1)
c(s2,u4) | a(s2,t1)
c(s2,u5) | a(s2,t1)

c(s2,u1) | a(s2,t2)
c(s2,u2) | a(s2,t2)
c(s2,u3) | a(s2,t2)
c(s2,u4) | a(s2,t2)
c(s2,u5) | a(s2,t2)

c(s2,u1) | a(s2,t3)
c(s2,u2) | a(s2,t3)
c(s2,u3) | a(s2,t3)
c(s2,u4) | a(s2,t3)
c(s2,u5) | a(s2,t3)

c(s2,u1) | a(s2,t4)
c(s2,u2) | a(s2,t4)
c(s2,u3) | a(s2,t4)
c(s2,u4) | a(s2,t4)
c(s2,u5) | a(s2,t4)

c(s3,Z) | a(s3,Y )

c(s3,u1) | a(s3,t1)
c(s3,u2) | a(s3,t1)
c(s3,u3) | a(s3,t1)
c(s3,u4) | a(s3,t1)
c(s3,u5) | a(s3,t1)

c(s3,u1) | a(s3,t2)
c(s3,u2) | a(s3,t2)
c(s3,u3) | a(s3,t2)
c(s3,u4) | a(s3,t2)
c(s3,u5) | a(s3,t2)

c(s3,u1) | a(s3,t3)
c(s3,u2) | a(s3,t3)
c(s3,u3) | a(s3,t3)
c(s3,u4) | a(s3,t3)
c(s3,u5) | a(s3,t3)

c(s3,u1) | a(s3,t4)
c(s3,u2) | a(s3,t4)
c(s3,u3) | a(s3,t4)
c(s3,u4) | a(s3,t4)
c(s3,u5) | a(s3,t4)

Syntactical Structure of Ground Instances. In the following, we employ
Ex. 2 to explain the general concepts. The tabular representation of the ground
instances of rXsZu|XsYt

in Tab. 1 is called the ground-instance-table of rXsZu|XsYt

and consists of 3 = GC∩A sub-tables. Each of these sub-tables emerges from one
particular substitution for the variable X ∈ C ∩ A (cf. the respective table-
headers).

The ground atoms appearing in each sub-table are pairwise disjoint due to
the different substitutions for X, and our results will apply to each of the sub-
tables in the same way. Thus, we continue our analysis with the first sub-table,
which contains all ground instances emerging from the substitution X/s1; we
refer to that table as the s1-table. The ground instances in the sub-table are
divided into 4 = GA\C blocks (represented by horizontal lines), whereas each
block considers a particular substitution for the variable Y ∈ A\C. Finally, each
block contains 5 = GC\A ground instances emerging from the substitutions for
the variable Z ∈ C\A.

Note that, apart from the concrete example, the ground-instance-table of
every atomic conditional has such a three-leveled block-structure, which is a
direct consequence of the three sets C∩A, A\C, and C\A. In particular, this also
holds for any atomic conditional with more than three variables.
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Table 2. General block-
structure of a sub-table

c(s1,Z) | a(s1,Y )

c(s1,u1) | a(s1,t1)
c(s1,u2) | a(s1,t1)
c(s1,u3) | a(s1,t1)
c(s1,u4) | a(s1,t1)
c(s1,u5) | a(s1,t1)

c(s1,u1) | a(s1,t2)
c(s1,u2) | a(s1,t2)
c(s1,u3) | a(s1,t2)
c(s1,u4) | a(s1,t2)
c(s1,u5) | a(s1,t2)

c(s1,u1) | a(s1,t3)
c(s1,u2) | a(s1,t3)
c(s1,u3) | a(s1,t3)
c(s1,u4) | a(s1,t3)
c(s1,u5) | a(s1,t3)

c(s1,u1) | a(s1,t4)
c(s1,u2) | a(s1,t4)
c(s1,u3) | a(s1,t4)
c(s1,u4) | a(s1,t4)
c(s1,u5) | a(s1,t4)

Table 3. Atoms satisfied
by ω′

c(s1,Z) | a(s1,Y )

c(s1,u1) | a(s1,t1)
c(s1,u2) | a(s1,t1)
c(s1,u3) | a(s1,t1)
c(s1,u4) | a(s1,t1)
c(s1,u5) | a(s1,t1)

c(s1,u1) | a(s1,t2)
c(s1,u2) | a(s1,t2)
c(s1,u3) | a(s1,t2)
c(s1,u4) | a(s1,t2)
c(s1,u5) | a(s1,t2)

c(s1,u1) | a(s1,t3)
c(s1,u2) | a(s1,t3)
c(s1,u3) | a(s1,t3)
c(s1,u4) | a(s1,t3)
c(s1,u5) | a(s1,t3)

c(s1,u1) | a(s1,t4)
c(s1,u2) | a(s1,t4)
c(s1,u3) | a(s1,t4)
c(s1,u4) | a(s1,t4)
c(s1,u5) | a(s1,t4)

Table 4. Atoms satisfied
by ω′′

c(s1,Z) | a(s1,Y )

c(s1,u1) | a(s1,t1)
c(s1,u2) | a(s1,t1)
c(s1,u3) | a(s1,t1)
c(s1,u4) | a(s1,t1)
c(s1,u5) | a(s1,t1)

c(s1,u1) | a(s1,t2)
c(s1,u2) | a(s1,t2)
c(s1,u3) | a(s1,t2)
c(s1,u4) | a(s1,t2)
c(s1,u5) | a(s1,t2)

c(s1,u1) | a(s1,t3)
c(s1,u2) | a(s1,t3)
c(s1,u3) | a(s1,t3)
c(s1,u4) | a(s1,t3)
c(s1,u5) | a(s1,t3)

c(s1,u1) | a(s1,t4)
c(s1,u2) | a(s1,t4)
c(s1,u3) | a(s1,t4)
c(s1,u4) | a(s1,t4)
c(s1,u5) | a(s1,t4)

Table 2 shows the s1-table, where identical ground atoms in the antecedence
and consequence, respectively, are highlighted accordingly. Since the atoms in
the antecedence and consequence of an atomic conditional must be of different
predicates, the respective sets of ground atoms are always disjoint. So there are
4 = GA\C different antecedence ground atoms (a-atoms) and 5 = GC\A different
consequence ground atoms (c-atoms) in the sub-table.

Numbers of Satisfied Ground Atoms. For some arbitrary world, let satC
and satA denote the number of c-atoms and a-atoms, respectively, in a sub-table
of an atomic conditional which are satisfied by that world. Then satC ∈ NC =
{0, 1, . . . , GC\A} and satA ∈ NA = {0, 1, . . . , GA\C} holds, i. e. the numbers of
satisfied c-atoms and a-atoms are from the respective range. On the other hand,
for every such pair

(satC , satA) ∈ SP := NC × NA,

called sat-pair of an atomic conditional, there exists a world satisfying the respec-
tive number of c-atoms and a-atoms. We illustrate these ideas by considering the
world

ω′ = {c(s1, u1), c(s1, u3), c(s1, u4), a(s1, t1), a(s1, t2)}.
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In Tab. 3, the satC ′ = 3 and satA′ = 2 atoms satisfied by ω′ are highlighted.
So (satC ′, satA′) = (3, 2) is the corresponding sat-pair. Changing our view back
to the ground instances in Tab. 3, we easily see that app(ω′) = GC\A · satA′ =
5 · 2 = 10 holds, i. e. 10 ground instances are applicable w. r. t. ω′. Furthermore,
ver(ω′) = satC ′ · satA′ = 3 · 2 = 6 holds, i. e. 6 of these ground instances are also
verified by ω′. So we have vaΩ(ω′) = 〈ver(ω′), app(ω′)〉 = 〈6, 10〉 ∈ VA. Next, we
consider another world

ω′′ = {c(s1, u2), c(s1, u4), c(s1, u5), a(s1, t1), a(s1, t4)}.

Table 4 illustrates that ω′′ satisfies some different ground atoms (compared to
ω′) and therefore also verifies some different ground instances. Nevertheless, ω′

and ω′′ coincide in the actual numbers of satisfied c-atoms and a-atoms, i. e.
(satC ′, satA′) = (satC ′′, satA′′) = (3, 2) holds, and therefore both worlds have
the same va-pair, i. e. vaΩ(ω′) = vaΩ(ω′′) = 〈6, 10〉. This example illustrates
that if we are interested in possible va-pairs, then we do not necessarily have to
consider worlds, but we can consider sat-pairs instead.

4 Computing WCI Using Combinatorics

Next, we show how the above consideration concerning just one sub-table can
be extended to the complete ground-instance-table. So we consider the world

ω′′′ = {c(s1, u1), c(s1, u3), c(s1, u4), a(s1, t1), a(s1, t2)
c(s2, u2), c(s2, u3), c(s2, u4), a(s2, t2), a(s2, t4)
c(s3, u4), a(s3, t1), a(s3, t2), a(s3, t3), a(s3, t4)}

Table 5 shows the complete ground-instance-table, where the atoms satisfied by
ω′′′ are highlighted accordingly. With respect to the three sub-tables, we have
the sat-pairs

(satC ′′′
1 , satA′′′

1 ) = (3, 2), (satC ′′′
2 , satA′′′

2 ) = (3, 2), (satC ′′′
3 , satA′′′

3 ) = (1, 4).

The overall number of applicable and verified ground instances can be deter-
mined by summing up the particular result of each sub-table:

app(ω′′′) = GC\A ·satA′′′
1 +GC\A ·satA′′′

2 +GC\A ·satA′′′
3 = 5 · 2 + 5 · 2 + 5 · 4 = 40

ver(ω′′′) = satC ′′′
1 ·satA′′′

1 +satC ′′′
2 ·satA′′′

2 +satC ′′′
3 ·satA′′′

3 = 3·2 + 3·2 + 1·4 = 16

This yields vaΩ(ω′′′)=〈ver(ω′′′), app(ω′′′)〉=〈16, 40〉 ∈ VA.
In these computations, the numbers resulting from the particular sat-pairs

are just summed up, hence it does not actually matter from which concrete sub-
table a sat-pair arises. Thus, when considering several sat-pairs, their particular
order does not matter, and it is sufficient to consider unordered combinations
of sat-pairs. Thus, the above combination of sat-pairs can be represented by the
multiset (denoted by double braces):

CSP ′′′ = {{(3, 2), (3, 2), (1, 4)}} (10)
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Table 5. Atoms satisfied by ω′′′ in the ground-instance-table

c(s1,Z) | a(s1,Y )

c(s1,u1) | a(s1,t1)
c(s1,u2) | a(s1,t1)
c(s1,u3) | a(s1,t1)
c(s1,u4) | a(s1,t1)
c(s1,u5) | a(s1,t1)

c(s1,u1) | a(s1,t2)
c(s1,u2) | a(s1,t2)
c(s1,u3) | a(s1,t2)
c(s1,u4) | a(s1,t2)
c(s1,u5) | a(s1,t2)

c(s1,u1) | a(s1,t3)
c(s1,u2) | a(s1,t3)
c(s1,u3) | a(s1,t3)
c(s1,u4) | a(s1,t3)
c(s1,u5) | a(s1,t3)

c(s1,u1) | a(s1,t4)
c(s1,u2) | a(s1,t4)
c(s1,u3) | a(s1,t4)
c(s1,u4) | a(s1,t4)
c(s1,u5) | a(s1,t4)

c(s2,Z) | a(s2,Y )

c(s2,u1) | a(s2,t1)
c(s2,u2) | a(s2,t1)
c(s2,u3) | a(s2,t1)
c(s2,u4) | a(s2,t1)
c(s2,u5) | a(s2,t1)

c(s2,u1) | a(s2,t2)
c(s2,u2) | a(s2,t2)
c(s2,u3) | a(s2,t2)
c(s2,u4) | a(s2,t2)
c(s2,u5) | a(s2,t2)

c(s2,u1) | a(s2,t3)
c(s2,u2) | a(s2,t3)
c(s2,u3) | a(s2,t3)
c(s2,u4) | a(s2,t3)
c(s2,u5) | a(s2,t3)

c(s2,u1) | a(s2,t4)
c(s2,u2) | a(s2,t4)
c(s2,u3) | a(s2,t4)
c(s2,u4) | a(s2,t4)
c(s2,u5) | a(s2,t4)

c(s3,Z) | a(s3,Y )

c(s3,u1) | a(s3,t1)
c(s3,u2) | a(s3,t1)
c(s3,u3) | a(s3,t1)
c(s3,u4) | a(s3,t1)
c(s3,u5) | a(s3,t1)

c(s3,u1) | a(s3,t2)
c(s3,u2) | a(s3,t2)
c(s3,u3) | a(s3,t2)
c(s3,u4) | a(s3,t2)
c(s3,u5) | a(s3,t2)

c(s3,u1) | a(s3,t3)
c(s3,u2) | a(s3,t3)
c(s3,u3) | a(s3,t3)
c(s3,u4) | a(s3,t3)
c(s3,u5) | a(s3,t3)

c(s3,u1) | a(s3,t4)
c(s3,u2) | a(s3,t4)
c(s3,u3) | a(s3,t4)
c(s3,u4) | a(s3,t4)
c(s3,u5) | a(s3,t4)

Computing VA. We put the ideas above in a general form by introducing
combinations of sat-pairs and a function on them leading directly to a va-pair.

Definition 5 (CSP). A multiset

CSP = {{(satC 1, satA1), . . . , (satCGC∩A , satAGC∩A)}}

consisting of GC∩A-many sat-pairs (satC i, satAi) ∈ SP is called a combination
of sat-pairs of r. The set

CSP := {CSP | CSP is a combination of sat-pairs}

is the set of all possible combinations of sat-pairs of r.

Definition 6. The va-pair function vaC : CSP → VA on combinations of sat-
pairs of r is defined by vaC (CSP) := 〈v , a〉 with

v =
∑

(satC ,satA)∈CSP

satC · satA and a = GC\A
∑

(satC ,satA)∈CSP

satA

In contrast to the function vaΩ (Def. 1), the function vaC only considers
combinations of sat-pairs instead of worlds.
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Proposition 3. Let r be an atomic conditional. Then we have

VA = vaΩ(Ω) =
⋃

ω∈Ω

{
vaΩ(ω)

}
(11)

= vaC(CSP) =
⋃

CSP∈CSP
{vaC(CSP)} (12)

Proposition 3 states that the set VA can as well be determined via combinations
of sat-pairs instead of considering worlds. In particular, (12) gives rise to an
algorithm which computes VA by just running over the set CSP, i. e. without
taking into account the much larger set Ω at any point.

The size of CSP is determined by the well-known multiset coefficient
((

n
k

))
=(

n+k−1
k

)
, which denotes number of multisets of cardinality k (here: k = GC∩A)

with elements taken from a set of cardinality n (here: n = |SP|):
Proposition 4. The number of combinations of sat-pairs with respect to r is:

|CSP|=
((

|SP|
GC∩A

))
=

(
|SP|+GC∩A−1

GC∩A

)
=

(
GC∩A+GC\A+GA\C+GC\A·GA\C

GC∩A

)

Example 4. In Ex. 3, we have |Ω| = 2|H| = 2GC∩A·(GC\A+GA\C) = 227 =
134,217,728 worlds compared to just |CSP| =

(
3+5+4+5·4

3

)
=

(
32
3

)
= 4,960 com-

binations of sat-pairs of rXsZu|XsYt
. Both sets induce the |VA| = 348 va-pairs of

rXsZu|XsYt
according to Prop. 3.

We get similar magnitudes of numbers by analyzing other examples involving
atomic conditionals (e. g. as in Ex. 2), so we can state in general |Ω| � |CSP|.

Computing Weights of va-Pairs. Up to this point, we have achieved the
first part of our goal: determining the WCI (VA,wgt) of an atomic conditional
without any involvement of Ω. So we still have to show how the weight wgt(〈v, a〉)
of each va-pair can be determined also without considering Ω.

According to (8), the weight wgt(〈v, a〉) of a va-pair corresponds to the num-
ber of worlds from Ω which induce 〈v, a〉. Thus, it seems hard to develop a
closed-formed expression which directly provides the weight of a va-pair without
considering Ω. However, Prop. 3 showed us that it is feasible to consider com-
binations of sat-pairs instead of worlds in a certain situation. Furthermore, in
the previous examples we illustrated how worlds induce sat-pairs and combina-
tions of sat-pairs, respectively. By employing basic techniques from the field of
combinatorics, we indeed obtain a closed formula:

Proposition 5 (nw). Let CSP ∈ CSP be a combination of sat-pairs of r. Let
k be number of different sat-pairs contained in CSP and let m1, . . . ,mk be the
multiplicities of these sat-pairs. Then the function nw : CSP → N with

nw(CSP) :=
(

GC∩A

m1, . . . ,mk

)
·

∏

(satC ,satA)
∈CSP

(
GC\A
satC

)
·
(

GA\C
satA

)

yields the number of worlds inducing a combination of sat-pairs.
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Input: - a knowledge base (Σ, {r}) with r being an atomic condtional
Output: - the weighted conditional impacts (VA, wgt)

1. VA := ∅ // initialize set
2. for each CSP ∈ CSP // construct the next CSP systematically on demand

(a) 〈v, a〉 := vaC(CSP) // compute the va-pair induced by CSP by eval. the
//funct. vaC

(b) if VA ∩ {〈v, a〉} = ∅ // check if 〈v, a〉 appears for the first time
then

i. VA := VA ∪ {〈v, a〉} // adjoin 〈v, a〉 to the set VA
ii. wgt(〈v, a〉) := 0 // initialize function value

(c) // compute the number of worlds inducing CSP by evaluating the function
//nw and
// increase the weight of 〈v, a〉 by nw(CSP)
wgt(〈v, a〉) := wgt(〈v, a〉) + nw(CSP)

end loop

Fig. 1. Algorithm WCIat yielding (VA, wgt) of an atomic conditional in time O(|CSP|)

The above equation makes use of the well-known number of multiset permu-
tations [1], which is defined as

(
GC∩A

m1,...,mk

)
= GC∩A!

m1!·...·mk !
. For instance, by applying

the function nw to the combination of sat-pairs CSP ′′′ given in (10), where
GC∩A = 3, we get:

nw(CSP ′′′) =
(

3
1, 2

)
·
(

5
3

)
·
(

4
2

)
·
(

5
3

)
·
(

4
2

)
·
(

5
1

)
·
(

4
4

)
= 54,000.

That is, besides the world ω′′′ from above, there is a total number of 54,000
worlds in Ω which induce CSP ′′′.

5 Practical Algorithm and Evaluation

Although the function nw in Prop. 5 does not provide the weight of a va-pair
directly, it allows us develop an algorithm which successively computes all func-
tion values of wgt in parallel without considering Ω.

The algorithm WCIat depicted in Fig. 1 takes an atomic conditional r together
with an appropriate signature Σ and computes (VA,wgt) by running over all
elements from CSP once. In step (2), the main loop runs over each multiset
CSP ∈ CSP. Note that the next multiset CSP can be constructed systematically
on demand each time, so that the algorithm does not have to store the set CSP
at any point. Within the loop, the function vaC (see Prop. 3) is employed for the
current CSP to determine the corresponding va-pair vaC(CSP). That way, the
set VA is constructed successively in step (2(b)i). In step (2c), the number of
worlds inducing CSP is determined by employing the function nw (see Prop. 5),
and nw(CSP) is added to the current weight of the respective va-pair, i. e. the
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Table 6. Results for computing the weighted conditional impacts (VA, wgt) for dif-
ferent atomic conditionals and numbers of constants; the numbers of constants for the
sorted conditional rXsZu|XsYt refer to the sorts S , U , and T , respectively.

Atomic Runtime of Algorithm
Conditional |Const | |Ω| |CSP| |VA| WCIgen WCIat

rX|X 10 220 286 66 3 sec < 1 sec
12 224 455 91 29 sec < 1 sec
15 230 816 136 30 min 32 sec < 1 sec
50 2100 23,426 1,326 unfeasible < 1 sec

rX|XY 4 220 715 129 2 sec < 1 sec
5 230 4,368 301 56 min 38 sec < 1 sec
10 2100 44,352,165 4,701 unfeasible 1 min 13 sec
12 2156 1,852,482,996 9,793 unfeasible 1 h 2 min

rXsZu|XsYt 3+5+4 227 4,960 348 13 min 46 sec < 1 sec
3+6+5 233 13,244 644 ≈ 27 hours < 1 sec
3+10+10 260 302,621 4,215 unfeasible < 1 sec
4+10+10 280 9,381,251 7,685 unfeasible 11 sec
5+10+10 2100 234,531,275 12,155 unfeasible 5 min 22 sec
6+10+10 2120 4,925,156,775 17,625 unfeasible 1 h 53 min

va-pair which is induced by CSP . That way, the correct weight wgt(〈v, a〉) of
each va-pair is computed incrementally.

Note that the set Ω is not considered in any step of the algorithm WCIat. In
particular, the functions vaC and nw employed by the algorithm are closed-form
expressions which do not refer to Ω either. Thus, the overall runtime of the
algorithm is determined by the size of the set CSP, and the algorithm merely
requires space O(|VA|), which is no more than the size of the output. These
observations yield:

Proposition 6. The algorithm WCIat in Fig. 1 computes the WCI (VA,wgt) of
an atomic conditional in time O(|CSP|) and space O(|VA|).

Table 6 shows some results for applying algorithm WCIat to some conditionals
from Ex. 2 and 3 together with various numbers of constants. For instance,
for rXsZu|XsYt

together with a set of 3, 10, and 10 constants of the respective
sorts, the generic algorithm WCIgen from [5], requiring time O(|Ω|), must process
260 ≈ 1018 worlds which is already infeasible, whereas the algorithm WCIat merely
has to consider |CSP| = 302,621 combinations of sat-pairs, taking less than one
second to determine the weighted conditional impacts (VA,wgt). Thus, WCIat
allows to determine the actual set VA and its actual size in particular for an
increasing number of constants; due to the obvious limitations of any generic
algorithm working on Ω, such concrete numbers could not be computed before.
The actual numbers for |VA| in Tab. 6 suggest that the number of va-pairs grows
significantly slower than |CSP|, i. e. we have:

|Ω| � |CSP| � |VA|
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Indeed, the size of CSP, given by the binomial coefficient in Prop. 4, also
grows rather fast in the number of constants. Nevertheless, it grows significantly
slower than the size of Ω, which grows exponentially in a polynomial of the
constants. So our novel algorithm WCIat also serves as a proof of concept and
illustrates that it is in fact possible to determine (VA,wgt) without considering
the set Ω at all.

6 Conclusions and Future Work

The WCI of a relational probabilistic knowledge base are the essential ingredi-
ent for Maximum Entropy model computation. We presented a new approach
allowing to compute the WCI of an atomic conditional based on combinatorics.
The resulting algorithm fully abstracts from Ω, using the set CSP instead, and
since |Ω| � |CSP|, it is much faster than a generic algorithm which has to run
over Ω. In terms of a first proof of concept, we restricted our considerations
to a single atomic conditional in this paper. In future work, we will investigate
how the general concepts introduced here can be extended to more complex
conditionals and to more than one conditional. For instance, a non-atomic con-
ditional ( c(X) | a(X) ∧ b(Y ) ) can be transformed into an atomic conditional
( c(X) | aAndb(X,Y ) ) by introducing a new predicate aAndb(X,Y ) which cap-
tures the non-atomic formula in the antecedence. Furthermore, while the devel-
opment of an incremental algorithm by extending the WCI appropriately when
adding another conditional may not be feasible in all cases, the current con-
cept can directly be extended to, e. g. a set of several atomic conditionals if we
ensure that each conditional considers different predicates. We will also investi-
gate to what extent techniques of lifted inference [3,9,16] can be adopted to our
approach.
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Abstract. Domain independent planning systems have been used in an
increasing number of applications, such as autonomous robots. However,
most such systems either generate the planning goals with a domain spe-
cific goal component or they require the user to write fully fledged PDDL
goal descriptions. In this paper we present a domain independent method
based on referring expressions to implement a menu-driven interface to
a planning system.

1 Introduction

One major reason to use domain independent planners to control the behaviour
of autonomous systems is that they allow for more flexible behaviour in the face
of unexpected situations than hardcoded decision making algorithms. Another
reason is the added flexibility for the system designer to add new behaviours
without having to make invasive changes to the system. Ideally, adding new
capabilities only involves implementing them in a self-contained module and
adding the appropriate actions to the planning domain. In practice, it is rarely
that easy, but a number of frameworks exist that try to make the integration of
low-level behaviour and planning as painless as possible, such as the ROS [12]
integration of TFD-M [5].

Extended capabilities should often come with a greater range of achievable
goals, but there are no automatic ways to communicate this extended range to
users. Often, goals are either entirely or partially hardcoded so that users can
only issue goals anticipated by the designer of the user interface. Other systems
provide the maximum of flexibility by allowing arbitrary PDDL conditions as a
goal, but this is hardly a suitable interface for most potential users and lacks
discoverability even for experienced users.

In this paper, we first introduce a variant of referring expressions [4] based on
a subset of first-order formulas that allow us to to incrementally build references
to individual objects in a planning task. Then we use these references to create
a menu-driven interface to a planner that only requires a minimal amount of
domain specific adjustments to work, while still allowing users to select arbitrary
goals.
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2 Background

As we are operating mostly on lifted planning problems, planning problems are
given as a PDDL [10] domain and problem file. A planning domain is a tuple
D = 〈T , Cd,P,O〉, where

– T = 〈T,≺〉 is the type system, consisting of the set of types T along with a
partial ordering ≺ describing sub-type relations,

– Cd is the set of typed domain constant symbols,
– P is the set of predicate symbols with associated arities and types, and
– O is the set of planning operators consisting of preconditions and effects.

As we are concerned with goal generation, we will omit the goal from the
planning task description. A planning task is then a tuple Π = 〈D, Ct, I〉, where

– D is a planning domain as defined above,
– Ct is a set of typed task-dependent constant symbols disjoint from Cd, and
– I is the description of the initial state.

We will usually not distinguish between task and domain specific constants
and will therefore refer to the union of both as the task’s objects C = Cd ∪ Ct.

3 Building References

In order to specify a goal, a user must be able to refer to the elements of that goal:
usually this includes at least the function or predicate that should be changed as
well as the objects to which these apply. Figure 1 shows a problem in the logistics
domain. We want to formulate the goal to deliver package p1 to location L4. In
order to do so, we need to be able to refer to three elements: The at predicate,
the package object p1 and the goal location L4. This is easy if we can specify
each of those by name: “Set at of p1 and L4” or, as a PDDL goal, (at p1 L4).
However, this is only possible if the user and the planner both agree on the
meaning on the symbols p1, L4 and at. In many cases, however, there may be
no such shared reference between the planner and the user. In our example, we
will assume that the user has a correct understanding of the name at, but that
they cannot relate to the identifiers p1 and L4: those are internal to the planning
system with no way for the user to find out what they mean.

While this example uses an artificial benchmark domain, it often occurs in
applications: in many robots that use planning systems, objects have internal
IDs and can be identified to the user only via additional predicates (such as
a type predicate) or they do not correspond to anything at all that the user
can directly relate to (e.g. many systems use an arbitrary segmentation of space
for navigation). Therefore, we have to refer to goal candidates with only those
elements which are known to the user.
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Fig. 1. A problem instance in the logistics domain, consisting of two cities, two trucks
t1 and t2, two packages p1, p2 and one airplane a.

3.1 Referencing Objects

In the same way that we can construct (verbal) sentences that identify a concept
without referring to it by name, we can create first-order sentences that identify
an object. For example, the following first order sentence φ uniquely identifies
L4 in our example:

φ(x) = location(x) ∧ ∃ t
(
truck(t) ∧ at(t, x)

)

∧ ∃ c, l2
(
x �= l2 ∧ ∀ l3 city(l3, c) ↔ (l3 = x ∨ l3 = l2)

)

Here x has to be a location at which there is at least one truck and x must
be in a city that contains exactly two locations. This formula uniquely describes
L4, without referring to any object by name: L1, L2, L3 are in a city consisting
of three locations, there is no truck at L5, and no other object is a location.

Definition 1. Let φ(x) be an arbitrary, function-free first order formula with
one free variable x, then φ(x) is a reference to an object o (or φ matches o)
under an interpretation I iff I |= φ(o).

φ is a unique reference iff also I �|= φ(o′) for all o′ �= o. Otherwise, we call
it a partial reference.

This concept of references is closely linked to relational query languages [3],
and for arbitrary, function-free first order formulas, checking whether there exists
a matching object to a reference is precisely the query evaluation problem, which
is PSPACE-complete [16]. So is checking whether a reference is unique:

Theorem 1. Deciding whether a reference φ is unique is PSPACE-complete.

Proof. Let φ(x) be an arbitrary reference, then the reference

φ′(x) = φ(x) ∧ ∀z φ(z) → z = x

is a reference to an object o iff φ is a unique reference to o which shows mem-
bership in PSPACE. Vice versa, given a reference ψ(x) and a constant o,

ψ′(x) = (x = o) ∧ ∃x′ψ(x′)

is a unique reference to o iff there exists an object that matches ψ. Thus the
problem is PSPACE-complete.
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Besides the complexity, arbitrary first order sentences have a number of draw-
backs in our scenario: more complex formulas are difficult to understand for most
humans, and are thus unsuitable as a means of user interaction. Also, we want to
implement a menu-driven interface, and would thus prefer references that can be
constructed incrementally. In particular, monotonicity is a desirable property:
then, as we add elements to a reference, the number of matching objects will
always decrease, so that the construction process will eventually terminate.

A query type that meets these requirements are conjunctive queries which
consist only of existential quantifiers and conjunctions of atomic formulas.

Definition 2. Given a set of predicate symbols R0, . . . , Rn, the formula φ(x) is
a conjunctive (unique) reference to an object o if φ(x) is a (unique) reference to
o and has the form

φ(x) = ∃x1 . . . xnR1(x11, . . .) ∧ . . . ∧ Rm(xm1, . . .)

where each argument xij refers to one of the variables x, x1, . . . , xn.

We will usually omit the quantifiers and simply write φ(x) = R1(x11, . . .) ∧
. . . ∧ Rm(xm1, . . .). Allowing only conjunctions makes sure that extending refer-
ences never causes the number of matching objects to increase. (We will deal with
the requirement that it decreases in the next section.) Allowing only existential
quantifiers also helps us to avoid the complexities of quantifier nesting.

Deciding whether a conjunctive reference matches an object is NP-complete,
as the query complexity of conjunctive queries is NP-complete [2]. The same is
not true for testing uniqueness, which is complete for the complexity class DP,
which is the class of decision problems that can be described by the intersection of
an NP- and a co-NP-complete language. The SAT-UNSAT problem of deciding
for two formulas θ and ψ whether θ is satisfiable and ψ is unsatisfiable is a
complete problem for DP [11].

Theorem 2. Deciding whether a conjunctive reference φ is a unique reference
to an object o is DP-complete.

Proof. The problem is a member of DP as we can guess an object x that sat-
isfies φ, as well as two distinct objects x, x′ as a counterexample if φ is not
unique.

To show hardness, we reduce from SAT-UNSAT, with θ and ψ given in
3-clause CNF. Encoding the satisfiability of θ in a reference is simple,as for
every clause Cθ

i = li1 ∨ li2 ∨ li3 we can introduce a relation Rθ
i (yi1, yi2, yi3) which

is true iff at least one of the satisfying literals lik is at the correct position.
To encode the unsatisfiability of ψ, we add for every clause Cψ

i a relation
Rψ

j (zj1, zj2, zj3, x) which is true iff

1. one of the satisfying literals ljk is at the correct position and x is equal to
the constant o, or

2. all arguments zjk are equal to ⊥ and x is equal to the constant o′.
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Fig. 2. A graph representing the dependencies of variables of a reference. Removing
the inequalities results in a tree (bold lines) but renders the reference ambiguous.

The reference φ(x) =
∧n

i=1 Rθ
i (. . .)∧

∧m
j=1 Rψ

j (. . . , x) matches o′ iff θ is satisfi-
able as the Rψ

j are all satisfiable with Rψ
j (⊥,⊥,⊥, o′). It matches o iff both θ and

ψ are satisfiable. Therefore, φ is unique iff θ is satisfiable and ψ is unsatisfiable.
The complexity of evaluating conjunctive queries results from the many ways

in which quantified variables can be combined. If we can decompose a reference
into conjuncts which do not share quantified variables, we can evaluate every
part separately and then compute the intersection of the partial results.

In the case of binary relations, these decompositions can be visualised as a
graph, where every variable is a vertex and two variables are connected if they
occur in the same relation. Figure 2 shows our reference to L4 in this form.
We can compute the matches for location(x), at(x, t) ∧ truck(t) and the city-
subgraph separately, but the computation for c1 cannot be decomposed further,
as the free variables l1, l2 and l3 all depend on each other due to the inequalities.

Removing cycles reduces the expressive power: in our example, we can no
longer distinguish between cities 1 and 2 by counting the number of locations,
as we cannot force three variables to be all different. However, computing the
matches for a references becomes much easier, as we can simply collect results
at the leaves of the dependency tree and propagate them to the root. With this
simplification, we can add back negation: if M is the set of matching objects for
a reference φ, then the matches for ¬φ are simply C \M . Allowing negation also
means that we can always find a set of references that completely partition all
objects which will be useful for our goal selection procedure.

Definition 3. A simple reference is either

– An existentially quantified relation: φ(x0) = ∃x1, . . . , xnR(x0, . . . , xn)
– An existentially quantified conjunction of a relation and an arbitrary number

of simple references φ0, . . . , φm:

φ(x0) = ∃x1, . . . , xnR(x0, . . . , xn) ∧ φ0(xi0) ∧ . . . ∧ φm(xim)

– A negation of a simple reference φ′: φ(x0) = ¬φ′(x0)

To apply this theory to planning problems, we have to identify the predicates
which we can use to build more complex references to objects. For a planning
problem Π we can create references from three types of relations:



92 M. Göbelbecker

– Individual References: These objects can be identified by name. The city
objects in the logistic domain could be such a case, assuming the object
names correspond to city names a human would understand. There is one
relation Io(x) ⇔ o = x for each object o ∈ C that can be identified by name.

– Typename References: These objects can be identified by the name of
their type. The types package, truck, airplane and location are candidates
for those. We also assume that the common object supertype can used to refer
to any object. So for each type t ∈ T there is one relation t(x) ⇔ type(x) � t.

– Relational References: Objects can be referred to via predicates in which
they occur as an argument. We used this in our examples in order to refer
to locations by their city predicate, but we also could refer to a city by
the locations it contains. So for every predicate P ∈ P there is a relation
RP (x1, . . . , xn) ⇔ P (x1, . . . , xn) ∈ I.

3.2 Referencing Goals

A reference to a goal is not substantially different from a reference to an object.
Using the references we built in the previous section, we can write the goal
at(p1, L4) as a formula1 which we could then give directly to a planner which
supports quantified conditions (e.g. the Fast Downward planner [7]):

∃p, l, l2, t : atgoal(p, l) ∧ package(p) ∧ atcurrent(p, l2) ∧ city(l2, city1)
∧ city(l, city2) ∧ atcurrent(t, l) ∧ truck(t)

Note that we have introduced two copies of the at predicate. The copy atgoal
is used to describe the desired goal and corresponds to the at predicate in the
original task, whereas atcurrent is immutable and always refers to the current
state. If we had simply joined the formulas, we would have ended up with an
unsolvable goal. If the reference is unique, we can instead resolve the reference
manually and give the goal at(p1, L4) directly to the planner. If there are multiple
matching objects, it might be easier to let the planner do the work.

Goal References Via Actions. We also want to discuss an alternative way of
referencing goals. Instead of using a predicate we can refer to a goal via an action.
For example, the goal at(p1, L4) could also be phrased as ∃t Unload(p1, t, L4).

(:action unload

:parameters (?o - obj ?t - truck ?loc - location)

:precondition (and (at ?t ?loc) (at ?o ?t))

:effect (and (not (at ?o ?t)) (at (?o ?loc))))

One obvious situation, in which we would like to do this if we cannot use
the goal predicate as a reference directly. Another reason is that it can be more

1 To make the references simpler, we refer to the cities city1 and city2 as constants,
not via individual references.
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natural to state goals in terms of actions than in terms of states: one would rather
say “Please bring me a cup of coffee” than “Please set the position of a cup of
coffee to myself”. Finally, there are cases where an action has several desired
effects, so one does not have to specify all those goals separately. Conversely,
however, it can be hard to distinguish the intended effect from side effects. Also,
the user may have to specify action parameters that are not relevant to the goal.
The Unload action above demonstrates both issues and how they are related:

This action has two effects, (at ?o ?loc) and (not (at ?o ?t)). Usually
we only care about the first effect (deliver a package to some place) but it is not
impossible that one would use the second one (clear out this truck). In the first
case, the ?t parameter is redundant, as we do not care which truck delivers our
package. In the second case we do not care where the packages are dumped.

Thus, if we can remove side effects, we can go on to eliminate redundant
parameters by simply removing the parameters that do not occur in the primary
effect. If we cannot remove side effects we can try to exploit the fact that different
effects use different parameters to split the action for the purpose of referencing
goals. Instead of one action Unload(?o, ?t, ?loc) we could present the user with
two actions: Unload(?o, ?loc) with the add effect and Unload(?o, ?t) with the
delete effect.

4 Generating Goals

We use the ideas described in the previous section to implement a text-based
prototype to assist users with goal selection. Figure 3 shows an example session
in a robotics task. We use actions to refer to the goals, and objects can be
referred by type (bottle, mug, etc.) or via some of their properties (content or
location). We start out with the action selection, and choose the Give action.
Arrows indicate that the goal selection can be narrowed down further. We can
then continue down the menu, until we select the unique goal to bring the water
bottle located in the living room to the user.

The input to the program consist of the planning domain and problem, as
well as a domain specific (but problem independent) description of the available
references: individually referrable constants, individually referrable types, types
referrable by name and referrable predicates.

4.1 Generating References

In order to get to the desired goal as quickly as possible, we want to choose a
reference that splits each set of goal candidates into partitions that allow the user
to make a meaningful choice at every step. In the worst case, a poor partitioning
would only split off one object at every step, leading to a degenerated tree.
Algorithms for decision tree learning, such as the ID3 algorithm [13], solve this
by choosing partitions that maximise its information content. For a partition P

of |P | objects with subsets Pk, the information I(P ) =
∑

k − |P |
|Pk| log2

|P |
|Pk| is zero

if P consists of only one cluster and maximal if P partitions each element into
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Fig. 3. An example session in a robotics scenario. Entries selected by the user are
in bold. I(P ) denotes the information content of the current partition P , C(φ) the
complexity of the current reference.

its own singleton set. Moreover, for a partition of a given size, its information
is maximised if all entries contain the same number of elements. This method
will prefer partitions with lots of small sets, which can lead to problems for the
user if the number of sets becomes too large (e.g. so that the choices no longer
fit on the screen). Therefore, we penalise partitions once their size reaches a
threshold. Those being equal, we prefer partitions created by simpler references,
where complexity is measured by the number of relations they contains.

The function SelectReference that chooses the partitioning is shown in
Algorithm 1. It is given an initial reference φ and a set of candidate objects O.
If there is a unique matching object M(φ) among O, we return φ. Otherwise, we
partition these objects according to a set of successor references, present the best
of those to the user and then call the function recursively with the user-selected
reference. The process is illustrated in the second menu in our example: after
choosing the action, we have to select its argument which is of type object and
is therefore initialised with φ1 = object(x) as a starting reference. The partition
with the best value (I = 10.3) contains three references, each referencing one
type of objects (bottles, mugs and plates). Once the first partition has been
selected, we continue this process with the new partition φ2 = φ1 ∧ ψ1.

If the initial set of candidate objects O matches exactly the initial reference
φ1, carrying O through the function calls is merely a performance optimisation:
this way we only have to check references against the currently active objects
instead of against all objects in the planning problem.
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Algorithm 1. SelectReference

1: Input: reference φ, candidate objects O,
2: Output: reference ψ
3: if |M(φ) ∩ O| ≤ 1 then
4: return φ

5: G ← SuccessorReferences(φ)
6: C ← ∅
7: for g = {ψ0, . . . , ψn} ∈ G do
8: P = {{o ∈ O : o matches ψi}: ψi ∈ g}
9: C ← (g, P )

10: if all partitions in C are trivial then
11: return φ

12: g, P ← ChooseBestPartition(C)
13: i ← UserSelectReference(g)
14: φ′ ← φ ∧ g[i]
15: O′ ← P [i]
16: return SelectReference(φ′, O′)

By passing a smaller set of can-
didate objects to the initial call to
SelectReference, we can restrict
the goals that can be constructed.
There are three types of goal can-
didates that we want to remove:
unreachable goals, goals that conflict
with an existing goal and goals that
are already true in the initial state.
As deciding reachability of a goal can-
didate is computationally hard, we
use the facts reachable in the delete
relaxation of the problem to identify
a majority of unreachable goals. For
example, we do not allow the user to
select the types of person or robot in
step 2, as those cannot be given to
anyone. To detect whether a goal con-

flicts with another, we use mutex groups that can be found via invariant synthe-
sis [8]. Finally, we simply remove those goals that are already true in the initial
state.

4.2 Finding Successor References

The selection procedure requires that a partition can be created from a set of
successor references. A successor φ′ of a reference φ can be created in two ways:

– If ψ is a reference, then φ′ = φ ∧ ψ is a successor of φ.
– If φ is a conjunction of references ψ1, . . . , ψn and ψ′

i is the successor of ψi,
then φ′ = ψ1 ∧ . . . ∧ ψ′

i ∧ . . . ∧ ψn is a successor of φ.

For our purpose, we also require that each successor reference is strictly
narrower than its parent to make progress during the goal selection, and that
the references in a candidate set are disjoint (so that they create partitions).

Some partitions are easy to obtain: The set of all individual references Io(x)
can induce partitions which contain only singleton sets. Type references are also
(mostly) simple: given a type reference φ(x) = t(x), the references created from
its subtypes usually form a partition, as long as there is no multiple inheritance.

For arbitrary unquantified references, such as those induced by unary predi-
cates, deciding whether a complete partition exists is the Exact Cover problem,
and thus NP-complete. We use a simple greedy search algorithm to create can-
didate sets, which is sufficient for our purpose. Finally, if a set of references φi

does not cover all objects, we can create the partition {φ1, . . . , φn,
∧n

i=1 ¬φi},
adding one partition for the remaining objects. All these partitions can be com-
puted once and then reused during the selection procedure. Successor references
created via these partitions are all of the first form, i.e. via conjunction.
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For arbitrary references, such as the content reference in the third menu, we
run into problems with this approach: the reference φ = ∃w content(x,w) by
itself does not partition the bottle objects at all, as all of them contain something.
It is only the successors such as ∃w content(x,w) ∧ Iwater (w) that form an
improved partition. For this kind of references, we perform a depth-limited search
through the successor space and only return the one that results in the best
partition. We use a depth limit of 3, as references of that depth can already be
hard to understand (the references in the example all have a depth of ≤ 1).

4.3 Beyond Atomic Goals

This approach can be easily extended to universally and existentially quantified
goals. In some way, ambiguous goals are the rule, not the exception during the
selection process: any reference that is not a leaf in the menu must by definition
be ambiguous (but not vice versa: there may be leaves that are ambiguous if
there are no more specific references). Simply using this ambiguous reference in
a goal gives us existentially quantified goals.

In the second menu we can select the fourth option to keep the reference
as φ = object(x). (We use the phrasing “an arbitrary object” instead of “some
object” to distinguish existential goals from goals that can be refined further.)
This would create the goal ∃x position(x, user)∧object(x). In the same manner,
we can quantify the first reference universally: ∀x position(x, user) ∧ object(x).
However, as the robot and the user are themselves objects, this goal is unsat-
isfiable and does not show up in the menu. The third menu shows an example
where both universally and existentially quantified goals are displayed.

5 Evaluation

To test our system, we used existing planning problems and simulated the goal
generation assistant on the original problems’ goals: For every such test goal we
simulated a traversal through the assistant’s menu until we reached a leaf node,
either because the menu node matched the goal exactly or because the reference
could not be split any further.

We tested on a variety of IPC planning domains: logistics, rovers and storage
plus the tidyup domain [9]. The last one was included as it models a service
robot, an application that is similar to one of our intended use cases.

The behaviour of our system depends strongly on the number and type of
relations that can be used to build up references. The higher the number of
references (especially individual references to an object), the more likely it is
that we can find an exact match for a given goal. To evaluate this impact, we
created two configurations for every domain. In the minimal version (referred
to in the results table as “domain-min”) we allowed all relational references as
well as type references, but no individual references. In a second configuration
we added individual references to some object types:
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Table 1. Results from the goal generation tests. The second column shows the number
of problem instances, AccI and AccG are the individual and global accuracies of the
references and the -base variants are the same for the baseline references. davg and dmax

are the average and maximum depths of the goals and C the average complexity of the
resulting references.

Domain # AccI AccIbase AccG AccGbase davg dmax C

logistics-min 28 23.4 118.9 7.2 15.0 3.4 5 5.7
logistics 28 4.1 118.9 3.3 15.0 4.3 5 8.3
rovers-min 30 1.9 11.6 1.5 2.9 5.0 13 25.9
rovers 30 1.3 8.6 1.1 3.1 4.2 12 15.2
storage-min 30 18.9 55.3 2.4 4.8 4.1 7 9.8
storage 30 5.6 55.3 1.8 4.8 4.6 7 10.0
tidyup-min 10 1.9 4.8 1.0 1.8 2.5 4 7.0
tidyup 10 1.5 4.8 1.0 1.8 2.5 4 8.9

– In logistics, these are all city objects.
– In the rovers domain, the camera mode as well as rover objects.
– In storage the hoist and container objects.
– And in the tidyup domain we allow references to individual rooms.

We were interested in three aspects: the precision of the references, their
complexity and the quality of the splitting. Low precision will prevent users
from choosing exactly the goal they want, more complex references are harder
to understand and poor splitting can lead to very deep menus. To measure
complexity, we used the number of relations that occur in a reference. To measure
the quality of the splitting we used the maximal and average depths in which each
goal was found – deep menus impact usability and are a sign of poor splitting.

To measure precision, we used the number of matching goals of each selected
reference. For every test goal, we recorded which additional goals were matched
by the best reference. From this, we computed two measures: the individual
accuracy, AccI , represents the average number of goals that were matched by a
single reference. In the best case, this has a value of 1. We can also evaluate all
goals of a planning problem as a group by creating the union of all matching
goals and dividing their number by the number of test goals. This measure, which
we call the global accuracy, AccG, will usually be smaller than the individual
accuracy, as multiple test goals may be encompassed by the same goal reference.
To assess the quality of the references themselves, the individual measure is more
useful, as the global accuracy depends strongly on the goals in the planning
problem. However, we feel that it may give an indication on how well quantified
references can cover typical goals in a given planning domain. We also compared
both measures against a simple baseline, where we created a goal reference so
that every argument is a reference with exactly one relation. This can be either
an individual reference if possible or the most specific type reference that matches
the goal’s argument. E.g. the baseline reference for the goal at(p1, L4) would be
at(p, l) ∧ package(p) ∧ location(l).
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The results are shown in Table 1. We can see that (as expected) the accu-
racy improves if we allow more references, but the effect varies significantly
between the different domains. Logistics and storage gain the most from adding
additional references, as there is little structure in these domains that can be
exploited by the reference generation. The opposite is true in the rovers domain.
In rovers there are lots of heterogeneous relationships between objects as well
as a number of unary predicates (such as at rock sample) that can be used
to build references. The downside is the very high complexity of the generated
references, which is indicated by the high number of relations and goal depth. In
the minimal rovers domain, the reference generation will often chain references
between many objects to refer to a goal. The result of this is that rovers is the
only domain in which the reference complexity and tree depth decrease substan-
tially when adding more references. In all other domains, the depth of the menu
increases, which is a result of the improved precision of the goal selection.

The only domain where adding more relations has little effect is the tidyup
domain. This is probably because there is a decent amount of structure in these
problems while the problem instances are relatively small. The selection of goals
may also play a role here, as goal are often replicated among all objects in the
problem (such as wipe all tables). This is also the reason for the perfect global
accuracy and the individual accuracy for the baseline method, which is still fair.

6 Related Work

Other research with similar goals is usually strongly linked to natural language
processing and improving the understanding of language by relating it to a sit-
uated context [14,15]. However, there is nothing in our approach that is tied
to verbal interfaces (even though our prototype is text-based, we are currently
working on an graphical version). Our approach to referring objects is based on
work on referring expressions [4]. Specifying goals in terms of actions is rem-
iniscent of the way goals in hierarchical task networks (HTNs) [6] are given,
though (compound) tasks in HTNs are also accompanied by decompositions
which describe how to solve these tasks, which is not the case in our system,
where choosing a goal via an action does not place any restrictions on the plan.

7 Conclusion and Future Work

In this paper, we have presented a concept of references to objects and planning
goals. Using these, we have created a tool that allows users to formulate arbitrary
goals and evaluated these methods on existing planning domains.

We plan to expand this work in several directions: we intend to investigate an
extension to partially observable environments, in particular situations in which
neither the planner nor the user know everything about the world. We would
also like to extend the system to support (a subset) of LTL goals [1] to express,
among others, consecutive and maintenance goals.
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Abstract. The integration of wind power generation into the power
grid can only succeed with precise and reliable forecast methods. With
different measurements available, machine learning algorithms can yield
very good predictions for short-term forecast horizons. In this paper,
we compare the use of wind power and wind speed time series as well
as differences of subsequent measurements with Random Forests, Sup-
port Vector Regression and k-nearest neighbors. While both time series,
wind power and speed, are well-suited to train a predictor, the best per-
formance can be achieved by using both together. Further, we propose
an ensemble approach combining RF and SVR with a cross-validated
weighted average and show that the prediction performance can be sub-
stantially improved.

1 Introduction

For a successful integration of wind power into the power grid, precise predic-
tion methods are needed. For short-term predictions of expected wind power
output, it has been shown that machine learning techniques are well-suited
[13]. With spatio-temporal information available, k-Nearest Neighbors (k-NN),
Support Vector Regression (SVR), and Machine Learning Ensembles yield low
prediction errors [8,12]. The question comes up for the choice of appropriate
features for the wind power prediction problem. Most past work concentrates on
univariate prediction models that map a single time series to target values. Our
approach takes into account the features from neighboring turbines, but was in
the past restricted to the use of power features. If available, it might be beneficial
for the prediction to include the wind speed features as well. Many approaches
compute a forecast of the speed and then transform it to a power value using a
power curve (PC) model, see [13].

In this work, we analyze various regressors trained with patterns composed of
different features, i.e., power output measurements, wind speed measurements,
and differences of these. The algorithms we compare are k-NN, SVR, and Ran-
dom Forests (RF) that turned out to be very successful in various applications,
see [4]. Last, we combine the best combinations of regressors and their features to
c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 100–110, 2015.
DOI: 10.1007/978-3-319-24489-1 8
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ensembles and show experimentally that these outperform their single predictor
competitors.

This paper is structured as follows. In Section 2, an overview of related
work is given. The spatio-temporal wind power prediction model and the used
algorithms are described in Section 3. The experimental evaluation in Section 4
compares the use of the different feature spaces with the different regression
algorithms. The combination of these predictors to an ensemble is analyzed in
Section 5. Conclusions are drawn in Section 6.

2 Related Work

Kusiak, Zhang and Song [10] successfully apply different methods to short-term
wind power prediction, one of which is the bagging trees algorithm. Fugon et
al. [5] compare various algorithms for wind power forecasting and show that RF
with and without random input selection yield a prediction performance similar
to SVR, but recommend to prefer a linear model when the computation time
grows too large. Salcedo et al. [12] use SVR for the reconstruction of wind speed
values using neighboring turbines’ measurements. Heinermann and Kramer [8]
achieve good wind power prediction results using heterogeneous machine learning
ensembles with a spatio-temporal model. In contrast to all prior work in the field
of wind power prediction, we propose a new ensemble approach leveraging the
information of different time series for the prediction.

In the field of numerical weather forecasts, it is quite common to use ensem-
ble postprocessing. Gneiting et al. [6] found ensembles to reduce the predic-
tion error by applying the ensemble model output statistics (EMOS) method to
diverse weather forecasts. In contrast to machine learning ensembles, the pre-
dictor diversity is achieved by employing different initial values in the weather
model. A similar domain to wind power prediction is time series prediction for
solar power output. Chakraborty et al. [3] built up an ensemble of a weather
forecast-driven Näıve Bayes Predictor as well as a kNN-based and a motif-based
machine learning predictor. The results of the three predictors are combined
with a Bayesian Model Averaging.

3 Wind Power Prediction with Machine Learning

3.1 Spatio-Temporal Regression Model

We treat short-term wind power prediction as a regression problem. In contrast
to numerical weather predictions, machine learning methods usually only make
use of the time series data itself. The history of measurements used to train
the prediction model is called training data set X = {(x1, y1) . . . , (xN , yN )} ⊂
R

d×R. When performing a forecast, the objective is to predict the measurement
after a forecast horizon λ, e.g., in half an hour. The input patterns consist of
μ past time steps, which we call the feature window. In this work, we use a
spatio-temporal model based on the one proposed by Kramer et al. [9], who
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Fig. 1. Wind speed measurements for
a wind park near Reno. The color
denotes the wind speed, showing sim-
ilar behavior for neighboring turbines.

Fig. 2. Example for speed and power
time series for a wind park (10×3MW )
near Tehachapi.

show the benefit of involving neighboring turbines to the input vector. Let pi(t)
be the measurement of a turbine i at a time t, and 1 ≤ i ≤ m the indices of
the m neighboring turbines. Then, for a target turbine with index j we define a
pattern-label-pair (x, y) for a given time t0 as

⎛

⎝
p1(t0 − μ) . . . p1(t0)

. . . . . . . . .
pm(t0 − μ) . . . pm(t0)

⎞

⎠ → pj(t0 + λ) (1)

Figure 1 shows nine hourly wind speed measurements for a set of turbines
near Reno. It can be seen that the wind speed time series of neighboring tur-
bines show some correlation. Figure 2 shows both speed and power output time
series for a wind turbine near Tehachapi. In former works, we mostly used the
data of one time series to predict values of the same time series. Neighboring
turbines show similar speeds at the same time and correlations between the tur-
bines’ speed time series exist. If one wants to give a power output prediction
for a certain turbine based on its past time series measurements used as pat-
terns, including the features of turbines in the vicinity of a few kilometers can
significantly improve the prediction accuracy.

In our experiments, we use the NREL Western Wind Resources Dataset1.
It consists of simulated wind power output for 32, 043 wind turbines in the US,
given in 10-minute time resolution for the years 2004 - 2006. For every turbine,
there are 157, 680 wind speed and power output measurements available, of which
1
5 is used in this work. In our experiments, we use the power output data of ten
wind parks2 that consist of the target wind turbine and the 10 neighboring

1 http://wind.nrel.gov/
2 The IDs of the turbines in the NREL dataset are: Casper=23167, Cheyenne=17423,

Hesperia=2028, Lancaster=2473, Las Vegas=6272, Palm Springs=1175,
Reno=11637, Tehachapi=4155, Vantage=28981, Yucca Valley=1539.

http://wind.nrel.gov/
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turbines. The data from 01/2004 until 06/2005 is used as training data set and
the data from 7/2005 until 12/2006 serves as test data set. We use a feature
window μ = 6 (1 hour) and providing a forecast for a horizon λ = 3 (30 minutes).

To measure the prediction accuracy, we employ the commonly used mean
squared error (MSE). For a test set X′ = {(x′

1, y
′
1) . . . , (x′

N , y′
N )} ⊂ R

d ×R and
prediction model f(·), it is defined by:

E =
1
N

N∑

i=1

(f(x′
i) − y′

i)
2

The difference between the label yi of a test instance and corresponding predic-
tion f(x′

i) is squared in order to penalize larger differences. The mean of the
squared prediction errors of the N test instances is computed as overall accuracy
measure.

3.2 Nearest Neighbors Regression

A famous yet relatively simple approach for classification and regression is the
k-NN model, see [7]. The prediction averages the label information of the k near-
est neighbors, i.e., f(x) = 1

k

∑
i∈Nk(x)

yi, where Nk denotes the set of indices
for the k nearest neighbors in T w.r.t. a distance metric, usually the Euclidean
distance. While a näıve implementation takes O(|S| · |T |) time for a training
set T and a test set S, more efficient implementations with spatial data struc-
tures, e.g. k-d trees, are available [7] that offer logarithmic runtime for small
dimensionalities d ≤ 15.

3.3 Support Vector Regression

SVR is one of the state-of-the-art techniques for prediction tasks. It is based
on Support Vector Machines (SVMs) that were proposed by Vapnik [14]. The
basic idea of this algorithm is to map the input data into a higher dimension
reproducing kernel Hilbert space H ⊆ R

X = {f : X → R} induced by an
associated kernel function k : X × X → R. Subsequently, a linear regression is
performed in this feature space that contains all considered models. For an SVR
model, the optimization task equation can be formulated as:

min
f∈H,b∈R

1
n

n∑

i=1

L
(
yi, f(Xi + b)

)
+ λ||f ||2H,

where the first term specifies how well a model f fits to the data according to
the definition of a particular function L : R×R → [0,∞). The term ||f ||2H, used
to measure the complexity of a particular function f , is the squared norm in
the reproducing kernel Hilbert space. Ideally, one would like to generate models
that represent the training data well and that are not too complex to avoid
overfitting. The parameter λ is called regularization parameter and determines
the trade-off between these two objectives.
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3.4 Random Forest Regression

The idea of ensemble methods can be described as as building “a predictive
model by integrating multiple models” [11]. One of the advantages is the possible
improvement of prediction performance. Another reason for utilizing ensemble
methods is the reduction of computational complexity, which can be helpful on
very large data sets. A popular ensemble approach is the RF algorithm [1] that
“uses a large number of individual, unpruned decision trees” [11]. Every deci-
sion tree is built with a subset sample from the training set, but only uses N
of the available features of the patterns. One important factor for the success of
ensembles is the concept of diversity. All the weak predictors should behave dif-
ferent if not uncorrelated to improve the prediction performance of the ensemble
[2,11]. There are many ways to generate such diversity, like manipulating the
used training sample, the employed features, and the weak predictors’ param-
eters. Another possibility is the hybridization of multiple algorithms, which we
call heterogeneous ensembles.

4 Comparison of Input Patterns

4.1 Comparing Speed and Power Features

When applying machine learning algorithms to real-world data, the choice of
appropriate features is important for achieving good prediction results. For our
wind prediction task, there are two time series available, i.e., wind speed and
wind power measurements of every turbine. While former work often took only
into account time series itself for prediction of future values, it could be beneficial
to include all available data. In particular for wind, there is an important relation
between the speed and the power values since the power output is a function of
the actual wind speed.

For both available time series we also consider to preprocess the time series by
including the differences of each measurement to the measurement before, thus
including the slope as a feature. The use of these differences could contain a
recent trend and helpful information to recognize recurring siuations appearing.
We expect that different regression algorithms show different behaviors when
running on other feature representations. It may be that one algorithm performs
better on a particular feature set while another yields a lower prediction error
for another feature set. Our objective is to compare the use of the two available
time series and the preprocessed time series using RF, SVR, and k-NN regression
methods. Because a choice of the right parameters is crucial for a good prediction
result and the prevention of overfitting, we perform a grid search with 5-fold
cross-validation (CV) on the training set with data from 01/2004 to 06/2005 to
determine the optimal parameters for each turbine, the corresponding feature
representation and the algorithm used. The trained predictor is then employed
to make a prediction for a test set with data from 07/2005 to 12/2006. For RF,
we vary the number of estimators chosen from {32, 64, 128, 256}. For the SVR,
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Table 1. Comparison of MSE of RF, SVR, and k-NN using power output (P), speed
(S), and differences (Δ) of the particular time series. For each target turbine, the
best prediction error is printed in bold figures. The best prediction per algorithm and
turbine is underlined.

(a) CV error

RF SVR k-NN

Turbine P P+Δ S S+Δ P P+Δ S S+Δ P P+Δ S S+Δ

Casper 10.54 10.16 11.41 10.69 10.31 10.20 11.17 10.89 11.91 11.78 13.63 13.05

Cheyenne 7.72 7.61 7.62 7.27 7.79 7.75 7.54 7.34 8.48 8.56 8.66 8.33

Hesperia 8.04 7.78 7.68 7.16 8.01 7.99 7.46 7.30 9.30 9.18 9.50 9.13

Lancaster 9.44 8.99 9.30 8.28 8.90 8.85 8.77 8.66 10.45 10.36 11.28 10.79

L.V. 9.92 9.49 10.12 9.36 9.36 9.30 9.96 9.66 11.03 10.79 11.88 11.42

P.S. 6.04 5.95 5.31 4.90 5.85 5.82 5.05 4.97 7.51 7.53 7.67 7.41

Reno 12.37 11.69 11.68 10.67 11.82 11.67 11.67 11.29 15.15 14.98 15.48 14.84

Tehachapi 7.65 7.41 8.35 7.89 7.44 7.35 8.04 7.98 9.02 9.00 9.86 9.49

Vantage 6.06 5.95 5.82 5.42 5.97 5.97 5.59 5.59 6.88 7.02 7.02 6.81

Y.V. 11.34 11.23 10.98 10.64 11.40 11.27 10.93 10.76 12.21 12.24 12.10 11.77

(b) Test error

RF SVR k-NN

Turbine P P+Δ S S+Δ P P+Δ S S+Δ P P+Δ S S+Δ

Casper 10.62 10.01 12.25 11.41 10.76 10.43 11.59 11.27 12.24 12.05 14.30 13.74

Cheyenne 7.29 7.21 7.12 6.71 7.17 7.10 6.75 6.70 7.93 7.99 7.87 7.61

Hesperia 7.69 7.50 7.39 6.91 7.62 7.70 7.21 6.95 8.76 8.59 8.92 8.49

Lancaster 8.19 8.05 7.66 7.06 8.01 7.88 7.43 7.23 9.15 9.01 9.34 8.94

L.V. 10.52 9.98 10.23 9.50 10.43 10.32 10.88 10.61 11.85 11.69 12.43 11.92

P.S. 5.84 5.80 5.23 4.78 5.94 5.86 4.95 4.83 7.11 7.06 7.25 7.00

Reno 13.94 13.39 14.04 12.78 13.66 13.39 14.23 13.68 16.65 16.52 17.58 16.88

Tehachapi 7.30 7.07 7.69 7.18 7.23 7.27 8.15 8.04 8.45 8.45 9.75 9.41

Vantage 6.81 6.69 6.51 6.11 6.64 6.60 6.34 6.30 7.83 7.84 8.17 7.92

Y.V. 9.14 9.18 8.72 8.51 9.05 9.00 8.66 8.51 9.73 9.84 9.57 9.29

the regularization parameter λ is chosen from {1, 10, 100, 1000} using an RBF-
kernel choosing its bandwidth σ from {0.0001, 0.001, 0.01, 0.1, 1.0}. For k-NN, k
is chosen from {1, 5, 15, 20}.

The results of the comparison are presented in Table 1. For all three regression
algorithms, it is a good choice to include differences of the used features for most
of the turbines. For RF and SVR, using the speed time series for predicting the
power output seems more promising than the power features . For the k-NN
experiments, there is no clear answer whether the power or the speed features
should better be preferred. We can observe that RF regression outperforms the
other two regression algorithms for eight out of ten turbines w.r.t the CV error.
The analysis of test errors shows that the CV-selected feature, parameter and
algorithm choices perform similarly well on the test sets, too.
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Table 2. Prediction error for combined patterns using power and speed measurements
(a,b) without and (c,d) with differences included. The prediction errors lower than the
ones using the same regression algorithm on the single time series presented in Table 1
are underlined. A lower error than the turbine optimum from Table 1 is printed in
italics. The best value per turbine in each table is printed in bold figures.

(a) CV error

Turbine RF SVR k-NN

Casper 10.08 9.98 11.91

Cheyenne 7.51 7.64 8.42

Hesperia 7.26 7.89 9.35

Lancaster 8.68 8.61 10.61

L.V. 9.57 9.37 11.21

P.S. 5.36 5.41 7.46

Reno 11.08 11.52 15.10

Tehachapi 6.85 7.42 9.00

Vantage 5.80 5.89 6.88

Y.V. 10.93 11.17 12.18

(b) Test error

Turbine RF SVR k-NN

Casper 9.69 10.24 12.23

Cheyenne 7.09 6.99 7.89

Hesperia 7.22 7.38 8.70

Lancaster 7.59 7.52 9.20

L.V. 9.78 10.39 11.94

P.S. 5.25 5.29 7.08

Reno 12.84 13.34 16.55

Tehachapi 6.23 7.31 8.57

Vantage 6.33 6.48 7.92

Y.V. 8.75 8.89 9.60

(c) CV error with Δ

Turbine RF SVR k-NN

Casper 9.28 9.85 11.74

Cheyenne 7.15 7.50 8.41

Hesperia 6.70 7.78 9.12

Lancaster 7.65 8.53 10.51

L.V. 8.79 9.18 10.97

P.S. 4.88 5.38 7.34

Reno 10.14 11.21 14.84

Tehachapi 6.29 7.25 8.91

Vantage 5.47 5.83 6.87

Y.V. 10.55 11.03 12.08

(d) Test error width Δ

Turbine RF SVR k-NN

Casper 9.03 10.04 11.94

Cheyenne 6.66 6.80 7.87

Hesperia 6.59 7.21 8.52

Lancaster 6.87 7.48 8.99

L.V. 9.09 10.14 11.70

P.S. 4.84 5.20 6.88

Reno 11.58 12.80 16.32

Tehachapi 5.78 7.18 8.51

Vantage 5.88 6.36 7.85

Y.V. 8.50 8.78 9.66

4.2 Combining Speed and Power Features

In the following, we combine the features of both time series to one big pat-
tern. Table 2 shows the experimental comparison for these composed features
based on the power and speed (Tables 2 a and b) and also including the differ-
ences between the measurements (Tables 2 c and d). Because the patterns have
different dimensionalities and different types of features, a parameter search is
necessary for each experiment. Again, grid search with 5-fold CV is performed to
find the best possible settings for each algorithm and target turbine. The main
idea of the comparison is that the algorithms could behave differently when
different features are used.

Tables 2 (a,b) show that without employing the feature differences, only for
a few turbines the prediction can be improved for a particular algorithm. The
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optimal CV error and test error per turbine cannot be outperformed. However,
when including the power and speed difference features to the pattern, a great
improvement of CV error and test error can be observed for both RF and SVR,
see Tables 2 (c,d). In nine out of ten cases, the optimal prediction error from
Table 1 is outperformed. Therefore, we strongly recommend to consider the use
of patterns consisting of the power measurements, the speed measurements, and
their differences if available.

5 Ensemble Combination

5.1 Combination of Predictors Based on Different Time Series

One of the main reasons for the success of ensemble predictors is the diversity
amongst the combined predictors, i.e., a different behavior or uncorrelated pre-
diction errors. In Section 4, we showed that the use of different available time
series features leads to an improvement of the prediction error. The question
arises whether we can further decrease the prediction error by combining regres-
sors based on the different time series features. First, we combine one predictor

Table 3. Comparison of MSE with combinations of predictors. Each combination
consists of one prediction based on power time series and one prediction based on
speed time series – using RF or SVR. For every park, the best value is printed in bold.
Every value that outperforms the predictors from Table 1 for a given park is underlined.
Every predictor that outperform the ones shown in Table 2 is printed in italics.

Turbine RF+RF RF+SVR SVR+RF SVR+SVR

Casper 9.69 9.40 9.67 9.64

Cheyenne 6.71 6.60 6.60 6.60

Hesperia 6.71 6.82 6.77 7.03

Lancaster 7.01 6.94 6.88 7.05

L.V. 9.20 9.59 9.28 9.93

P.S. 4.88 4.86 4.83 4.97

Reno 11.87 12.26 11.80 12.68

Tehachapi 6.36 6.58 6.44 6.87

Vantage 5.99 5.99 5.94 6.13

Y.V. 8.50 8.47 8.36 8.49

based on the power time series with one predictors based on the speed time
series, each also using the differences between the particular time steps. The
main idea is that the algorithms behave differently in different feature space
and therefore give very diverse predictions for the same target time step. For
both the power and speed time series patterns, each an RF and an SVR pre-
dictor are trained separately. To give a prediction, one predictor based on the
power features and one predictor based on the speed features is selected and
then combined by computing the mean of the two predictors’ output values.
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In Table 3, we can observe that a lower prediction error is possible compared
to the regressors from Table 1, but in seven out of ten cases, the prediction is
worse than the one based on the combined pattern shown in Tables 2 (c) and
(d). With a weighted average, we could decrease the prediction error further,
but still yielding no competitive results to the predictors using the combined
patterns.

5.2 Combination of Predictors Based on All Available Features

As shown in Section 4, both RF and SVR yield very good prediction results
when using combined patterns including power and speed measurements as well
as differences. In this section, we combine the predictors to an ensemble. We only
consider RF and SVR because of their superiority compared to k-NN. The two
prediction values are combined by computing a weighted average with α ∈ (0, 1):

f(x) = α · fRF (x) + (1 − α) · fSV R(x) (2)
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Fig. 3. CV and test error of linear combination of RF and SVR predictions with with
all available features for varying coefficient α.
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Figure 3 shows the experimental results for four selected turbines. From the
plots, we can observe that the combination of the two predictors helps to improve
the prediction error. While the special case α = 0.5 is a good first guess, the best
value varies from turbine to turbine. Finding a feasible α is a parameter tuning
problem which we address with CV. The question arises, if an α value that
performs best in CV on the training set, can also give a near-optimal solution
for the prediction on the test set. The experimental results shown in Table 4
demonstrate the practical relevance of the proposed approach. In the CV, we
optimize the setting for α w.r.t the lowest CV error. When using the optimal
α found in the CV for the test set prediction, we observe a competetive test
error. The achieved error and the found α are very close to the best possible α
and test error for the test set, which can never be known in advance. The same
behavior can be observed in Figure 3, where the plots of CV error and test error
have very similar shapes and optima. With this type of ensemble combination,
we get better predictions for eight out of ten turbines, compared to the use of
single predictors form Section 4. Two exceptions are Tehachapi with E = 5.78
using RF on the combined pattern and E = 5.84 with the ensemble with CV
optimal α and Las Vegas with E = 9.09 compared to E = 9.12. Summing
up, we strongly recommend the combination of diverse predictors based on the
combined patterns for wind power prediction.

Table 4. CV optimization of coefficient α . The CV error and test error with the found
α are compared to the best possible α on the test set. The CV errors outperforming
the single predictors shown in Table 2 (c) and the test errors outperforming the single
predictors from Table 2 (d) are printed in italics.

Turbine Best α (CV) CV error Test error Best α (test) Test error

Casper 0.67 9.13 8.91 0.73 8.90

Cheyenne 0.67 7.05 6.52 0.58 6.51

Hesperia 0.85 6.70 6.50 0.84 6.50

Lancaster 0.77 7.56 6.74 0.73 6.73

L.V. 0.62 8.55 9.12 0.84 9.04

P.S. 0.66 4.77 4.62 0.63 4.62

Reno 0.73 9.92 11.35 0.71 11.34

Tehachapi 0.78 6.20 5.84 1.0 5.76

Vantage 0.70 5.40 5.80 0.77 5.80

Y.V. 0.69 10.43 8.34 0.64 8.34

6 Conclusions

The integration of wind power generation into the smart grid can only succeed
with precise and reliable forecast methods. With different measurements avail-
able, machine learning algorithms are able to achieve very good predictions for
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short-term horizons. In this paper, we compared the use of wind power and wind
speed time series with RF, SVR, and k-NN regression. While both power and
speed features contain an essential amount of information for the prediction task,
we showed experimentally that both should be combined in order to improve the
prediction error. It can be further increased by including the differences of the
power and speed measurements, which allows important insights into the trend.
Further, we proposed an ensemble method for wind power prediction employing
one RF and one SVR regressor and combined both with a weighted average. A
near-optimal weighting coefficient α can be determined by cross validation and
the single predictors based on the different feature spaces are outperformed. In
the future, we plan to integrate additional data like the weather condition and
investigate time series preprocessing techniques.
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Abstract. Recommendation algorithms typically work by suggesting
items that are similar to the ones that a user likes, or items that similar
users like. We propose a content-based recommendation technique with
the focus on serendipity of news recommendations. Serendipitous rec-
ommendations have the characteristic of being unexpected yet fortunate
and interesting to the user, and thus might yield higher user satisfaction.
In our work, we explore the concept of serendipity in the area of news
articles and propose a general framework that incorporates the bene-
fits of serendipity- and similarity-based recommendation techniques. An
evaluation against other baseline recommendation models is carried out
in a user study.

1 Introduction

Popular recommendation algorithms employ similarity measures to generate
their recommendation lists. Their abilities in predicting users’ interest can be
quantified using accuracy- and relevance-based measures. They can operate
purely on item features or incorporate user profiles with preferences and ratings.
While the resulting recommendations are often accurate, they tend to favor pop-
ular items or ones that users already know and therefore often miss opportunities
to surprise users with items that are to some extent unrelated and unfamiliar,
yet satisfactory.

In this paper, we aim to address this issue by focusing on serendipitous
recommendations in the area of news articles. Serendipity refers to the event
of stumbling upon something that is unexpected and yet useful. For example,
when the task is to recommend news articles about “Turkey’s EU membership”,
a traditional recommender would favor articles focusing on this very issue, which,
while relevant, do not expand a reader’s horizon beyond this topic. Meanwhile,
a serendipitous recommendation might contain an article arguing that MTV
Turkey already establishes stronger ties between Turkey and the West than an
acceptance into the EU ever would. In fact, this notion of serendipity and its
usefulness was confirmed in our user evaluation (Section 3.2).

Indeed, in cases such as the above, unexpected articles may complement
similar ones, even if they do not show very high similarity (as an estimation of
relevance) to known items. Algorithms that focus on both aspects (i.e., unex-
pectedness and similarity) can produce more useful recommendation lists by
suggesting items that expand the user’s horizon in addition to familiar items [8].
c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 111–123, 2015.
DOI: 10.1007/978-3-319-24489-1 9
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Similar to a typical use case in practice, our approach does not assume user
profiles to generate recommendations. Since serendipity is subject to general
perception, we claim that serendipitous recommendations can be generated from
content features alone with sufficient quality.

We conducted a survey to analyze the impact different features (e.g., named
entities, the relationship between entities or between latent topics) on serendip-
ity as perceived by humans1. We found that unexpected combinations of latent
topics induce a strong and consistent signal upon which serendipity can be for-
malized. We used this insight to develop a purely content-based unexpectedness
model in combination with a similarity model for pre-filtering (Section 2) and
evaluated it against popular algorithms in a concluding user study (Section 3).
All experiments were conducted on a subset of all news articles of the New York
Times Corpus2 published between 2005 and 2007.

We discovered two different facets of serendipity: On one hand, recommen-
dations that display a high similarity to the original article (and could therefore
be seen as discussing related and relevant subjects) were judged as surprising
and interesting and could therefore be labeled serendipitous. On the other hand,
the recommendations of our unexpectedness model were rated as decidedly less
relevant with respect to the original article, nevertheless also highly surprising
and interesting. In the above example, the aforementioned article about Turkey’s
MTV station exhibits a strong topic shift and is very unexpected. For the goal
of recommending serendipitous articles, our unexpectedness model therefore is
not a direct competitor to similarity-based recommendation, but focuses on a
different facet of serendipity. We hence combined both models to yield the final
serendipity-based recommendation algorithm that presents the best recommen-
dations from both algorithms to the user.

2 A Serendipity Model

In this section, we discuss the creation of a recommendation model for newspaper
articles based on serendipity, i.e., on unexpectedness and interestingness. Since
the latter is highly user-dependent, we first focused on capturing the general
unexpectedness of a document based on its contents alone without setting it in
relation to specific other articles. Since the resulting model (Equation 3) does
not compare documents, it can only be used to rank a corpus regarding topical
unexpectedness. We then estimated the interestingness of documents through the
similarity of the suggested article to the article currently being read, as it is the
only available indication of user interest.

Our final serendipity model uses a non-linear combination of an unexpected-
ness and similarity model. It ranks recommendations separately for each model
and then selects the most promising recommendations (for a given article) based
on a boosting algorithm.

1 This survey is not further described here due to space restrictions
2 https://catalog.ldc.upenn.edu/LDC2008T19

https://catalog.ldc.upenn.edu/LDC2008T19
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2.1 Deriving an Unexpectedness Model

Bache et al. developed a model to quantify document diversity in the context of
scientific papers [4]. The proposed model is given in Equation 1 and estimates
the proportion of a topic zi as its probability according to a latent Dirichlet
allocation (LDA) model. δ(zi, zj) is the dissimilarity of two topics zi, zj and
is estimated based on their co-occurrences across documents in the corpus. d
denotes a document as a vector of term frequencies, while div(d) expresses the
topic diversity of a document.

div(d) =
k∑

i=1

k∑

j=1

p(zi|d) · p(zj |d) · δ(zi, zj) (1)

The above model addresses the dissimilarity of topic pairs and considers their
proportions in the documents. Hence, we base our model on this approach. We
limit our model’s calculations to the document’s main topics ZMain(d) and use
it to rank documents by their estimated topical unexpectedness:

u(d) =
∑

zi,zj∈
ZMain (d)

sp(zi,d) · sp(zj ,d) · dis(zi, zj) · c(zi, zj ,d) (2)

unorm(d) = u(d) · norm(d, ZMain(d)) (3)

The model comprises four main components that are constructed with an in-
formation-theoretic background, which are detailed in Sections 2.2 through 2.5.
The effects of the model’s ratings on the corpus and the construction is described
in Section 2.6.

2.2 Word Specificity Estimation: sp(zi, d)

Instead of giving all words of a topic the same weight when estimating p(zi|d), we
account for the words’ ability to identify a topic by classifying words w by their
posterior topic entropy H[Zw] with Zw ∼ p(z|w) and their information content
given the topic, defined as − log p(w|z). We transformed the entropy values to
a linear scale by calculating 2H[Zw], which we have found to better discriminate
the cases.

Words with low entropy are closely tied to only few topics and should there-
fore contribute more to their topic’s proportions. We further discriminate them
into signal and specific words through their information content. A signal word
has low information content for a given topic and thus is likely to occur whenever
the topic is present in a document. On the contrary, a specific word has a high
information content and identifies very specific stories for a given topic, because
it is rather uncommon for the topic.

We found that the main topics of an article often consist of both kinds of
words while less prominent topics tend to contain many signal words. To decrease
their influence, we use sp(zi,d) as defined in Equation 4 to estimate the propor-
tion of topic zi. In Equation 5, πzi

(d) denotes the projection of the document
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on the words assigned to topic zi, while freq(wj) represents the frequency of the
word wj .

sp(zi,d) =
specificity(zi,d)

∑k
j=1 specificity(zj ,d)

(4)

specificity(zi,d) =
∑

wj∈
πzi

(d)

freq(wj) · − log(p(wj |zi))
2H[Zwj

]
(5)

2.3 Topic Dissimilarity Determination: dis(zi, zj)

Similar to [4], we found that topic similarity is best measured by topic co-
occurrences across documents. Inspecting the cosine similarity for all topic
pairs as depicted in Figure 1, we found that most pairs of topic vectors were
almost orthogonal. When evaluating dissimilarity functions, we found that
dissim linear (zi, zj) = 1 − sim(zi, zj) made a document’s overall dissimilarity
score highly dependent on its topic proportions, while dissiminverse(zi, zj) =
1/sim(zi, zj) was problematic with unimportant topics that have small propor-
tions. As topics with small proportions were fairly common and highly dissimilar
pairs among these might randomly occur, overall scores could become mislead-
ing.

Thus, we use normalized pointwise mutual information (NPMI), which mea-
sures how well two outcomes, here the two topics zi and zj , are determined
by each other. It is defined in Equation 6, where p(zi, zj) =

∑
d∈D p(zi|d)·

p(zj |d) ·p(d). To quantify dissimilarity, we construct dis(zi, zj) as given in Equa-
tion 7. It interpolates the NPMI values to a scale of 0 to 1 to reflect the fact
that the most similar topic pair does not contribute to the unexpectedness of an
article.

npmi(zi, zj) = log
p(zi, zj)

p(zi) · p(zj)
/(− log p(zi, zj)) (6)

dis(zi, zj) =
npmi(zi, zj)−minza,zb∈Z npmi(za, zb)

maxza,zb∈Z npmi(za, zb)−minza,zb∈Z npmi(za, zb)
(7)
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The resulting histogram when calculating dis(zi, zj) on the corpus’ topic pairs
is depicted in Figure 2 and resembles a bell-shaped curve. Using this formula-
tion, we experienced fewer problems with small topics while enjoying a sound
information-theoretic foundation that better fits the probabilistic LDA model
than a cosine-based formulation.

2.4 Limitation of Small Topics’ Influence: c(zi, zj, d)

In the entire corpus, 80 percent of the the word-specific topic proportions in doc-
uments sp(zi,d) was determined by an average of 3.69 topics per document, while
the remaining 20 percent consisted of 7.82 “Small topics”, displaying moderate
relative, but small absolute portions that influenced the model significantly.

Thus, we restrict the unexpectedness score calculation to the largest topics
that make up 80 percent of a document, denoted as ZMain(d) and quantify our
confidence whether a topic zi in a document d can be recognized by a reader in
shorter articles by rec(zi,d) as specified in Equation 8. πzi

(d) is the projection
of the document on the words assigned to topic zi. The logarithm ensures that
the bias towards long document topics is less extreme. Finally, we define the
confidence of a topic pair in a document c(zi, zj ,d) as the harmonic mean of
their rec values as specified in Equation 9.

rec(zi,d) = log(||πzi
(d)||1 + 1) (8)

c(zi, zj ,d) =
2 ∗ rec(zi,d) ∗ rec(zj ,d)
rec(zi,d) + rec(zj ,d)

(9)

2.5 Topic Variety Normalization: norm(d, ZMain(d))

According to our notion, serendipity occurs when at least one combination of
unexpected topics is present. Thus, it is less important whether an article consists
of more than two unexpected topics. However, by summing over all topic pairs,
our model accounts for a document’s topic variety, which is captured by the total
number of subgroups of dissimilar topics. A larger set of main topics ZMain(d)
implies a larger unexpectedness value when assuming similar topic proportions
and equal dissimilarity values.

To account for this bias, we normalized a document by its set of main top-
ics ZMain(d), i.e., sp(zi,d) = 1

|ZMain(d)| and defined the uniform Gini Index
giniuniform as in Equation 10 and norm accordingly in Equation 11. This formu-
lation is indifferent of the true proportions in ZMain(d) and keeps the model’s
property to account for the topic balance.

giniuniform(d, ZMain(d)) =
∑

zi,zj∈ZMain (d)
zi �=zj

(
1

|ZMain(d)|

)2

(10)

norm(d, ZMain(d)) =
1

giniuniform(d, ZMain(d))
(11)
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Fig. 3. Histogram
of unexpectedness
values for the 209,467
corpus documents.
31,968 articles with
value 0 are omitted.

2.6 Corpus Exploration

We built our LDA model using the Mallet toolkit3 and employ standard prepro-
cessing techniques. The distribution of unexpectedness scores from Equation 3
for our corpus are shown in Fig 3. The scores are in [0; 1.38] with median 0.38
when including the zero-valued articles, which consist of a single main topic, and
0.46 without. The long tail of highly unexpected articles in the range [0.8; 1.38]
accounts for 0.78 percent of the corpus.

3 Evaluation

In a recommendation context, suggestions have to be generated for a source
article being read by a user who presumably shows interest in its topics. Our
unexpectedness model can be used to rank documents in a corpus, but does not
compare documents to a source article. As serendipity relies both on unexpected-
ness and interestingness, we assume that recommendations have to demonstrate
a certain similarity to a source article in order to ensure the reader could also
be interested in them.

3.1 Ranking Algorithms

To identify an adequate combination of unexpectedness and interestingness for
our serendipity model, we measured the individual influence of similarity and
unexpectedness for the task of making serendipitous recommendations and added
two baseline algorithms to evaluate the ranking strategies with respect to their
induced serendipity. The ranking algorithms used were:
1. rankunexp ranked according to the score u of our unexpectedness model.
2. rank cosine ranked articles by their cosine similarity to the source article based

on tf-idf document vectors.
3. rankdiversity ranked articles by their diversity according to the model by

Bache et al. [4] that we used as the basis of our work.
4. rankdissimilarity ranked articles by their topical dissimilarity with the source

article, quantified by the Kullback Leibler divergence of the the two articles’
topic distributions as given by the LDA model.

3 http://mallet.cs.umass.edu/

http://mallet.cs.umass.edu/
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5. rank serendipity employs a boosting algorithm to re-rank articles from
rankunexp and rank cosine. It is described in Section 3.4

As rankunexp and rankdiversity do not consider the source article, many completely
unrelated and thus probably very uninteresting articles were ranked prominently
and would affect the evaluation. We therefore introduced a first step in which
completely unrelated articles are excluded from the different rankings. We quan-
tify the relatedness by calculating the cosine similarity to the source article with
tf-idf document representations and select a similarity threshold of 0.2 to avoid
irrelevant articles while keeping the set of retrieved articles large enough so that
different re-ranking strategies could still be accurately discerned.

3.2 User Study

We evaluated the different re-ranking strategies in a user study. Six source arti-
cles were randomly selected, and for each article, the five highest ranked article
recommendations from each re-ranking strategy were collected and presented to
the participants in a random order. Due to articles being recommended by more
than one strategy, these unions contained 14 to 19 recommendations.4.

Each article was presented with its headline, publication date, and cate-
gorical classifiers provided with the corpus. To make the evaluation task less
time-consuming, a short abstract was provided, along with the choice to display
the entire article. As the corpus-supplied abstracts were only given for approxi-
mately one third of the data set, we applied the extractive summarization algo-
rithm KLSum [9] that employs Kullback Leibler divergence to select sentences
with the most similar word distributions to those of the original document. The
resulting abstracts were manually inspected and found to have an overall simi-
lar summary quality except for one thread, where the articles recommended by
rankunexp were substantially longer than the rest, resulting in a worse quality
of the extracted summaries. We therefore removed this news thread from the
evaluation.

As a response format, we used an integer scale ranging from 1 to 5 and dis-
played the options Strongly Disagree and Strongly Agree at the two extremes. In
this way, two adjacent response options were equidistant and parametric statis-
tics like means or variance could be calculated. For each article, we displayed
the following two statements:

S1: This article is relevant regarding the source article.
S2: I am positively surprised by this article. I am glad I found it.

S1 regards the relevance of a recommended article with respect to the source
article, while S2 expresses the perceived serendipity when encountering an arti-
cle. As the term serendipity represents a complex concept, we avoided the term
and described it as positive surprise, expressing that the article is unexpected,
but nevertheless useful to the reader.
4 All data from the evaluation can be found at https://hpi.de/en/naumann/projects/
knowledge-discovery-and-mining/serendipity.html

https://hpi.de/en/naumann/projects/knowledge-discovery-and-mining/serendipity.html
https://hpi.de/en/naumann/projects/knowledge-discovery-and-mining/serendipity.html
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3.3 Results

Different participants tend to give ratings in different breadth and use different
lower and upper bounds for bad and good recommendations. We thus employed
z-score normalization [7], a common approach for normalizing ratings from dif-
ferent users to a common scale in a recommendation setting. Note that this nor-
malization was carried out separately for each of the two statements, because
they might display different rating behavior. The resulting normalized scores
expressed by how many standard deviations the original scores deviated from
the mean. Accordingly, a positive score indicated an above average answer.

To evaluate the serendipity of the algorithms, statement S2 had to be
assessed. The mean of the participant mean values expressed the average prefer-
ence of an algorithm’s serendipity by any participant. To compare the difference
between two algorithms, the mean ratings of all participants were compared by
a paired t-test at significance level 0.05. We were most interested in comparing
rankunexp with the other three baseline approaches and thus Bonferroni-corrected
the significance level to 0.05

3 ≈ 0.017.
27 people took part in the study, resulting in 49 pairs of participants and

source articles. All participants had a background in natural sciences and
academia. The number of participants per source article ranged between 4 and
13, while most participants rated the recommendations for a single source arti-
cle. However, three participants also rated the recommendations for five or six
source articles.

We computed the box-plots of the mean surprise ratings (statement S2)
across all participants for each of the algorithms in Figure 4 and could verify the
high quality of the serendipity model. We also found that although rank cosine

with a median value of 0.24 and mean value of 0.25 performed slightly better than
rankunexp with mean and median value of 0.16, the difference was statistically
not significant (p ¿ 0.1). Furthermore, the mean and median values of rankunexp

were significantly higher than those of rankdiversity and rankdissimilarity (p ¡ 0.01).
We concluded that our unexpectedness function generates more surprising rec-
ommendations than these two algorithms. The comparison of rank cosine and
rankunexp with rank serendipity is described in the next Section.

3.4 A Combined Serendipity Model

While rank cosine generated the most positively surprising and therefore poten-
tially serendipitous articles compared to rankunexp, the latter algorithm also
generated better than average surprising recommendations. The mean Spear-
man’s rank correlation between the recommendation rankings for all five source
articles was 0.09, which means that rankings of both strategies were almost
uncorrelated, indicating that serendipity occurs among articles that are highly
similar as well as among articles that are less similar. This became obvious when
we put the ratings for S2, capturing an article’s serendipity, in relation to the
ratings for S1, capturing an article’s relevance to the source article, and obtained
Figures 5a and 5b.
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Fig. 4. Range of par-
ticipant mean ratings
grouped by algorithm.
Each column describes
the mean ratings of
all 27 participants for
a specific re-ranking
algorithm.

(a) (b)

Fig. 5. Comparison of the distribution of ratings in the two dimensions of relevance
(statement S1) and positive surprise (statement S2) for rankcosine (a) and rankunexp

(b). For each quadrant, the absolute number of ratings is given as some points overlap.

For rank cosine, most of the positively surprising articles are concentrated in
the similarity range [0.4; 0.7], while they are in the range [0.3; 0.4] for rankunexp.
Using this knowledge, we combined rankunexp and rank cosine to a joined serendip-
ity ranking rank serendipity by constructing a boosting algorithm that estimates
the likelihood that each article recommended by rankunexp or rank cosine will
likely have a positive surprise rating, based on the ranking algorithm as well as
on the similarity between recommended and source article.

We evaluated the five highest ranked recommendations from rank serendipity

by ten-fold cross validation on the set of pairs of participants and chosen source
articles. For the evaluation of those recommendations, the normalized surprise
ratings were determined and aggregated per participant into a mean value. Over
all participants’ mean ratings, rank serendipity achieved a median surprise rating
of 0.48 and mean surprise rating of 0.41. According to a paired t-test, this was
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significantly different from rankunexp’s mean (p ¡ 0.01). A t-test with the mean
of rank cosine, 0.25 showed results in the range [0.1; 0.05], which we did not regard
as significant.

Fig. 6. Comparison of the rat-
ing distribution for the boost-
ing algorithm rank serendipity in
the two dimensions of relevance
(according to statement S1)
and serendipity (according to
statement S2). For each quad-
rant, the absolute number of
ratings is given.

Figure 5 shows the distribution of ratings across the two dimensions of the
stimuli S1 and S2 for recommendations made by rank serendipity. Compared to
the distributions in Figure 5, rank serendipity successfully recommended serendipi-
tous articles that had high and low relevance ratings. In general, the overall
number of above-average serendipity ratings increased from 116 in Figure 5a
and 107 in Figure 5b to 130. We furthermore noticed that the number of articles
that were neither relevant nor serendipitous stayed on the level of rank cosine.
rank serendipity therefore successfully combines the benefits of both approaches.
As rank serendipity was created based on the evaluation data, part of future work is
to assess whether its validity holds for a different set of articles and participants.

This approach has to be taken with caution, because an algorithm shaped in
retrospect to fit collected ratings easily overfits the data and does not generalize.
Thus, the purpose of our considerations is to demonstrate that both algorithms
can be synergistically combined and to outline a direction for future efforts that
can be taken to develop a combined approach for the general case.

4 Related Work

Related work that aims to improve recommendations can be classified into diver-
sity, novelty, and serendipity.

Diversity and Novelty. Diversity can be subdivided into two concepts: Firstly,
individual diversity concerns the diversity of single recommendation lists. [16]
target intra-list diversity using topical data and a greedy re-ranking procedure
that focuses on items most dissimilar to previous items. Secondly, aggregate
diversity concerns the diversity of all items a system recommends to its entire
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user base. [1] re-ranked recommendations from user-based collaborative filtering
by their number of ratings to suggest less popular items.

The authors of [10] regard items that are dissimilar to the user’s taste as novel
and recommend diverse items, assuming that a diverse recommendation list also
contains items that are novel to the user. In the field of music recommendation,
the authors of [6] find that content-based systems are better at recommending
novel items, as collaborative filtering systems are drawn to more popular items.
However, these results do not imply that content-based systems are generally
better suited to make novel recommendations.

Niche users are targeted by [14], who endeavor to make long tail recommen-
dations that improve novelty, diversity, and serendipity.

Serendipity. Previous work on serendipity has focused on approaches that exploit
a user’s previous experiences with the system to induce serendipitous experiences
and has been applied to various domains, such as artwork or music recommen-
dation. For example, the authors of [5] used a lazy random walk algorithm on
entities extracted from sources of user-generated content to generate serendipi-
tous results. [3] focus on creating serendipitous recommendations by exploiting
geo-spatial information of texts and evaluate it on a crowd-sourced news dataset.

A content-based recommender for artworks based on textual descriptions
is built in [11] and uses a Naive Bayes classifier based on user feedback that
models whether a user might like or dislike a document. Serendipitous documents
are identified as those for which the classifier is most uncertain. Further, in
the domain of music recommendation, the authors of [15] identify clusters of
musicians that a user likes and try to recommend those musicians that belong
to clusters yet unexplored by the user. A user-independent model for general
unexpectedness of TV programmes based on word co-occurrence of their textual
descriptions is presented in [2]. The serendipity model requires a clustering of
items known by the user and is based on general unexpectedness as well as the
distance of an item to the user-specific item clusters.

Many approaches use clustering to determine items users likely know; we also
employ a soft clustering of news articles in form of topic modeling. In contrast
to prior work, we propose a user-independent, content-based model that infers
the unexpectedness of an article’s topics from the item corpus instead of a user’s
preference ratings. While work on textual data of different domains exists, we
address the problem for news articles.

Evaluating Serendipity. Little work exists on the evaluation of serendipity in
user studies. A general survey framework for recommendation systems is devel-
oped by [12]. While it does not include serendipity, the authors note that the
distinction of serendipity and novelty may be confusing for participants when
evaluating both. In [13], different movie recommendation algorithms are evalu-
ated regarding aspects like novelty and serendipity by a user study. The authors
note the difficulty of evaluating serendipity due to its complex definition. In
our work, we employ user studies for exploration as well as evaluation, because
objective evaluation metrics that are universally applicable do not yet exist.
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5 Conclusion

We presented a purely content-based algorithm that recommends serendipitous
news articles based on an unexpectedness model of topic combinations in articles
and a traditional cosine-based similarity model. By combining both models, we
were able to incorporate the advantages of both and offer users a wide variety of
serendipitous articles. The unexpectedness model currently focuses only on the
dissimilarity of latent topics in documents. Incorporating further content-based
features, e.g., named entities, authors, publication date, or even explicit user
interest captured in user profiles could further increase the quality of recommen-
dations and help offer even more serendipitous recommendations to users.
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Abstract. Probabilistic interpretations consist of a set of interpreta-
tions with a shared domain and a measure assigning a probability to each
interpretation. Such structures can be obtained as results of repeated
experiments, e.g., in biology, psychology, medicine, etc. A translation
between probabilistic and crisp description logics is introduced and then
utilized to reduce the construction of a base of general concept inclusions
of a probabilistic interpretation to the crisp case for which a method for
the axiomatization of a base of GCIs is well-known.

Keywords: Probabilistic description logics · Machine learning · Knowl-
edge base · General concept inclusion

1 Introduction

This document proposes a method for axiomatizing a base of general concept
inclusions for probabilistic interpretations. It is obtained by means of a trans-
lation between probabilistic description logics and crisp description logics, and
well-known results for the construction of a base of GCIs for interpretations in
crisp description logics. However, this approach does not add further complex-
ity as the translations may be computed in polynomial time. There are sev-
eral approaches for an integration of probabilities into description logics. This
document follows the basic definitions of Lutz and Schröder in [12] where a
probabilistic interpretation is defined as a family of standard interpretations
over the same domain such that each interpretation has a specific probability.
These structures naturally arise from experiments, e.g., in biology, psychology,
or medicine, respectively, that are repeated several times. If for example the
experiments may produce results with errors, or some effects may not always be
observed, then repetition is advantageous. For all such sequences of interpreta-
tions over a shared domain the probability measure can easily be defined as a
uniform discrete probability measure over all observed interpretations. We call
such probabilistic interpretations (quasi-)uniform.

At first we introduce the probabilistic description logics P01FLE⊥ and
P≥FLE⊥Q≥. Then we present a translation between P01FLE⊥ and FLE⊥ that
satisfies certain consistency properties w.r.t. the underlying probabilistic inter-
pretation. By means of the translation we utilize previous results for the con-
struction of a base of general concept inclusions. In particular, the notion of a
c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 124–136, 2015.
DOI: 10.1007/978-3-319-24489-1 10
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(canonical) base of GCIs is used here that has been found by Baader and Distel
in [1,2,7] for the description logic EL⊥ w.r.t. greatest fixpoint semantics. Fur-
thermore, it has been adapted by Borchmann, Distel, and Kriegel in [6] for EL⊥

w.r.t. role-depth bounds, and has been extended towards the more expressive
description logic ALEQRSelf in [11] (hence, may also be applied to the smaller
description logics FLE⊥ and FLE⊥Q≥). The construction of a base of proba-
bilistic GCIs is also generalized towards the more expressive description logic
P≥FLE⊥Q≥ but only in the case of quasi-uniform probabilistic interpretations.

Most-specific generalizations in probabilistic description logics have been sub-
ject of previous research. In [13–15] Peñaloza and Turhan investigated meth-
ods for the construction of most-specific concept description (w.r.t. a knowledge
base) and least common subsumers in probabilistic EL. Later, in [9,10] Ecke,
Peñaloza, and Turhan, extended their results towards nominals and complex role
inclusion axioms. This document also provides a method for the construction of
probabilistic model-based most-specific concept descriptions (w.r.t. probabilistic
interpretations).

2 The Description Logics P01FLE⊥ and P≥FLE⊥Q≥

At first, we introduce the probabilistic description logic PFLE⊥Q≥ that extends
the well-known description logic FLE . A role description is either a role name
r ∈ NR or of the form P��p r for a comparator �� ∈ { <,≤,=,≥, > }, a role name
r ∈ NR, and a probability threshold p ∈ [0, 1]. Furthermore, concept descriptions
may be inductively built according to the following syntax rule where s denotes a
role description, A ∈ NC a concept name, n ≥ 2 an integer, �� ∈ { <,≤,=,≥, > },
and p ∈ [0, 1]:

C ::= ⊥ | � | A | C � C | ∃ s. C | ∀ s. C | ≥n. s. C | P��p C

The description logic P01FLE⊥ does not allow for qualified ≥-restrictions
≥n. s. C, and only allows for probabilistic concept and role constructors P>0

and P=0. Furthermore, the description logic P≥FLE⊥Q≥ only allows for proba-
bilistic constructors P≥p.

A detailed overview on probabilistic extensions of the description logics ALC
and EL and several complexity results for reasoning in probabilistic description
logics have been given by Lutz and Schröder in [12].

A probability measure on a countable set W is a mapping P : 2W → [0, 1] such
that P(∅) = 0 and P(W ) = 1 hold, and furthermore for all countable pairwise
disjoint sequences (Un)n∈N of subsets Un ⊆ W it is true that P(

⊎
n∈N

Un) =∑
n∈N

P(Un), i.e., P is σ-additive. For a subset U ⊆ W the value P(U) is the
probability of U w.r.t.P.

Let (NC , NR) be a signature. A probabilistic interpretation over (NC , NR)
is a tuple I = (ΔI ,W, (·Iw)w∈W ,P) that consists of a set ΔI , called domain,
a countable set W of worlds, an extension function ·Iw for each world w ∈ W ,
and a probability measure P on W . For each world w ∈ W the tuple (ΔI , ·Iw) is
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an interpretation over (NC , NR) that may be extended to all FLE⊥Q≥-concept
descriptions in the canonical way. Furthermore, for the probabilistic constructors
P��p with �� ∈ { <,≤,=,≥, > } and p ∈ [0, 1] their extensions are defined as
follows:

(P��p C)Iw := { d ∈ ΔI | P{ v ∈ W | d ∈ CIv } �� p },

(P��p r)Iw := { (d, e) ∈ ΔI × ΔI | P{ v ∈ W | (d, e) ∈ rIv } �� p }.

Note that the extensions are independent of the world w, i.e., they coincide in
all worlds of the probabilistic interpretation. An individual d ∈ ΔI is in the
extension of P>0 C if and only if d is possibly in the extension of C, and is in
the extension of P=1 C iff d is almost surely in the extension of C.

A world w ∈ W is called possible if its probability is not 0, i.e., if P { w } > 0
holds; otherwise we call w impossible. For a probabilistic interpretation we denote
the set of all possible worlds by Wε, and the set of all impossible worlds by W0.
Of course, Wε  W0 is a partition of W , and P(Wε) = 1 and P(W0) = 0 hold.

A general concept inclusion (GCI) is of the form C � D where C and D
are concept descriptions. It holds in a probabilistic interpretation I if and only
if CIw ⊆ DIw is satisfied for all worlds w ∈ W , and we shall denote this by
I |= C � D.

Let I be a probabilistic interpretation. Then a TBox B is called base of GCIs
for I if I models all GCIs in B, i.e., B is sound, and whenever a GCI holds in I
then it follows from B, i.e., B is complete.

3 Translation between P01FLE⊥ and FLE⊥

It is readily verified that d ∈ (P>0 C)Iw holds if and only if there is a possible
world v ∈ Wε such that d ∈ CIv hold. Analogously, d ∈ (P=1 C)Iw is equivalent
to the statement that d ∈ CIv is true for all possible worlds v ∈ Wε. Similar
statements hold for the probabilistic role constructors P>0 r and P=1 r. Hence, it
is possible to translate P01FLE⊥-concept descriptions into FLE⊥-concept descrip-
tions and vice versa.

For this purpose a new role name ωP, and role names r>0, r=1 for each existing
role name r ∈ NR, are introduced into the signature, and we shall denote the
extended signature by

(NC , NR)P01 := (NC , NR  { ωP }  { r>0, r=1 | r ∈ NR }).

Then the translation function τ : P01FLE⊥(NC , NR) → FLE⊥(NC , NR)P01 and its
inverse τ−1 are inductively defined as follows:

τ(r) := r τ−1(r) := r

τ(P>0 r) := r>0 τ−1(r>0) := P>0 r

τ(P=1 r) := r=1 τ−1(r=1) := P=1 r

τ(A) := A τ−1(A) := A
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τ(C � D) := τ(C) � τ(D) τ−1(C � D) := τ−1(C) � τ−1(D)

τ(∃ s. C) := ∃ τ(s). τ(C) τ−1(∃ s. C) := ∃ τ−1(s). τ−1(C)

τ(∀ s. C) := ∀ τ(s). τ(C) τ−1(∀ s. C) := ∀ τ−1(s). τ−1(C)

τ(P>0 C) := ∃ωP. τ(C) τ−1(∃ωP. C) := P>0 τ−1(C)

τ(P=1 C) := ∀ωP. τ(C) τ−1(∀ωP. C) := P=1 τ−1(C)

For each probabilistic interpretation I = (ΔI ,W, (·Iw)w∈W ,P) over
(NC , NR) we define the interpretation I× := (ΔI × W, ·I×

) over (NC , NR)P01
whose extension function is given as follows:

AI×
:= { (d,w) | d ∈ AIw } (A ∈ NC)

rI×
:= { ((d,w), (e, w)) | (d, e) ∈ rIw } (r ∈ NR)

ωI×
P

:= { ((d, v), (d,w)) | P { w } > 0 }
rI×
>0 := { ((d,w), (e, w)) | (d, e) ∈ (P>0 r)Iw }

rI×
=1 := { ((d,w), (e, w)) | (d, e) ∈ (P=1 r)Iw }

The special role ωP connects each individual d in an arbitrary world to itself in
a possible world. Then the following lemma shows the connection between the
given translation functions.

Lemma 1. Let I = (ΔI ,W, (·Iw )w∈W ,P) be a probabilistic interpretation, d ∈
ΔI an individual, w ∈ W a world, and C a P01FLE⊥-concept description. Then
the following equivalence holds:

d ∈ CIw if and only if (d,w) ∈ τ(C)I×
.

Proof. by structural induction on C.

induction base: C = A
Of course, it holds that τ(A) = A. Thus, the equivalence follows by definition of
I×.
inductive step: C = D � E

d ∈ (D � E)Iw ⇔ d ∈ DIw and d ∈ EIw

I.H.⇔ (d,w) ∈ τ(D)I×
and (d,w) ∈ τ(E)I×

⇔ (d,w) ∈ (τ(D) � τ(E))I×
= τ(D � E)I×

inductive step: C = ∃ r. D

d ∈ (∃ r. D)Iw ⇔ ∃e ∈ ΔI : (d, e) ∈ rIw and e ∈ DIw

I.H.⇔ ∃e ∈ ΔI : ((d,w), (e, w)) ∈ τ(r)I×
and (e, w) ∈ τ(D)I×

⇔ (d,w) ∈ (∃ r. τ(D))I×
= τ(∃ r. D)I×
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The equivalences are also satisfied for probabilistic roles P>0 r, since

(d, e) ∈ (P>0 r)Iw ⇔ ((d,w), (e, w)) ∈ rI×
>0

and τ(P>0 r) = r>0 hold by definition. Analogously for P=1 r.
inductive step: C = ∀ r. D

d ∈ (∀ r. D)Iw ⇔ ∀e ∈ ΔI : (d, e) ∈ rIw implies e ∈ DIw

I.H.⇔ ∀e ∈ ΔI : ((d,w), (e, w)) ∈ τ(r)I×
implies (e, w) ∈ τ(D)I×

⇔ (d,w) ∈ (∀ r. τ(D))I×
= τ(∀ r. D)I×

With the same arguments as for existential restrictions, the statements also hold
for probabilistic roles.
inductive step: C = P>0 D

d ∈ (P>0 C)Iw ⇔ ∃v ∈ W : P { v } > 0 and d ∈ CIv

I.H.⇔ ∃v ∈ W : ((d,w), (d, v)) ∈ ωI×
P

and (d, v) ∈ τ(C)I×

⇔ (d,w) ∈ (∃ωP. τ(C))I×
= τ(P>0 C)I×

inductive step: C = P=1 D

d ∈ (P=1 C)Iw ⇔ ∀v ∈ W : P { v } > 0 implies d ∈ CIv

I.H.⇔ ∀v ∈ W : ((d,w), (d, v)) ∈ ωI×
P

implies (d, v) ∈ τ(C)I×

⇔ (d,w) ∈ (∀ωP. τ(C))I×
= τ(P=1 C)I×

��

As a corollary it follows that CIw ×{w } = τ(C)I× ∩ (ΔI ×{ w }) and hence
also

τ(C)I×
=

⊎

w∈W

CIw × { w }

hold for all P01FLE⊥-concept descriptions C and all probabilistic interpretations
I.

4 Construction of a Base of GCIs in P01FLE⊥

The translation τ can additionally be used to translate valid general concept
inclusions of I into valid general concept inclusions of I×. Since τ has an inverse
we may also translate GCIs in the opposite direction. A more sophisticated
characterization is given in the next lemma.

Lemma 2. Let I be a probabilistic interpretation and C, D be P01FLE⊥-concept
descriptions. Then the general concept inclusion C � D holds in I if and only
if the translated GCI τ(C) � τ(D) holds in I×.
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Proof. Consider an arbitrary individual d ∈ ΔI and an arbitrary world w ∈ W .
Then the following equivalences hold:

I |= C � D ⇔ ∀w ∈ W ∀d ∈ ΔI : d ∈ CIw ⇒ d ∈ DIw

Lem. 1⇔ ∀(d,w) ∈ ΔI × W : (d,w) ∈ τ(C)I× ⇒ (d,w) ∈ τ(D)I×

⇔ I× |= τ(C) � τ(D). ��

Having all necessary notions and lemmata at hand, we are now ready to for-
mulate the main proposition for the construction of a base of GCIs in P01FLE⊥.
We have seen that we may translate between valid GCIs of I and I×, and the
following proposition shows that it is possible to translate a base for I× into a
base for I.

Proposition 3. Let I be a probabilistic interpretation. Every base of GCIs for
the interpretation I× can be translated into a base of GCIs for I; in particular,
if B is a base of GCIs for I×, then the set τ−1(B) := { τ−1(C) � τ−1(D) | C �
D ∈ B } is a base of GCIs for I.

Proof. Firstly, we show soundness of the translation τ−1(B). For this purpose
consider a GCI C � D ∈ B. Since B is a base for I×, it follows that C � D
holds in I×. By Lemma 7, we may conclude that τ−1(C) � τ−1(D) holds in I.

Secondly, we prove completeness of τ−1(B). Let C � D be a GCI holding in
I. Lemma 7 then states that τ(C) � τ(D) holds in I×, and thus follows from B.
It remains to show that τ−1(B) entails C � D. Consider an arbitrary model J
of the translation τ−1(B). Using Lemma 7 it follows that J × must be a model
of B. By completeness of B, we conclude that J × |= τ(C) � τ(D), and finally
Lemma 7 yields that J |= C � D. Consequently, τ−1(B) is complete for I. ��

However, the converse direction cannot be shown, as not every interpretation
over (NC , NR)P01 is induced by a probabilistic interpretation, and hence may
have different extensions for the additional role names. Thus, we are not able to
prove that minimality of the base is preserved. In particular, it is only possible
to conclude C � D if τ(C) � τ(D), but not vice versa.

Lemma 4. Let C and D be two P01FLE⊥-concept descriptions. If τ(C) � τ(D),
then also C � D is satisfied.

Proof. Let I be an arbitrary probabilistic interpretation over (NC , NR), and
consider its induced interpretation I× over (NC , NR)P01. By presumption, it fol-
lows that τ(C)I× ⊆ τ(D)I×

. Now consider an arbitrary world w ∈ W and an
individual d ∈ ΔI . Using the previous Lemma 1 we get the following:

d ∈ CIw ⇔ (d,w) ∈ τ(C)I×

⇒ (d,w) ∈ τ(D)I×

⇔ d ∈ DIw .

As a consequence, we have C � D. ��
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5 Translation between P≥FLE⊥Q≥ and FLE⊥Q≥

A probabilistic interpretation I is called quasi-uniform if all possible worlds
have the same probability, i.e., if P { v } = P { w } holds for all v, w ∈ Wε. Then
P { w } = ε holds for all possible worlds w ∈ Wε where ε := 1

|Wε| , and in par-
ticular it follows that only finitely many possible worlds exist. A quasi-uniform
probabilistic interpretation is uniform if it does not contain impossible worlds.

In this section we only consider quasi-uniform probabilistic interpretations.
Hence, let I be quasi-uniform with probability ε for each possible world. We
will extend the translation function τ as introduced in the previous section to a
translation τε from P≥FLE⊥Q≥ to FLE⊥Q≥. For this purpose we have to extend
the signature (NC , NR) by adding new roles r≥k for each role name r ∈ NR. In
particular, we define

(NC , NR)P≥ := (NC , NR  { ωP }  { r≥k | k ∈ { 1, . . . , |Wε| } }).

Then the mapping τε extends τ as follows:

τε(P≥p r) := r≥� p
ε � τ−1

ε (r≥k) := P≥k·ε r

τε(P≥p C) := ∃ωP. τε(C) (p ∈ (0, ε]) τ−1
ε (∃ωP. C) := P≥ε τ−1

ε (C)

τε(P≥p C) := ≥�p
ε �. ωP. τε(C) (p ∈ (ε, 1)) τ−1

ε (≥n. ωP. C) := P≥n·ε τ−1
ε (C)

τε(P≥1 C) := ∀ωP. τε(C) τ−1
ε (∀ωP. C) := P≥1 τ−1

ε (C)

Of course, the induced interpretation I× must also interpret the new role
names r≥k. Hence, we define the following extensions for them:

rI×
≥k := { ((d,w), (e, w)) | (d, e) ∈ (P≥k·ε r)Iw }

= { ((d,w), (e, w)) | P{w ∈ W | (d, e) ∈ rIw } ≥ k · ε },

i.e., ((d,w), (e, w)) ∈ rI×
≥k holds iff there are k possible worlds w that satisfy

(d, e) ∈ rIw .
Unfortunately, the mappings τε and τ−1

ε are not mutually inverse. For arbi-
trary concept descriptions C it only holds that τε(τ−1

ε (C)) = C. For the con-
cept description C = P≥p A we have τε(P≥p A) = ≥�p

ε �. ωP. A, and hence
τ−1
ε (τε(P≥p A)) = P≥ε·� p

ε � A. Obviously, if p is not of the form k · ε for a k ∈ N,
then the concept descriptions are not equal. However, we may show that the
concept descriptions τ−1

ε (τε(C)) and C have the same extensions w.r.t. the inter-
pretation I.

Lemma 5. Let I be a quasi-uniform probabilistic interpretation with 1
ε possible

worlds, i.e., the probability of each possible world is ε. Then for each P≥FLE⊥Q≥-
concept description C and all worlds w ∈ W the following equation holds:

CIw = (τ−1
ε (τε(C)))Iw .

Proof. by structural induction on C.
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(induction base) Let C = A be a concept name. Then it holds that τ−1
ε (τε(A)) =

A, and hence the claim is trivial.
(induction step) At first consider a probabilistic concept description C = P≥p D.
Then we have the following equivalences:

d ∈ (P≥p D)Iw ⇔ P{ v ∈ W | d ∈ DIv } ≥ p
∗⇔ P{ v ∈ W | d ∈ DIv } ≥ ε · �p

ε �
I.H.⇔ P{ v ∈ W | d ∈ (τ−1

ε (τε(D)))Iv } ≥ ε · �p
ε �

⇔ d ∈ (P≥ε·� p
ε � τ−1

ε (τε(D)))Iw

⇔ d ∈ (τ−1
ε (τε(P≥p D)))Iw .

For the equivalence ∗ note that p ≤ ε · �p
ε � always holds. The other direction

follows from the fact that for each individual d which satisfies P{ v ∈ W | d ∈
DIv } ≥ p there must be at least �p

ε � possible worlds v with d ∈ DIv since
all possible worlds have probability ε. Hence, it suffices to enforce a probability
≥ ε · �p

ε �.
Analogously, we can prove that sIw = (τ−1

ε (τε(s)))Iw holds for all (proba-
bilistic) roles s.

Consider a conjunction C = D � E. Then we infer the following equations:

(D � E)Iw = DIw ∩ EIw

I.H.= (τ−1
ε (τε(D)))Iw ∩ (τ−1

ε (τε(E)))Iw

= (τ−1
ε (τε(D)) � τ−1

ε (τε(E)))Iw

= (τ−1
ε (τε(D � E)))Iw .

Finally, let C = ∃ s. D be an existential restriction. Then we can make the
following observations:

d ∈ (∃ s. D)Iw ⇔ ∃e ∈ ΔI : (d, e) ∈ sIw and e ∈ DIw

I.H.⇔ ∃e ∈ ΔI : (d, e) ∈ (τ−1
ε (τε(s)))Iw and e ∈ (τ−1

ε (τε(D)))Iw

⇔ d ∈ (∃ τ−1
ε (τε(s)). τ−1

ε (τε(D)))Iw

⇔ d ∈ (τ−1
ε (τε(∃ s. D)))Iw .

The case of C being a value restriction or a qualified ≥-restriction can be treated
analogously. ��

Lemma 6. Let I be a quasi-uniform probabilistic interpretation with 1
ε possible

worlds. Then for all individuals d ∈ ΔI , all worlds w ∈ W , and all P≥FLE⊥Q≥-
concept descriptions C, the following equivalence holds:

d ∈ CIw ⇔ (d,w) ∈ τε(C)I×
.
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Proof. analogously to Lemma 1. We only show the induction step for a concept
description P≥p C where p ∈ (ε, 1). According to the definition of τε, we have
that τε(P≥p C) = ≥�p

ε �. ωP. τε(C). Furthermore, the following equivalences hold:

d ∈ (P≥p C)Iw ⇔ P{ v ∈ W | d ∈ CIv } ≥ p

⇔ ∃≥� p
ε �v ∈ Wε : d ∈ CIv

I.H.⇔ ∃≥� p
ε �v ∈ W : ((d,w), (d, v)) ∈ ωI×

P
and (d, v) ∈ τε(C)I×

⇔ (d,w) ∈ (≥�p
ε �. ωP. τε(C))I×

. ��

6 Construction of a Base of GCIs in P≥FLE⊥Q≥

In the previous section 4 we have seen how a base of P01FLE⊥-GCIs holding
in a probabilistic interpretation I can be constructed by means of a base of
FLE⊥-GCIs holding in the induced interpretation I× over the extended signature
(NC , NR)P01. Similar results can be obtained in the case of a uniform probabilistic
interpretation in the description logic P≥FLE⊥Q≥. A more sophisticated answer
is given below.

Lemma 7. Let I be a quasi-uniform probabilistic interpretation with 1
ε possible

worlds, and C,D let be P≥FLE⊥Q≥-concept descriptions. Then the general con-
cept inclusion C � D is valid in I if and only if the translated GCI τε(C) � τε(D)
is valid in I×.

Proof. analogously to Lemma 2. ��
Proposition 8. Let I be a quasi-uniform probabilistic interpretation with 1

ε pos-
sible worlds. If B is a base of FLE⊥Q≥-GCIs for the induced interpretation I×,
then the translation

τ−1
ε (B) := { τ−1

ε (C) � τ−1
ε (D) | C � D ∈ B }

is a base of P≥FLE⊥Q≥-GCIs for I.
Proof. analogously to Proposition 3. ��

7 Probabilistic Model-Based Most-Specific Concept
Descriptions

Model-based most-specific concept descriptions (w.r.t. interpretations) have been
introduced by Baader and Distel in [1,2] as an adaption of the well-known notion
of most-specific concept descriptions (w.r.t. knowledge bases). Ecke, Peñaloza,
and Turhan, investigated those most-specific concept descriptions and also least
common subsumers in probabilistic extensions of the light-weight description
logic EL, cf. [9,10,13–15]. However, they gave constructions for those general-
izations w.r.t. knowledge bases (w.r.t. open-world assumption). In the following
text the notion of a probabilistic mmsc w.r.t. interpretations (w.r.t. closed-world
assumption) is introduced. Furthermore, we present a proposition that reduces
their computation to crisp description logics.
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Definition 9. Let I = (ΔI ,W, (·Iw)w∈W ,P) be a probabilistic interpretation
and X ⊆ ΔI a set of individuals. Then a P01FLE⊥-concept description C is
called probabilistic model-based most-specific concept description (pmmsc) of
X in I if it satisfies the following conditions:

(PM1) For all worlds w ∈ W it holds that X ⊆ CIw .
(PM2) If D is a P01FLE⊥-concept description such that X ⊆

⋂
w∈W DIw , then

C � D.

In the same way we may define the pmmsc in P≥FLE⊥Q≥.

All pmmscs for a subset X in I are equivalent, and hence we shall denote
the pmmsc by XI .

Proposition 10. Let I be a probabilistic interpretation and X ⊆ ΔI a set of
individuals. Then the following statements hold:

1. The P01FLE⊥-mmsc XI is equivalent to the translation τ−1((X × W )I×
).

2. If I is quasi-uniform with 1
ε possible worlds, then the P≥FLE⊥Q≥-mmsc XI

is equivalent to the translation τ−1
ε ((X × W )I×

).

Proof. Both statements can be proven analogously. We show the two conditions
of a pmmsc according to Definition 9.

Firstly, the definition of the mmsc in the default setting yields that X ×W ⊆
(X ×W )I×I×

. From Lemmata 1 and 6 it follows that X ⊆ (τ−1((X ×W )I×
))Iw

for all worlds w ∈ W , i.e., τ−1((X × W )I×
) satisfies (PM1).

Secondly, consider a concept description D such that X ⊆ DIw for all worlds
w ∈ W . Consequently, by Lemmata 1 and 6 it follows that X × { w } ⊆ τ(D)I×

for all w ∈ W , i.e., X×W ⊆ τ(D)I×
is true. By definition of mmscs, we conclude

that (X×W )I× � τ(D). Then Lemmata 2 and 7 yield that τ−1(X×W )I× � D,
and hence τ−1(X × W )I×

satisfies (PM2). ��

8 Choice of Semantics

Upon translation of the probabilistic interpretation I to the crisp interpreta-
tion I×, we have to introduce the additional role ωP to encode the possibility of
worlds. However, this leads to cyclic interpretations as then every pair (p,w) is
connected to all pairs (p, v) where v ∈ Wε is a possible world. Of course, I must
contain at least one possible world to ensure that P(Wε) = 1 holds. However, in
cyclic interpretations like I× all model-based most-specific concept descriptions
only exist w.r.t. a role-depth bound, cf. [6], or in gfp-semantics, cf. [7]. The lim-
itation of the role-depth is a practical means to ensure the existence of mmscs
and is used here.

Usually, mmscs are computed from description graphs induced by interpre-
tations. It turns out that in the case of interpretations constructed from prob-
abilistic interpretations we do not have to consider all paths in the graph. In
particular, the following lemma shows that we may ignore paths with two sub-
sequent Q ωP-edges where Q is one of the quantifiers ∃, ∀, or ≥n.
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Lemma 11. For arbitrary P≥FLE⊥Q≥-concept descriptions C,D and probabil-
ity thresholds p, q ∈ [0, 1] the following equivalence holds:

P≥p (C � P≥q D) ≡ P≥p C � P≥q D.

Proof. The statement easily follows from the following observations:

d ∈ (P≥p (C � P≥q D))Iw

⇔ P{ v ∈ W | d ∈ CIv and P{u ∈ W | d ∈ DIu } ≥ q } ≥ p

⇔ P{ v ∈ W | d ∈ CIv } ≥ p and P{u ∈ W | d ∈ DIu } ≥ q

⇔ d ∈ (P≥p C � P≥q D)Iw .

As the equivalences hold for arbitrary probabilistic interpretations I and worlds
w ∈ W , the concept equivalence is true in general. ��

The lemma above yields (after translation w.r.t. τ , or τε, respectively) that in
order to compute model-based most-specific concept descriptions we do not have
to consider any paths in the description graph of I× that have two subsequent
Q ωP-edges.

However, we cannot interchange ∃ r and P≥p restrictions as even in the sim-
plest case the concept descriptions ∃ r.P≥ 1

2
A and P≥ 1

2
∃ r. A may have different

extensions in a probabilistic interpretation. Consider for example the uniform
probabilistic interpretation I = ({ d, e }, { v, w }, ·Iv , ·Iw , { { v } �→ 1

2 , {w } �→
1
2 }). The extension functions are given by the two graphs below:

w1 :
d e

r

w2 :
d e

A

Then it holds that (∃ r.P≥ 1
2

A)Iw1 = { d }, but (P≥ 1
2

∃ r. A)Iw1 = ∅.
For the computation of the induced interpretation I× all vertices in the two

graphs above are equipped with ωP-loops and furthermore there are ωP-edges
between vertices for the same individual in different worlds. Then the following
mmscs can be obtained:

(d,w1)I×
= ∃ r.P>0 A � P>0 ∃ r.P>0 A

(d,w2)I×
= P>0 ∃ r.P>0 A

(e, w1)I×
= P>0 A

(e, w2)I×
= A � P>0 A

(ΔI × W )I×
= �

If I is a probabilistic interpretation such that all mmscs exist in the inter-
pretations Iw for all worlds w ∈ W , then also all mmscs exist in the induced
interpretation I×. They can be computed by means of restricted unravellings
as follows: Consider the description graph G(d,w)

I× of I× that is rooted at (d,w).
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Then we consider the restricted unravelling G(d,w)
I× �ωP∞ such that only paths in

G(d,w)
I× that do not have two subsequent ωP-edges are allowed as vertices in the

restricted unravelling. Since the mmscs in all interpretations Iw exist, there are
no infinite paths from each (e, v). As a consequence, we obtain that all model-
based most-specific concept descriptions exist in I×.

9 Complexity of Base Construction

In both probabilistic description logics P01FLE⊥ and P≥FLE⊥Q≥ the complexity
of the construction of a base of GCIs can be double-exponential in the size of
the input interpretation. The translation of the probabilistic interpretation I
to the crisp interpretation I× can be obtained in polynomial time. The same
holds for the translation of concept descriptions, i.e., they may be translated in
polynomial time. Furthermore, the computation of a base of GCIs for a crisp
interpretation has double-exponential time complexity in the worst case. This
is due to the fact that the necessary induced context KI of an interpretation
may have exponential size in I (since there may be exponentially many model-
based most-specific concept descriptions for I), and furthermore the canonical
implicational base of a formal context may have an exponential size w.r.t. the size
of the formal context. Hence, the construction of bases of GCIs for probabilistic
interpretations also has a double-exponential time complexity in the worst case.

10 Conclusion

We have defined translations between probabilistic description logics and crisp
description logics that preserve entailment of general concept inclusions. They
have been used to reduce the problem of construction of a base of GCIs for
a probabilistic interpretation to the same problem in crisp description logics
for which a well-known and practical solution exists. For this purpose we used
the description FLE⊥Q≥ that was equipped with probabilistic role and concept
constructors, in the first case only allowing probabilities > 0 and = 1 to express
possibility and certainty almost everywhere, and in the other case only allowing
for lower-bound probabilities ≥ p where p ∈ (0, 1].

Furthermore, we have shown how most-specific concept descriptions can
be constructed for probabilistic interpretations – again by a reduction to the
crisp case.
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Abstract. The approximation of kernel functions using explicit feature
maps gained a lot of attention in recent years due to the tremendous
speed up in training and learning time of kernel-based algorithms, mak-
ing them applicable to very large-scale problems. For example, approxi-
mations based on random Fourier features are an efficient way to create
feature maps for a certain class of scale invariant kernel functions. How-
ever, there are still many kernels for which there exists no algorithm to
derive such maps. In this work we propose an efficient method to cre-
ate approximate feature maps from an arbitrary distance metric using
pseudo line projections called Distance-Based Feature Map (DBFM). We
show that our approximation does not depend on the input dataset size
or the dimension of the input space. We experimentally evaluate our app-
roach on two real datasets using two metric and one non-metric distance
function.

1 Introduction

Kernel methods such as the Support Vector Machine (SVM) are among the most
effective tools in machine learning. They can be applied in various applications,
for example in classification [21], anomaly detection [19], clustering [4], dimen-
sionality reduction [7,20] and regression [16,23]. The strength of these methods
is the transformation of the original input space X into a high dimensional fea-
ture space H where simple, linear methods can be applied to gain a similar
predictive power as non-linear algorithms. The idea is that kernel methods do
not work with the embedding φ : X → H directly, but with the inner product
〈φ(x), φ(y)〉 = k(x, y) implicitly defined by the kernel function k. A key is the
observation that as long as one has access to the kernel k it is not necessary to
represent φ(x) explicitly. For example the linear approximation of a function f
in H can be represented as

f(x) = 〈w, φ(x)〉 =
〈 n∑

i=1

αiφ(xi), φ(x)
〉

=
n∑

i=1

αik(xi, x), (1)

where αi ∈ R for all 1 ≤ i ≤ n. The Representer Theorem [9] guarantees the
existence of such an expansion under fairly reasonable conditions.
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-24489-1 11
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Kernel methods are also preferred since it is often easier to define the simi-
larity between two objects than to choose meaningful features. For example if a
distance function τ : X × X → R obeys certain properties1, then

k(x, y) = exp (−γτ(x, y)) (2)

is a positive semidefinite kernel for all γ ≥ 0 and can be seen as the similarity
between x and y as shown in [3].

Unfortunately most kernel methods do not scale with the size of the train-
ing data set. For example algorithms operating on the kernel matrix exhibit a
training time quadratic in the number of samples. Also a representation as in
Eq. (1) can become problematic in situations where predictions have to be made
in high frequency as [25] showed that the number of support vectors can grow
linearly with the size of the training set. This cost can be prohibitive in many
large-scale problems.

To overcome this problem, efforts are made to explicitly use the feature map
φ. For example the linear Support Vector Machine can be efficiently trained
and evaluate the decision boundary, both in constant time and memory [22].
However, the feature map φ can rarely be calculated in practice as the feature
space H is usually infinite dimensional. But it is often possible to derive a finite
dimensional approximation φ̂ : X → R

r such that

k(x, y) ≈ 〈φ̂(x), φ̂(y)〉. (3)

Up to now, such an approximation can only be calculated for certain types of
kernel function which we will review in the next section.

In this work we present an explicit feature map for kernels defined as in
Eq. (2). More formally we solve the following problem:

Problem 1. Given a metric space (X , τ), where X is a set and τ a metric on X .
Derive a feature function φ̂ such that

exp (−γτ(x, y)) ≈ 〈φ̂(x), φ̂(y)〉 (4)

for all x, y ∈ X and some γ ∈ R.

Solving this problem has far-reaching implications since every positive defi-
nite kernel k induces a distance function by

τ(x, y)2 = k(x, x) + k(y, y) − 2k(x, y) (5)

and hence we can define feature maps based on arbitrary kernels.
Our contribution is an approach, called Distance-Based Feature Map

(DBFM), to efficiently tackle Problem 1 with computational complexity inde-
pendent of the dataset size and the dimension of the input space, hence making
it applicable to very large-scale applications. Today, this is the only technique
to derive explicit feature maps from arbitrary distance metrics.
1 τ needs to be a kernel of conditionally negative type. See [3]
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The remainder of the paper is structured as follows: We begin with the for-
mal definition of a kernel and feature function in terms of a reproducing kernel
Hilbert space. Then we will review among other feature map approximations the
Random Kitchen Sink approach which we will utilize in the subsequent section.
We show the FastMap projection can be used to derive our Distance-Based Fea-
ture Map approach. In the last section we experimentally evaluate our approach
on two real datasets using two metric distances and show that even with non-
metric distance functions we can achieve a reasonable performance.

2 Related Work

Subsequently we will use S to denote the training dataset S = {x1, . . . , xn} ⊂ X
with n samples.

Following [26] a Hilbert space (H, 〈·, ·〉) of functions f : X → R is said
to be a reproducing kernel Hilbert space (RKHS) if the evaluation functional
δx : H → R, δx : f 
→ f(x) is continuous. The function k : X × X → R which
satisfies the reproducing property

〈f(·), k(x, ·)〉 = f(x) and in particular (6)
〈k(x, ·), k(y, ·)〉 = k(x, y). (7)

is called the reproducing kernel of H, where 〈·, ·〉 denotes the inner product. We
call a function φ : X → H feature map if

k(x, y) = 〈φ(x), φ(y)〉 (8)

and we will use the notation φ(x) = k(x, ·).

2.1 Kernel Approximations

The key idea behind Random Kitchen Sinks (RKS) introduced in [14,15] is to
approximate a given kernel by a function φ̂ such that

k(x, y) ≈ 〈φ̂(x), φ̂(y)〉. (9)

This approximation is based on Bochner’s theorem for translation invariant
kernels (such as the Gaussian RBF, Laplace, Matérn covariance, etc.) which
states that such a kernel can be represented as

k(x, y) =
∫

z

φ�
z(x)φz(y)λ(z) with φz(x) = ei〈z,x〉, (10)

where φ� is the complex conjugate of φ. If the measure λ is normalized to be a
probability measure, the expression above represents an expectation and can be
estimated as

k(x, y) ≈ 1
r

r∑

i=1

φ�
zi

(x)φzi
(y) (11)
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using r samples from λ. The sum above can then be reformulated as an inner
product yielding k(x, y) ≈ 〈φ̂(x), φ̂(y)〉. Often λ is found by applying the inverse
Fourier Transform to the kernel as in the next example.

For the Gaussian RBF kernel

k(x, y) = exp

(

−‖x − y‖2

2σ2

)

, (12)

λ is the normal distribution with variance σ2. Hence an approximation can be
generated as

Z ∈ R
r×d with Zij ∼ N (0, σ2) (13)

φ̂(x) =
1√
r

exp(iZx), (14)

where d is the input space dimension and r is the number of basis function expan-
sions. Recently [10] proposed an approximation to Z such that the product Zx
can be calculated in O(r log d) while requiring O(r) storage. Theoretical bounds
of the RKHS approximation can be found in [15]. In general, the approximate
accuracy increases with the number of samples r.

This idea gained a lot of attention and was further developed in several
ways: Still based on Bochner’s theorem, the Random Kitchen Sink approach was
further generalized to the class of histogram-based kernels in [11]. Approximate
feature maps for additive homogeneous kernels of the form

k(x, y) =
n∑

i=1

ki(xi, yi) (15)

had been introduced by [28]. The authors of [8] presented an approximation for
positive definite dot product kernels of the form k(x, y) = f(〈x, y〉).

2.2 Nyström’s Feature Map

An alternative to the random feature map approximation are Nyström methods
[29] which use only a random subset of the training data. It projects the data
into a subspace spanned by r vectors φ(x1), . . . , φ(xr) calculated from the kernel
matrix

K ∈ R
n×n (16)

Ki,j = k(xi, xj). (17)

For i = 1, . . . , n let λi, vi be the eigenvalues and eigenvectors respectively. The
Nyström feature map φ̂ is then given by

φ̂(x) = D− 1
2 V T [k(x, x1), . . . , k(x, xr)]

T (18)

where D is the diagonal matrix containing the first r eigenvalues and V =
(v1, . . . , vr).
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3 Distance Based Feature Maps

The approach we propose represents the distance function τ in a way such that
kernel approximations like the Random Kitchen Sink method can be applied to
create an explicit features map ξ̂ with the property

〈ξ̂(x), ξ̂(y)〉 ≈ exp (−γτ(x, y)) . (19)

In the first step we project the elements from X into an Euclidean space R
t,

t ∈ N such that distances are preserved. This can be achieved with random line
projections called FastMap as introduced in [6]. It was originally proposed as an
approach to map points onto a low-dimensional manifold such that dissimilarities
are approximately preserved, when only a distance function is provided. FastMap
can also be used as an alternative to Multi-Dimensional Scaling (MDS) [27] for
visualization purposes or to tackle the problem of approximate nearest neighbor
retrieval [2].

The basic idea of FastMap to define a t-dimensional embedding is to project
an object x ∈ X onto a line defined by two pivot points p, q ∈ X . This projection
can be derived from the cosine law and is given by

Lp,q(x) =
τ(x, p)2 + τ(p, q)2 − τ(x, q)2

2τ(p, q)
(20)

as illustrated in Fig. 1. The points are r times iteratively projected to the hyper-
planes perpendicular to an orthogonal set of previous hyperplanes. The pivot
points are chosen in a way such that p and q are the most dissimilar objects:
First q is randomly selected from the set of all data points. The point that is
farthest apart from q is selected as p. In the last step q is updated to be point
farthest apart from p. Thus, the complexity of FastMap is O(tn) while requiring
O(td) storage for the pivots.

We propose an approach based on the FastMap embedding with some modi-
fications. Notice that for large datasets it is not feasible to iterate t times over all
n data points to find the pivot elements. For example the linear Support Vector

x

p qLp,q(x)

τ(x, p) τ(x, q)

τ(p, q)

Fig. 1. The pseudo line projection from Eq. (20). x is the point to project with p and
q as pivot points.
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Fig. 2. A sketch of Distance Based Random Features. The points xi are projected onto
the lines spanned by (p1, q1) and (p2, q2). The position on these lines (calculated with
Lp1,q1(x) and Lp2,q2(x)) define their coordinates in the new space on the right.

Machine can find a separating hyperplane using only a subset of the training
data. Hence it would be impractical to have a computational complexity linear
in n to calculate the feature function.

Therefore, we suggest to sample t pivot pairs from the training dataset S

P = {(p1, q1), . . . , (pt, qt)} ⊂ S × S (21)
with pi �= qi 1 ≤ i ≤ t (22)

and use these to calculate t line projections2 reducing the computational com-
plexity to O(t). Based on the FastMap projections we form the mapping

ψ̂ : X → R
t (23)

ψ̂(x) = (Lp1,q1(x), . . . , Lpt,qt(x))T (24)

which we will refer to as the projection map. The projection map takes an element
x ∈ X , applies all t line projections with pivot elements from P and collects the
result in a vector as sketched in Fig. 2. Since FastMap attempts to preserve dis-
similarities we have that ‖ψ̂(x)− ψ̂(y)‖ is approximately proportional to τ(x, y).
Hence we can find an α ≥ 0 which depends on γ to approximate the kernel
function from Eq. (2) in terms of the projection map as

exp
(
−α‖ψ̂(x) − ψ̂(y)‖

)
≈ exp (−γτ(x, y)) . (25)

This is an important reformulation in which we replaced the distance function
by a norm. The vectors ψ(x) and ψ(y) are both elements of Rt with dimension
independent of the input space dimension.

2 It is also possible to run the original pivot choosing algorithm on the reduced set
P in O(t2), however, this did (experimentally) not yield better results as random
pivots.
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The approximation from Eq. (25) now allows the applications of the Random
Kitchen Sink approach to create explicit feature maps ξ̂ as

ξ̂(x) = φ̂(ψ(x)) =
1√
r

exp
(
iZψ̂(x)

)
where (26)

Z ∈ R
r×t with Zij ∼ N (0, α−2) (27)

resulting in the final approximation

〈ξ̂(x), ξ̂(y)〉 ≈ exp (−γτ(x, y)) (28)

forming an explicit feature map which is the final result of our work. The overall
complexity for the feature map calculation itself is O(t + r log t) while requiring
O(r+td) storage. Both t and r influence the approximation accuracy and do not
depend on the dimension of the data or the number of samples in the training
dataset which makes our approach applicable to very large-scale applications.
However, the computational complexity of our proposed approach depends on
the computational complexity of the distance function through Lp,q in Eq. (20).
If the distance function can not be evaluated efficiently the approximation will
be accordingly slower.

Remarks

Alternatively to an exponential kernel as in Eq. (28) we can also use ψ̂ to create
another kernel based on τ as:

s(x, y) = −1
2
‖ψ̂(x) − ψ̂(y)‖2 +

1
2
‖ψ̂(x) − ψ̂(x0)‖2 +

1
2
‖ψ̂(y) − ψ̂(x0)‖2

= 〈ψ̂(x), ψ̂(y)〉 + 〈ψ̂(x0), ψ̂(x0)〉 − 〈ψ̂(x), ψ̂(x0)〉 − 〈ψ̂(y), ψ̂(x0)〉

where x0 is an arbitrary point in X (see also [18]). It is not hart to see that the
sum in the last equation can be written as a single inner product

〈ψ̂(x) − ψ̂(x0), ψ̂(y) − ψ̂(x0)〉

and is therefore a feature map of s(x, y).
The proposed approach depends on several parameters γ, r and t. The param-

eter γ is common for the squared exponential (or Gaussian RBF) kernel. This
parameter is typically found by means of cross-validation.

The parameters r and t control the accuracy for the Random Kitchen Sink
and Distance Based Random Feature approximations respectively. It is a trade-
off between speed and precision. r is typically between 5.000 and 20.000, where
t strongly depends on the distance function. In our experiments we achieved a
reasonable performance with r between 100 to 200. The higher these parameters,
the better is the feature map approximation.
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Fig. 3. Random samples from the hurricane dataset.

4 Experimental Results

In this section we use three different distance functions to create explicit feature
maps using the approach presented in this work which is based on random line
projections.

We compare the left and the right hand side of Eq. (28) which are the pro-
posed approximate feature map and the kernel created by a given distance func-
tion, respectively. We will compare the values of 〈ξ̂(x), ξ̂(y)〉 and exp (−γτ(x, y))
graphically in a scatter plot where ideally all points lie on the diagonal line.
For a quantitative comparison we use Spearman’s rank correlation coefficient
(Spearman’s rho) [24] which measures the statistical dependence between two
variables. A perfect Spearman correlation of +1 occurs when both variables are
monotonically related, even if their relationship is not linear.

For the Random Kitchen Sink approximation we used r = 10,000 kernel
expansions in all our experiments. The number of random projections t (pivot
pairs) is varied and the effects on the approximation quality as well as the run-
time are evaluated. Each experiment was repeated 10 times and we present these
raw result without averaging.

In the following we empirically evaluate three different distance measures on
two different datasets. The first experiment is conducted on the discrete Fréchet
distance.

4.1 Discrete Fréchet Distance

The Fréchet distance between two curves in a metric space can be used as a
measure between them. The work of [5] presents a discrete variation of this
measure. An intuitive definition of the Fréchet distance is the minimal distance
required to connect points on two curves. It is often illustrated as a dog on one
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curve and its handler on another curve. Both are connected through a leash
and can only go forward, but vary their speed. The Fréchet distance is minimal
length of any leash necessary such that both, the dog and its handler can move
the curves from the starting points to the endpoints.

In this experiment we build an explicit feature map using the discrete Fréchet
distance and evaluate in empirically on the hurricane dataset.

The hurricane dataset contains 7057 records of hurricane tracks collected
by the National Oceanic and Atmospheric Administration3 (NOAA). We use
only the longitude and latitude coordinates which describe the track of each
hurricane. The tracks are not necessarily of the same length (as illustrated in
Fig. 3) which makes it impossible for example to apply the Euclidean distance.

The results of this experiment are illustrated in Fig. 5. In the plot on the
left we see the dependence of Spearman’s coefficient on the random projections.
We report the result of each of the 10 repetitions and indicate their mean by
the solid line. Obviously, the more pivot points are used, the better gets the
approximation. Since the pivot pairs are chosen at random there is more variance
if fever pairs are used.

Fig. 5b shows the time needed to calculate the kernel value between all pairs
of 50 random points. This confirms the linear dependence on the number of pivot
pairs as evident from Eq. (20).

The difference between the approximation 〈ξ̂(x), ξ̂(y)〉 and the target kernel
value exp (−γτ(x, y)) is illustrated in the scatter plot in Fig. 5c, where we used
1000 random samples from the hurricane dataset. Even though there is not a
perfect linear dependence, both functions assign a similar rank to the inputs
which reflects the impression we got from Spearman’s correlation coefficient.

4.2 Hellinger Distance

The Hellinger distance is used as a measure for the similarity between two distri-
butions. It is closely related to the Bhattacharyya distance which we will review
in the next experiment. We look at the Hellinger distance first, since unlike the
Bhattacharyya distance, it does obey the triangle inequality and is a proper
metric.

For two probability distributions P and Q the Bhattacharyya coefficient is
defined as

BC(P,Q) =
∫ √

P (x)Q(x) dx (29)

for continuous probability distributions and

BC(P,Q) =
∑

x

√
P (x)Q(x) (30)

if P and Q are discrete. The Hellinger distance is then defined as

τ(P,Q) =
√

1 − BC(P,Q). (31)

3 http://www.ncdc.noaa.gov/ibtracs/

http://www.ncdc.noaa.gov/ibtracs/
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Fig. 4. Random samples from the 8 Scene Categories dataset.

We apply this distance measure on the 8 Scene Categories dataset4 which
contains 8 outdoor scene categories: coast, mountain, forest, open country, street,
inside city, tall buildings and highways. There are a total of 2600 RGB color
images with 256 × 256 pixels. A small subset is shown in Fig. 4. As image
features we use color histograms and local binary pattern histograms [12] which
are then used as arguments for the Hellinger distance.

The experimental results are shown in Fig. 6. Even for a small number of
random samples we get a nearly perfect Spearman correlation coefficient between
0.9990 and 0.9996 and negligible variance. Also the computation time exhibits
a lower variance than the one in the previous experiment. This is due to the
fact that the histogram features which serve as inputs for the Hellinger distance
are all of the same size, whereas the hurricane trajectories vary in length. For
the latter, the time for each random projection therefore depends on the chosen
pivots. The high Spearman’s rho value is also reflected in the scatter plot, where
all points are very close to on the diagonal. Notice that the faster computation
time is due to the slow evaluation of the discrete Fréchet distance.

4.3 Bhattacharyya Distance

In this experiment we investigate the implications of a non-metric distance mea-
sure. We require (X , τ) to be a metric space since then the pseudo line projections
are theoretically justified and we want to show the effects if this requirement
is violated. Experimentally we observed also reasonable results with distance
functions which do not obey the triangle inequality such as the Bhattacharyya
distance. Other research also supports the usefulness of FastMap embedding for
non-metric spaces [1,17].

The Bhattacharyya distance is used to measure the similarity of two probabil-
ity distributions and is closely related to Hellinger’s distance. For two probability

4 http://people.csail.mit.edu/torralba/code/spatialenvelope/

http://people.csail.mit.edu/torralba/ code/spatialenvelope/
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Fig. 5. Experimental results for the discrete Fréchet distance. In (a) we show the effect
of the number of pivots on the Spearman’s rank correlation coefficient. In (b) we see
that time to calculate the feature maps increases linear with the number of pivots. We
repeated each experiment 10 times represented by the marker in the plot. The solid
black line is the mean and the color indicates the variance. The last figure (c) shows
a scatter plot between the approximation and the true kernel value for 1000 random
samples from the dataset, where the color is proportional to the density.
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Fig. 6. Experimental results for the Hellinger distance. The plots show the same infor-
mation as the ones in Fig. 5. The approximation of the Hellinger distance is very accu-
rate in terms of Spearman’s rho with a value between 0.9990 and 0.9996 (we rescaled
the y-axis for better visualization). This is also reflected in the nearly perfect scatter
plot in (c).
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Fig. 7. Experiments using the Bhattacharyya distance exhibit a larger variance for
Spearman’s correlation coefficient. Also the scatter plot reflects the effect of a non-
metric distance measure.
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distributions P and Q it is defined as

τ(P,Q) = − ln (BC(P,Q)) (32)

and used for example in [13] to calculate distances between images. As in the
previous experiment we use color histograms and local binary pattern histograms
as image features.

The results are illustrated in Fig. 7. In contrast to Hellinger distance we
observe a very high variance of Spearman’s correlation coefficient. This means
the choice of pivot pairs has a high influence on the accuracy. We also do not
observe a decrease in variance as in the other experiments when more random
projections are used5. We assume that this is an effect of the missing triangle
inequality since the pseudo line projections as in Fig. 1 are harder to justify.

Nevertheless a rank correlation coefficient above 0.75 can still be useful, but
demonstrates some disadvantaged as illustrated the respective scatter plot. How-
ever, as mentioned at the beginning we suggest to use the proposed approach
solely in metric spaces and only fall back to non-metric distance measures if this
is not possible.

5 Conclusion

Explicit representations of kernels as inner product of feature maps results in an
enormous speedup in training and prediction time for Support Vector Machines
and other kernel-based algorithms and are therefore of central importance. Up
to now, one can only derive approximate feature maps for certain types of kernel
functions. In this work we presented a methodology which enables us to create
explicit feature maps from an arbitrary distance metric. In other words we can
derive approximate feature maps for every kernel of the form exp (−γτ(x, y))
with metric τ . Hence we significantly extended the set of kernels for which
approximate feature maps can be calculated.

Furthermore we showed that this feature map can be computed in loglinear
time O(t + r log t) and O(r + td) storage, both independent of the size of the
training dataset n. This makes our approach applicable to algorithms working on
very large-scale applications and datasets. The proposed technique only require
two parameters which are easy and intuitively to specify since they only deter-
mine the approximation quality. They can be interpreted as a trade-off between
speed and precision.

We empirically evaluated our proposed feature map on two metric distance
measures and one non-metric distance function. All datasets used in our exper-
iment are publicly available.

5 As shown Fig. 7a we used up to 500 random projections (5 times more than in the
other experiments) without a decrease of variance.
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Abstract. We propose doppelkopf, a trick-taking card game with sim-
ilarities to skat, as a benchmark problem for AI research. While skat
has been extensively studied by the AI community in recent years, this
is not true for doppelkopf. However, it has a substantially larger state
space than skat and a unique key feature which distinguishes it from skat
and other card games: players usually do not know with whom they play
at the start of a game, figuring out the parties only in the process of
playing.

Since its introduction in 2006, the UCT algorithm has been the domi-
nating approach for solving games in AI research. It has notably achieved
a playing strength comparable to good human players at playing go, but
it has also shown good performance in card games like Klondike solitaire
and skat. In this work, we adapt UCT to play doppelkopf and present
an algorithm that generates random card assignments, used by the UCT
algorithm for sampling. In our experiments, we discuss and evaluate dif-
ferent variants of the UCT algorithm, and we show that players based
on UCT improve over simple baseline players and exhibit good card play
behavior also when competing with a human player.

1 Introduction

Doppelkopf (literally “double head”) is a trick-taking card game for four play-
ers. It is mostly played in Germany, with a popularity only slightly lower than
that of skat, which has been well-studied by the AI community in recent years
[5,10,11,14,16,17]. However, to the best of our knowledge, doppelkopf has not
been subject to AI research yet, although it has a much larger state space than
skat and a unique feature which potentially makes it harder for computers play-
ing it due to increasing uncertainty: at the start of a game, the parties are usually
not known to the players until specific cards have been revealed, and hence col-
laboration at the beginning is difficult and subject to assumptions and inference.
This work aims at introducing doppelkopf as a research topic and providing a
baseline against which future work can compare.

Upper Confidence Bounds applied to Trees (UCT) [15] is a Monte Carlo tree
search algorithm which has experienced a lot of success since its first application
to the game of go [12]: It has successfully been used for (complete informa-
tion) General Game Playing [9], and for many scenarios of acting under uncer-
tainty, including the Canadian Traveler’s Problem [8], probabilistic planning
[13], Klondike solitaire [4], and multi-player games like hearts, spades, Chinese
c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 151–165, 2015.
DOI: 10.1007/978-3-319-24489-1 12
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checkers [23], and skat [19]. Hence, it seems natural to use UCT to establish a
baseline computer player for doppelkopf. To be able to use UCT on a full game
state space in contrast to the actual belief state space the doppelkopf players are
confronted with, we present an algorithm that computes random card assign-
ments consistent with the game history, which can then be used by the UCT
algorithm for game simulations. In our experiments, we evaluate different vari-
ants of UCT in different settings, showing that players based on UCT improve
over baseline players and show good card play behavior also when playing with
a human.

2 Doppelkopf

In this section, we present doppelkopf in a short form, discussing only the basic
rules. Official rules have only been defined after the foundation of the Deutscher
Doppelkopf Verband (German Doppelkopf Association; DDV) in 1982 [1]. Con-
sequently, there is a large pool of house rules used by hobby players. In this
work, we exclusively consider the official rules which are used for tournament
play. For an exhaustive description of the game, we refer to the first author’s
Master’s thesis [22] or the DDV [1].

2.1 Game Play

Doppelkopf is a trick-taking card game for four players. The deck consists of a
double shortened French deck, with a total of 48 cards (the 2s to 8s are removed).
This means there are the regular four suits clubs (♣), spades (♠), hearts (♥)
and diamonds (♦), each consisting of two aces (A), two tens (10), two kings (K),
two queens (Q), two jacks (J) and two nines (9). The card point values are the
same as in skat, i.e. an ace is worth 11 points, a ten 10, a king 4, a queen 3, a
jack 2, and a nine 0 points, which sums up to a total of 240 card points in a
doppelkopf deck. In every game, the re party competes against the kontra party,
(usually) aiming at collecting at least 121 card points.

A game starts by dealing every player 12 cards, the so-called hand, which
must be hidden from and not communicated to the other players. Before the
actual card play phase can start, players need to settle the type of the current
game in the game type determination phase. While there are various solo game
types where one player forms the re party and plays against the three other
players of the kontra party, the most common and default game type is the so-
called normal game, where two players play against the two others. The chosen
game type also dictates how the cards are divided into suits and what rank each
card has in its suit. For the remainder of this section, we will focus on normal
games and again refer to the literature for more details about other game types
[1,22].

In a normal game, there is a trump suit, consisting of the following cards in
descending order: ♥10, ♣Q, ♠Q, ♥Q, ♦Q, ♣J, ♠J, ♥J, ♦J, ♦A, ♦10, ♦K, ♦9.
The remaining suits (♣, ♠, ♥) each form a separate non-trump suit, sorted as
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follows: A, 10, K, 9 (with the exception of ♥, where the tens are part of the
trump suit). The parties are as follows: the players holding a ♣Q form the re
party, opposing the other players forming the kontra party, and hence the parties
are not known to the players at the beginning of a game. If a player p has both
♣Q, p has the option to play a solo or to play a marriage, where one of the other
three players, according to specific rules, joins the marriage player p to form the
re party. As soon as the parties are settled in the case of a marriage, the game
continues like a normal game.

The card play rules are independent of the chosen game type and exactly the
same as in skat. In short, one player starts by playing any card, thereby settling
the suit to be played in this trick, which everybody has to follow if possible.
The player who played the highest card of that suit (or of the trump suit) wins
the trick, adding its summed card point value to their account, and starts the
next trick by playing any card. After completing twelve tricks, the game ends,
the winning party and the game value are determined (see below), and the next
game can start.

In the card play phase (during the first few tricks), independently of the
game type, players can make announcements to increase the game value. The
“basic” announcements (in German: “Ansagen”, literally “to announce”) are re
and kontra, depending on the announcing player’s party. They do not increase
the threshold for winning the game, but reveal the announcing player’s party to
the others. Further announcements (in German: “Absagen”, literally “to reject”)
are no 90 (no 60, no 30 ), which claims that the other party will not manage
to win 90 (60, 30) card points, and schwarz (literally “black”), which claims
that the other party will not win a single trick. If the other party reaches the
“rejected goal” nevertheless, the announcing party loses the game. The official
rules precisely specify the latest time point in terms of number of cards a player is
still holding up to which the player is allowed to make (further) announcements.

2.2 Game Evaluation

The game value is determined in terms of score points (not to be confused with
card points): +1 for winning the game; +2 if re (kontra) was announced; +1 if
the losing party has less than 90 (60, 30) card points or won no trick; +1 if no
90 (no 60, no 30, schwarz) was announced; +1 if the winning party achieved at
least 120 (90, 60, 30) card points against an announcement of no 90 (no 60, no
30, schwarz) of the other party. The players of the winning party are rewarded
with the positive game value, the others with the negative game value (zero-sum
notation). In case of solo games, the game value is multiplied by 3 for the soloist.

In normal games, there are additional extra score points rewarded as follows:
+1 for winning against the elders, i.e. the kontra party wins; +1 for the party
catching a fox, i.e. winning a trick where an opponent played an ♦A; +1 for the
party making a doppelkopf, i.e. winning a trick worth at least 40 card points; +1
for the party winning the last trick if the highest card played in this trick is a
charlie, i.e. a ♣J.
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2.3 Discussion

With 48 cards, there are
(
48
12

)
·
(
36
12

)
·
(
24
12

)
·
(
12
12

)
≈ 2.4 ·1026 possible card deals. For

a fixed deal, the number of possible game states only in terms of cards that have
(not) been played is

∑48
i=0 4 ·
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�(i+3)/4�
)
·
(

12
�(i+2)/4�

)
·
(

12
�(i+1)/4�

)
·
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12
�i/4�

)
≈ 2.4 ·1013.

Multiplying the two numbers gives 5.6 ·1039, which is only a rough upper bound
on the size of the card state space, because game states can be consistent with
many different card deals. However, this does not consider the various game
types, the moves players make in the game determination phase of the game, or
the announcement moves. We think that the large state space of doppelkopf, its
uncertainty of knowledge about parties and its strategic depth make doppelkopf
an interesting benchmark problem for AI research.

3 The UCT Algorithm

In this section, we present the UCT algorithm [15], a state-of-the-art algorithm
for many problems of acting under uncertainty, adapted to doppelkopf. We start
with a high-level description of the algorithm. While we ideally would like to
determine the move which maximizes the expected outcome of the game for the
moving player in a given game state, computing all possible card deals consistent
with the game history and computing all possible outcomes of a game under
a given card assignment is usually infeasible. The UCT algorithm avoids this
problem by relying on sampling. More precisely, UCT is a Monte Carlo tree
search algorithm which repeatedly simulates the game starting in the current
state until a terminal game state is reached, also called performing a rollout.
To perform such a rollout of the game, the UCT algorithm needs to assume a
fixed card deal, i.e. a fixed card assignment of the remaining cards to all other
players. We discuss how to compute such a card assignment in more detail in
the next section and assume a fixed card assignment for the moment. At the end
of a rollout, the outcome of the game is used to compute UCT rewards for all
players. This information is stored in a tree of game states which is incrementally
built over the course of performing rollouts and which serves to bias future
computations of rollouts. At any time, the algorithm can be terminated and the
move leading to the successor state with the highest average UCT reward can
be returned.

3.1 UCT for Doppelkopf

We now describe the computation of one UCT rollout under a fixed card assign-
ment. Let s0 denote the current game state for which UCT is queried, let V k(si)
denote the number of rollouts among the first k rollouts of the UCT algorithm
in which state si was reached, and let Rk

j (si) denote the average UCT reward
(defined below) obtained by player j in the first k rollouts when completing a
rollout from state si. Both V k(si) and Rk

j (si) are stored in the UCT tree. Each
rollout, given the fixed card assignment, starts in state s0 and iteratively chooses
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a successor state until a terminal game state is reached. Let si be the current
state reached in the (k+1)st rollout, with n possible successor states s′

1, . . . , s
′
n,

and let p be the player to move in si. UCT favors selecting successors that have
led to high UCT rewards for p in previous rollouts (where Rk

p(s
′
j) is high) and

that have been rarely tried in previous rollouts (where V k(s′
j) is low). Balanc-

ing those two criteria is commonly called the exploration-exploitation dilemma,
which UCT attempts to solve by treating the decision corresponding to succes-
sor selection at state si as a multi-armed bandit problem and applying the UCT
formula, which is based on the UCB1 formula introduced by Auer et al. [2] in
the context of such multi-armed bandit problems. UCT chooses the successor s′

j

which maximizes the UCT formula

Rk(s′
j) + C

√
log(V k(si))
V k(s′

j)
,

where C is a bias parameter to guide the amount of exploration. If V k(s′
j) =

0, the value of the exploration term (the second term) is considered to be ∞,
leading to every successor s′

j being chosen at least once, if si is reached at least
n times. In our experiments, we use a random successor state from the set of
unvisited ones, leading to a variant of UCT which is sometimes called blind UCT.
After the completion of a rollout, the V and R values of states visited during
the rollout are updated.

When reaching a terminal game state, the algorithm has to compute the
UCT reward for all players, based on their achieved game score points. This is
done by multiplying the game score points with 500 and adding to it, as a bias
towards achieving more card points, the card points achieved by the party.1 We
choose 500 to ensure that the card points bias serves a pure tie breaker only,
because the maximum of 240 card points can never exceed 500, which is obtained
if assuming the smallest possible game value of 1.

UCT comes with theoretical guarantees about convergence and regret
bounds: Kocsis and Szepesv?ri [15] prove that every state is visited infinitely
many times, given enough rollouts, and that states which have been unpromis-
ing previously are chosen less and less frequently over time, proving that the
algorithm eventually converges to a stable policy. Furthermore, they prove that
the average UCT reward of every state lies in the interval of its expectation plus
minus the exploration term, which grows logarithmically in the number of visits
of the state, i.e. the regret of the policy UCT converges to is bounded from the
optimal policy logarithmically in the number of rollouts.

3.2 Variants

Recent work in the area of General Game Playing discusses modeling the belief
state space of incomplete information games and using classical complete infor-

1 We also experimented using the card points achieved only by the player and obtained
results with no significant difference.
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mation algorithms such as Minimax or UCT on the actual states correspond-
ing to a belief state [7,20,21]. While we stick to the approach of instantiating
belief states into full game states and then using UCT on the complete infor-
mation state space — which proved to be very successful in various applications
[4,8,13,19,23]— we propose two versions of the UCT algorithm to vary the num-
ber of card assignments used. The first version, called ensemble-UCT, performs
several regular UCT computations, each with a different card assignment, fixed
over all rollouts of that computation. Hence, it constructs a different tree for
every such UCT computation and in the end chooses the action which leads to
the state maximizing the average UCT reward, averaged over all UCT computa-
tions. The second version, called single-UCT, computes a new card assignment
for every rollout. As a consequence, the constructed tree can contain states which
are not consistent across different rollouts. In a given rollout, only successors con-
sistent with the current card assignment are considered for selection. This leads
to fewer parts of the tree being reusable over different rollouts, but avoids the
potential problem of computing only a few different card assignments as in the
ensemble-UCT version.

Furthermore, we consider two variants of constructing the tree over the course
of performing rollouts that differ in how previously unseen states are handled.
The first variant adds a node for every new state encountered during a rollout to
the tree. The second variant only adds the first new state encountered and con-
tinues the remainder of the rollout as a so-called Monte Carlo simulation, which
consists of random successor selection until a terminal game state is reached.
Note that this behavior does not differ from the first variant, which also chooses
random successors when encountering a state with previously unseen successors.
The difference only lies in the amount of statistics recorded for states encoun-
tered during rollouts. With the first variant, the constructed tree grows quickly,
including many nodes in the tree that will potentially not be visited again, espe-
cially if they led to “bad” results in the rollout they were encountered. Still,
the more information available, the more quickly the UCT algorithm converges.
With the second variant, the tree grows more slowly, only including information
about states that have a high probability of being revisited in future rollouts.
We suspect that not performing a Monte Carlo simulation should be benefi-
cial particularly with the ensemble-UCT version, because it uses the same card
assignment over many rollouts and is hence expected to obtain similar results
in different rollouts for the same state. With the single-UCT version, different
rollouts may lead to very different outcomes even for the same state.

4 The Card Assignment Problem

We now consider the card assignment problem (CAP): in a game state s with
player p to move, assign all remaining cards to all other players such that the card
assignment is consistent with the game history. A card assignment is consistent
if it respects all information about the other players’ hands available to p. Our
goal when solving the CAP is to compute a solution uniformly at random to
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avoid generating any bias towards specific card assignments in the computation
of the UCT algorithm.

In state s, the following information about other players’ hands is available
to p: if a player p′ is playing a marriage2 and did not play one or both of their
♣Q yet, p′ still needs to have both or one; re players not having played their ♣Q
yet must still hold it and kontra players cannot hold a ♣Q, where in both cases
many scenarios can lead to knowing a player’s party; all players who could not
follow suit at some point in the game cannot have any card of that suit.

To assign cards uniformly at random, we have to be able to compute the
exact number of possible consistent card assignments for arbitrary states. Then,
taking into account the number of consistent card assignments before and after
hypothetically assigning a card to player, we can compute the exact probability
for this specific assignment. However, computing the number of solutions for the
CAP, i.e. computing the number of consistent card assignments, is #P-hard:3

the CAP can be formulated as a matching problem in graph theory (see e.g. [6]),
where solving the CAP corresponds to finding a perfect bipartite matching, or
more generally as a CSP (see e.g. [18]). Computing the number of perfect match-
ings in a bipartite graph (#PBM) is #P-complete, because it is closely connected
to the #P-complete problem of computing the permanent of 0-1-matrices [24],
and counting the solutions of a CSP (#CSP) is a straightforward generaliza-
tion of #PBM. For #PBM, there exists a fully polynomial time randomized
approximation scheme [3]. However, using this approximation seems to demand
an infeasible amount of computation, considering that we would need to solve
the CAP up to four times for every remaining card to be assigned, and that
we would need to compute a new assignment of all remaining cards for every
rollout if using the single-UCT version. We hence propose our own algorithm to
approximate a uniformly random card assignment in the following.

The algorithm first computes the set of cards that every player can potentially
have without violating consistency. It then performs the following steps, every
time starting over again after successfully assigning one or more cards to a player:
if there is a card that can only be assigned to one player, assign it to that player;
if there is a player that needs exactly as many cards assigned as there are possible
cards it can have, assign all those cards to that player; if there is a player that
needs one ♣Q, assign one to that player; otherwise assign an arbitrary of the
remaining cards to an arbitrary player that can have it.

It is easy to see that the algorithm can only generate consistent card assign-
ments, because it never assigns a card to player that is not allowed to have it in
a consistent card assignment. We further argue that there exists a possible card-
to-player assignment of all remaining cards in every iteration of the algorithm:
if a card cannot be assigned to any player, then there must have been an earlier
iteration in which that card could only have been assigned to one player and the

2 In specific situations in the game type determination phase, it is also possible to
infer that a player wanted to play a marriage.

3 Informally, #P is the class of counting problems associated with decision problems
in NP.
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algorithm would have chosen that assignment. Because the algorithm assigns at
least one card in every iteration, it terminates after at most as many iterations
as there are cards left to be assigned initially.

Our algorithm does not generate consistent card assignments uniformly at
random for several reasons: first, the algorithm does not consider the number of
possible card assignments when randomly choosing a card and a player to assign
to. Second, it does not consider the number of card slots of the player, hence
treating assigning a card to a player with one open slot as likely as assigning it
to a player with many open slots. Third, prioritizing the assignment of a ♣Q to
a player does not consider the probability of that player getting a ♣Q without
enforcing it.

5 Experiments

In this section, we report results for several variants of the UCT algorithm for
doppelkopf. While there are many commercial doppelkopf programs and the
open source program FreeDoko4 which comes with various types of configurable
computer players (e.g. using simulations, search trees, or heuristics), it is a tech-
nically challenging task to evaluate these different programs together with our
algorithm due to the lack of a common framework. We hence evaluate the UCT
players in competition against each other and fill up empty player spots with
random players. Random players do not take part in the game determination
phase, do not make announcements and play random cards in every trick. They
can be seen as “dummy players” which do not influence the game.

Our general experimental setup is as follows: we compare two different UCT
players by letting them play together with two identical random players, play-
ing 1000 games with random card deals. We repeat those 1000 games in every
possible permutation of player positions, so that every player plays every hand
on every position once. The UCT algorithm generally computes 10000 rollouts
every time it is queried for a game state, independent of the UCT version used.
We evaluate a player’s performance as the average score points per game in the
95% confidence interval. We report the results achieved by each UCT player and,
in parenthesis, by both random players. The best result of every comparison is
highlighted in bold. Note that with overlapping confidence intervals, the results
are not always statistically significant. More precise results could be obtained by
increasing the number of games played.5

5.1 Exploration in the UCT Algorithm

In a first series of experiments, we investigate the influence of exploration in
both the ensemble-UCT and the single-UCT versions. Simultaneously, we test
4 http://free-doko.sourceforge.net/en/FreeDoko.html
5 Computing a set of 1000 games with two UCT players using the ensemble-UCT

version takes roughly 19.5h in average to complete. With the single-UCT version,
the average is roughly 46h, due to the high number of card assignments which need
to be computed.

http://free-doko.sourceforge.net/en/FreeDoko.html
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different combinations of the number of performed UCT computations X and
the number of rollouts Y performed in each such computation for the ensemble-
UCT version (denoted X/Y in the following). We disable performing Monte
Carlo simulations and discuss their influence below.

Table 1. Comparison of different values for the exploration bias C for different con-
figurations of the ensemble-UCT version.

ensemble-UCT (5/2000)

C = 6000 vs. C = 8000 1.48 ± 0.07 vs. 1.90 ± 0.08 (vs. −1.69 ± 0.05)
C = 8000 vs. C = 12000 1.42 ± 0.08 vs. 2.07 ± 0.10 (vs. −1.74 ± 0.05)
C = 12000 vs. C = 16000 1.65 ± 0.10 vs. 1.83 ± 0.12 (vs. −1.74 ± 0.05)
C = 16000 vs. C = 24000 1.63 ± 0.12 vs. 1.41 ± 0.13 (vs. −1.52 ± 0.06)
C = 24000 vs. C = 32000 1.35 ± 0.13 vs. 1.20 ± 0.13 (vs. −1.27 ± 0.06)

ensemble-UCT (10/1000)

C = 6000 vs. C = 8000 1.49 ± 0.06 vs. 1.94 ± 0.07 (vs. −1.72 ± 0.05)
C = 8000 vs. C = 12000 1.49 ± 0.07 vs. 2.16 ± 0.09 (vs. −1.83 ± 0.05)
C = 12000 vs. C = 16000 1.82 ± 0.10 vs. 2.01 ± 0.11 (vs. −1.92 ± 0.05)
C = 16000 vs. C = 24000 1.92 ± 0.11 vs. 1.79 ± 0.12 (vs. −1.86 ± 0.05)
C = 24000 vs. C = 32000 1.86 ± 0.12 vs. 1.66 ± 0.12 (vs. −1.76 ± 0.06)

ensemble-UCT (20/500)

C = 6000 vs. C = 8000 1.52 ± 0.06 vs. 1.95 ± 0.07 (vs. −1.73 ± 0.05)
C = 8000 vs. C = 12000 1.65 ± 0.07 vs. 2.08 ± 0.09 (vs. −1.86 ± 0.05)
C = 12000 vs. C = 16000 1.88 ± 0.09 vs. 1.91 ± 0.10 (vs. −1.90 ± 0.05)
C = 16000 vs. C = 24000 1.93 ± 0.10 vs. 1.75 ± 0.10 (vs. −1.84 ± 0.05)
C = 24000 vs. C = 32000 1.93 ± 0.10 vs. 1.59 ± 0.10 (vs. −1.76 ± 0.05)

Table 1 shows the results of the ensemble-UCT version. On a pairwise basis,
we compare using different values for the exploration bias C, each for the three
combinations 5/2000 (first block), 10/1000 (second block), and 20/500 (third
block). The first observation is that the results are consistent across all con-
figurations: With increasing C, performance first increases up to a sweet-spot
approximately around C = 16000 and then decreases. Considering that the
UCT reward can theoretically range from −16740 to +16740 (assuming a solo
game with the highest possible value of 11, not including irrational counter-
announcements), and most often will range from −2000 to +2000 (assuming an
average game value of 4), a value of C = 16000, multiplied with the square root
term of the UCT formula (ranging between 0 and 1), seems to be appropriate
to strongly favor exploration at the beginning, reducing exploration more and
more as the number of rollouts increases.

Next, we compare the three combinations with a fixed C against each other.
Table 2 shows that the combination 10/1000 achieves the best performance.
Apparently, there is a trade-off between the number of different card assignments
considered and the number of rollouts performed with a fixed card assignment.
Both using too few different card assignments and performing too few rollouts
with each card assignment hurts the quality of the UCT computation.

We now turn our attention to results of the single-UCT version displayed
in Table 3. We observe a similar trend for changing values of approximately
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Table 2. Comparison of different combinations of the number of UCT computations
and rollouts for the ensemble-UCT version.

ensemble-UCT (C=16000)

5/2000 vs. 10/1000 1.67 ± 0.12 vs. 1.83 ± 0.11 (vs. −1.75 ± 0.05)
10/1000 vs. 20/500 2.10 ± 0.11 vs. 1.70 ± 0.10 (vs. −1.90 ± 0.05)

C, however the best performance is achieved with a lower value of C = 8000.
Furthermore, the performance of the players using the single-UCT version com-
pared to the baseline players is weaker than with the ensemble-UCT version.
This lower absolute performance also explains why choosing a lower value for C
is better with the single-UCT version. We will compare the two UCT versions
directly against each other below.

Table 3. Comparison of different values for the exploration bias C for the single-UCT
version.

single-UCT

C = 2000 vs. C = 4000 0.26 ± 0.06 vs. 1.18 ± 0.08 (vs. −0.72 ± 0.05)
C = 4000 vs. C = 6000 0.37 ± 0.07 vs. 1.32 ± 0.09 (vs. −0.85 ± 0.05)
C = 6000 vs. C = 8000 0.53 ± 0.07 vs. 0.85 ± 0.09 (vs. −0.69 ± 0.05)
C = 8000 vs. C = 10000 0.52 ± 0.08 vs. 0.47 ± 0.09 (vs. −0.50 ± 0.05)
C = 10000 vs. C = 12000 0.33 ± 0.08 vs. 0.33 ± 0.09 (vs. −0.33 ± 0.04)
C = 12000 vs. C = 14000 0.30 ± 0.09 vs. 0.05 ± 0.09 (vs. −0.18 ± 0.05)

For the remainder of this section, we choose the combination 10/1000 and
C = 16000 for the ensemble-UCT version and C = 8000 for the single-UCT
version.

5.2 Influence of Announcements and Monte Carlo Simulations

In the following, we discuss the influence of two other parameters. We start
by investigating the influence of making announcements by comparing a UCT
player who is allowed to make announcements against one who is not. Table 4
shows the comparison for both UCT versions. We observe that for both UCT
versions, UCT players clearly profit from being allowed to make announcements.
This means that on average, they win more games than they lose if they make
an announcement. Finding the right amount of announcement making is a very
important way of increasing the score points gained on average. Also on a human
level of playing, this is crucial for top performance.

Second, we investigate the influence of performing a Monte Carlo simulation
when reaching a new state, adding only one new state rather than all states
encountered during rollouts to the tree. Table 5 shows the comparison for both
UCT versions. We observe that for the ensemble-UCT version, not performing
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Table 4. Comparison of allowed and forbidden announcing for both UCT versions.

ensemble-UCT (10/1000, C=16000)

Announcing vs. no announcing 1.70 ± 0.07 vs. 0.79 ± 0.05 (vs. −1.25 ± 0.04)

single-UCT (C=8000)

Announcing vs. no announcing 0.48 ± 0.06 vs. 0.19 ± 0.05 (vs. −0.33 ± 0.04)

a Monte Carlo simulation achieves a significantly better result than perform-
ing a simulation, while the opposite is true for the single-UCT version. This
confirms our assumption that the ensemble-UCT version, due to the fixed card
assignment for every single UCT computation, particularly profits from not per-
forming a simulation but recording all information gained during rollouts. Using
the single-UCT version, information gained in previous rollouts may be mis-
leading in rollouts with different card assignments, hence storing and reusing all
information can be harmful.

Table 5. Comparison of using and not using a Monte Carlo simulation for both UCT
versions.

ensemble-UCT (10/1000, C=16000)

No MC simulation vs. MC simulation 2.15 ± 0.11 vs. 1.73 ± 0.09 (vs. −1.94 ± 0.05)

single-UCT (C=8000)

No MC simulation vs. MC simulation 0.34 ± 0.08 vs. 0.85 ± 0.08 (vs. −0.59 ± 0.05)

5.3 Ensemble-UCT versus Single-UCT

Our next experiment compares the two UCT versions in their best configuration
(en-semble-UCT: 10/1000, C = 16000, no Monte Carlo simulation; single-UCT:
C = 8000, Monte Carlo simulation) directly against each other. The ensemble-
UCT version achieves a score points average of 4.52 ± 0.11, the single-UCT
version −1.25 ± 0.08, and the random players −1.63 ± 0.05. Hence our previous
observation is not only confirmed, but the performance of the single-UCT version
drops even below 0, and remains only slightly above the baseline players’ per-
formance. We conclude that using a new card assignment for every rollout leads
to less informed UCT trees, probably caused by the fact that rollouts may be
incompatible to each other, frequently preventing reusing all information across
rollouts.

5.4 Game Analysis Against a Human

Finally, we evaluate the ensemble-UCT version in a setup with a human and
two random players, playing two tournaments consisting of 24 games each. Note
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that we cannot repeat these games in all permutations because a human cannot
easily forget previously played hands. Furthermore, playing 24 games is a very
low amount to draw conclusions from. Hence the results are not significant, but
the games still serve as a basis for investigating the playing behavior of the
UCT player in the following. The results of the first (second) tournament are as
follows: the human player achieves 43 (15) score points, the UCT player −9 (7),
and the random players −15 (−35) and −19 (13), respectively.

We observe several trends in the playing behavior of the UCT player p: first,
p plays many solo games: 7 (9) in the first (second) tournament, winning only 4
(5) of them. While the absolute value of score points achieved in those games is
positive (+3 and +15), it is a lower average per game than what p (probably)
could have achieved by playing a normal game. Analyzing the hands p decided
to play a solo with for their use in a game with four humans, we think that 4 (4)
hands have no chances of being won in the first (second) tournament, 2 (3) have
borderline chances (e.g. depend on p being the starting player and on a “good”
card distribution to other players), and 1 (2) have a good chance of being won
or are clear solo hands. In nearly all of the cases, the hands are excellent for a
normal game, and especially with such hands, playing a solo only makes sense if
there is a very high chance of winning.

Second, in normal games, p never makes an announcement unless the oppos-
ing party already made an announcement. All of the games with such a “counter-
announcement” are lost for p, leading to a loss of 10 score points in each of the
tournaments. However, p always announces re when playing a solo, which is
reasonable.

Third, we observe that p plays the stronger the earlier it knows the par-
ties (e.g. in all marriage games) – which should not be surprising, as this usually
reduces the amount of reasonable card moves drastically. Also generally, p’s play-
ing strength increases over the course of a game, with fewer remaining options
to play. For example, it won the last trick with a charlie several times, scoring an
extra score point. This increasing playing strength also (partly) explains the less
informed decisions about solo playing and the (missing) announcement making,
both taking place at the beginning of a game.

5.5 Discussion

Our experiments show that using an ensemble of UCT computations has clear
benefits over only performing a single UCT computation which uses different
instantiations of the current belief state in every rollout. While a player based
on the ensemble-UCT version shows good card play performance, the ability
to correctly evaluate a hand for solo play and to decide whether to make an
announcement or not is less developed. A possibility of enhancing the perfor-
mance of such players with respect to hand evaluation would be to use a separate
algorithm for this purpose, as it has e.g. been done in skat [14]. An algorithm for
hand evaluation could profit from analyzing all cards simultaneously, in the con-
text of a given game type, rather than ranking every possible move by estimating
the outcome of the game when making this particular move next.
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More generally, there are other possibilities of improving our current UCT
players. First, analyzing the bias of the card assignment algorithm could help in
improving the algorithm to come closer to uniformly at random generating card
assignments, which in turn could have a positive impact on the performance of
UCT. Second, and this seems to be very important, domain specific knowledge
could help in the simulation phase of a rollout: rather than randomly choosing
a successor, using a heuristic approach such as a rule based successor selection
could greatly improve the quality of rollouts, especially of the first few hundred
rollouts of a UCT computation, where little or no information from previous
rollouts is available. In particular, this would accelerate the convergence of the
UCT algorithm. Third, the computation of UCT rollouts currently underlies the
assumption that the other players act similar to the UCT player itself, i.e. the
decision making for other players is the same. This assumption could be dropped
and decision making for other players could be replaced by heuristic based or
even random successor selection. Fourth, a UCT player could keep relevant parts
of the tree(s) constructed in previous UCT computations for the next move it
will be queried for, thus starting the new UCT computation with an already
initialized tree. This would potentially accelerate the convergence of the UCT
computation.

6 Conclusion

We introduced doppelkopf as a benchmark problem for AI research. Although
the game play is similar as in skat, a well-established game in the AI community,
doppelkopf has a much larger state space and more strategical playing depth. As
a baseline for future research, we adapted the UCT algorithm, a state-of-the-art
approach for many other scenarios of acting under uncertainty. We discussed
the problem of uniformly at random generating consistent card assignments,
which are required to compute UCT rollouts under full information. Because this
computation is inherently hard, we presented our own algorithm to approximate
the uniformly-at-random computation. We experimented with several variants
of the UCT algorithm and obtained good results against baseline players. While
hand evaluation, required for solo play decisions and announcement making,
tends to be overly optimistic, UCT based players showed good card play skills.

We presented several ideas for improving our current UCT players in future
work. Apart from those improvements, we would like to compare our UCT play-
ers against computer players of other types. A first step towards this end could
be to replace the random players by rule based or other heuristic players. Second,
more importantly, our implementation of UCT players could be integrated with
other existing doppelkopf systems such as the open source FreeDoko program.
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Abstract. Symmetries provide the basis for well-established approaches
to tackle the state explosion problem in state space search and in AI
planning. However, although by now there are various symmetry-based
techniques available, these techniques have not yet been empirically eval-
uated and compared to each other in a common setting. In particular, it
is unclear which of them should be preferably applied, and whether there
are techniques with stronger performance than others. In this paper, we
shed light on this issue by providing an empirical case study. We com-
bine and evaluate several symmetry-based techniques for cost-optimal
planning as heuristic search. For our evaluation, we use state-of-the-art
abstraction heuristics on a large set of benchmarks from the international
planning competitions.

1 Introduction

Common tasks in heuristic search and classical planning face the state explo-
sion problem, meaning that the task’s state space grows exponentially in the
size of a compact description. As a consequence, the ability to effectively tackle
the state explosion problem is crucial in order to scale to large problem sizes. A
well-established approach for this purpose is based on the detection and exploita-
tion of problem symmetries. Originating in the area of computer aided verifica-
tion [14], symmetries have also been successfully applied in the heuristic search
and planning communities [4,5,8–10,18,19,21,24,25]. Search techniques based
on symmetries traditionally take into account that “symmetrical” states can be
treated in an analogous way as the “original” state, thereby attempting to reduce
the size of the task’s reachable search space. For example, for a robot that has to
carry a blue and a red ball to a destination location, it does not matter in which
hand it actually carries the blue and the red ball, rendering the corresponding
states symmetrical.

Symmetries have been studied in several variations. Symmetrical lookups,
introduced in the context of pattern database heuristics for the sliding tile puzzle
[3], maximize heuristic values over symmetrical states. Similarly, dual lookups
c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 166–180, 2015.
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can be considered as an instantiation of symmetry exploitation for permutation
problems. In a nutshell, dual lookups compute two heuristic values per state, one
for the actual state and one for the “dual” state which is known to have the same
goal distance. Hence, maximizing the estimations over these states preserves
admissibility [8,25]. For classical planning as heuristic search, symmetries have
been applied to prune symmetrical states explicitly [4,18]. In addition, Sievers et
al. [24] recently studied symmetries on a factored level for computing abstraction
heuristics based on the merge-and-shrink framework [13]. Apparently, each of
these techniques has shown to be useful in a particular context, but from a more
global point of view, it is unclear which technique should be applied in which
setting, if there are techniques that perform stronger than others, and if they
can be combined to increase performance even further.

In this paper, we provide an empirical evaluation of these symmetry tech-
niques. As the planning community offers a large and diverse benchmark set from
the international planning competitions, we perform our study in the context of
domain-independent planning. Our evaluation includes symmetries for cutting
the search space as well as for computing merge-and-shrink heuristics. Further-
more, we adapt the concept of symmetrical and dual lookups to planning. While
Shleyfman et al. [21] have shown that several planning heuristics are invariant
under symmetries, this is presumably not the case for abstraction heuristics like
merge-and-shrink, which are subject to our study.

2 Background

A SAS+ planning task [2], augmented with operator costs, is defined as a tuple
Π = 〈V,O, s0, s�, cost〉 consisting of a finite set V of finite-domain state vari-
ables, a finite set of operators O, an initial state s0, a goal s�, and an operator
cost function cost . States are defined by mappings from the variables in V to
corresponding values in their domains. The goal description is specified as a
conjunction of variable/value pairs (also called facts). An operator consists of a
precondition and an effect which are both represented as conjunctions of facts.
An operator o is applicable in a state s if o’s precondition complies with s, and
applying o in s yields the successor state s(o) by setting o’s effect variables in s
accordingly. A plan is a sequence of operators that is sequentially applicable in
s0 and leads to a state that complies with the goal s�. The cost of a plan π is the
sum of the costs of operators in the plan. A plan π is called optimal if its cost
is minimal among all plans. A planning task Π induces a state transition graph
TΠ , where TΠ ’s vertices are Π’s states, and there is an edge between states s
and s′ if there is an operator o that is applicable in s and s′ := s(o).

We will provide a short introduction to techniques that exploit symmetries
for different purposes. We refer to the literature for details and more formal
descriptions.



168 S. Sievers et al.

2.1 Structural Symmetries and Orbit Space Search

We base on the notion of structural symmetries (called symmetries for short in
the following) which have recently been introduced by Shleyfman et al. [21]. Such
symmetries map facts to facts and operators to operators in a way that forces
the induced mapping on the state transition graph TΠ to be an automorphism of
TΠ that maps goal nodes to goal nodes. Symmetries induce equivalence relations
on TΠ ’s nodes, i.e. on the set of Π’s states. Two states s and s′ are in the same
equivalence class if there is a symmetry σ such that σ(s) = s′.

In general, finding the coarsest equivalence relation is NP-hard [16]. Hence,
in practice, an equivalence between two states s and s′ is established via a
procedural mapping C : S → S from states to states in their equivalence class
which induces an over-approximation of the coarsest equivalence relation. Two
states s and s′ are said to be equivalent if they are mapped to the same state
by C. The equivalence classes induced by C are called orbits. Pruning algorithms
based on symmetry elimination only consider the orbits instead of all states.
In the following, we consider symmetry elimination based on orbit space search
[6]. Orbit space search performs the search directly on the space induced by the
orbits of all states: For all encountered states s, a symmetrical representative of
the orbit of s is computed and used for the further search.

2.2 Factored Symmetries and Merge-and-Shrink

Symmetries have also been studied on a factored level [24] for computing merge-
and-shrink (M&S) heuristics [13]. Merge-and-shrink heuristics represent a popu-
lar class of abstraction heuristics. Starting from the “atomic” abstractions that
represent the projection on single variables, the merge-and-shrink computation
iterativeley selects two elements from the current set of abstractions, possibly
unifies abstract states in one or both abstractions so that the product of their
sizes respects a given size limit (the so-called shrink step), and then computes
the synchronized product of the two abstractions (the so-called merge step).
The resulting synchronized product replaces the two abstractions, and the pro-
cess repeats until one abstraction is left.

In this framework, for a given set of abstractions Θ during the computation
of merge-and-shrink, factored symmetries capture locally symmetrical aspects of
(some of) the abstractions in Θ. Such symmetries can be used for lossless shrink-
ing and to devise merging strategies for computing merge-and-shrink abstrac-
tions by preferably merging those abstractions that are affected by common
factored symmetries.

2.3 Symmetrical Lookups

The concept of symmetrical lookups has been successfully proposed in the area
of search, but has not been evaluated in the planning area so far. We have
adapted symmetrical lookups for planning as follows: For a given heuristic
h and state s, we define the heuristic value h̄(s) for s as the maximum of
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{h(s), h(s1), . . . , h(sm)}, where si for i ∈ {1, . . . , m} are states located in the
same orbit as s (i.e. states symmetrical to state s). From a theoretical point of
view, there is no further restriction on the set S = {s1, . . . , sm} of symmetrical
states. At the extreme ends of the spectrum, S could be empty (i.e. no symmet-
rical lookups are performed), or could contain the whole set of states from the
orbit of s (which is presumably expensive to compute in practice). From a prac-
tical point of view, several strategies to compute S are possible, and it remains
an experimental question to find the sweet-spot of the tradeoff to increase the
heuristic values as much as possible, while still being efficiently computable.

While the use of symmetrical lookups preserves the admissibility of a given
heuristic h, it generally renders h to be inconsistent, which means that the result-
ing heuristic h̄ does no longer satisfy the equality h̄(s) ≤ h̄(s′) + cost(o), where
s′ is the successor state of s when operator o is applied. To alleviate this problem,
bidirectional pathmax (BPMX) has been proposed and successfully applied in the
heuristic search community [7]. Informally speaking, BPMX “repairs” inconsis-
tent jumps in the heuristic values for s and successor state s(o) (and vice versa) by
adapting the values accordingly. Like symmetrical lookups, BPMX has not been
applied in the planning context. Because symmetrical lookups as we adapted them
to planning face the same problem of rendering heuristic values inconsistent, we
also adapt BPMX to planning: whenever a node is expanded, the heuristic values
of its successors are recursively updated up to a given recursion depth.

3 Experimental Study

We evaluate the previously discussed symmetry techniques for classical planning
using A∗ search or orbit space search in combination with several abstraction
heuristics from the planning literature. All techniques are implemented in the
Fast Downward planner [12]. We use the optimal benchmarks from the Inter-
national Planning Competition (IPC) up to IPC2011 with language features
supported by the investigated heuristics (44 domains with a total of 1396 tasks).
All experiments are performed on computers with Intel Xeon E5-2660 CPUs run-
ning at 2.2 GHz and with a time bound of 30 minutes and a memory bound of 2
GB, as common in IPCs. We compute both structural symmetries and factored
symmetries with the graph automorphism tool Bliss [15].

3.1 Symmetries in Common Planning Benchmarks

In a first experiment, we investigate the occurrence of symmetries in the set
of considered planning benchmarks. To the best of our knowledge, despite the
success of symmetry handling in planning, no previous work has quantitatively
analyzed the occurrence of symmetries in commonly used planning benchmarks
so far. In the following, we report the number of tasks of every domain in which
we discovered at least one non-trivial symmetry generator, the sum and the
median of such generators aggregated over all tasks of every domain, as well as
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the number of discovered symmetry generators of different orders.1 Table 1 lists
the data.

The first and general observation we make (columns 2 and 3) is that there
are lots of symmetries in this standard set of planning benchmarks, even more
than one might have expected. In particular, only 3 domains (Blocksworld and
the two Parcprinter domains) do not expose a symmetry in any task, and in 1103
tasks symmetries do occur. Furthermore, in 38 out of 44 domains, more than
half of the tasks contain symmetries, and in most of these 38 domains, almost all
the tasks are symmetrical. This huge number of symmetries is remarkable as the
domains stem from quite different areas, covering both academic and real-world
scenarios. It shows that symmetries are a quite general concept that often occurs
in practice. Obviously, the large number of symmetries particularly explains the
recent success of the symmetry techniques evaluated in planning. In addition,
it suggests that further improvements based on symmetry-exploiting techniques
are achievable—we will come back to this point below.

Furthermore, we observe that there is a remarkable difference in the number
of generators found in the different domains, both with respect to the sum and
with respect to the median (columns 4 and 5), which shows that the domains
are structured quite differently in this respect. Interestingly, considering the
generators’ order for every task, we observe that the vast majority of generators
has the simplest possible order of two. In rare cases, however, there also exist
more complex generators of higher order. We should note that even having all
generators being of order 2 does not ensure that all elements of the group will
be of that order. An example can be seen in Gripper domain, where generators
found by Bliss represent either (a) symmetries between two grippers, or (b)
symmetries between ball i and ball i + 1, for all 1 ≤ i < n. All generators are
of order 2, but there are elements of all orders up to n that can be composed
out of those generators. Note also that other tools for finding automorphisms
of coloured graphs might have found a different set of generators. Lastly, note
that group or generator orders are only some of the features describing group
structure and knowing a group structure could result in better exploitation of the
found symmetries. Apparently, as we will see in the next sections, the existing
methods already yield powerful symmetry elimination techniques for planning.
It remains an open question why so many of the generators discovered by Bliss
have this particular order. We suspect that the generators’ order depends on
the representation of the considered planning task. Currently, we have used
the SAS+ representation generated by the Fast Downward planner. It will be
interesting to investigate if there are more suitable SAS+ representations that
are more amenable to finding generators of higher order, and if the available
symmetry-techniques can profit from them.

1 The order of a generator σ is defined as the smallest number of function compositions
with itself that yields the identity function, i.e. order(σ) = n if n is the smallest
number with σ ◦ · · · ◦ σ︸ ︷︷ ︸

n

= id .
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Table 1. Properties of IPC domains: total number of tasks (total), number of tasks
with at least one symmetry (symm), and number of generators for every domain (sum
and median over all tasks), histogram of generators’ order.

# tasks # generators # generators of order
total symm sum median 2 3 4 5

airport 50 42 205 4 205 - - -
barman-11 20 20 73 4 73 - - -
blocks 35 0 0 0 0 - - -
depot 22 22 118 4 118 - - -
driverlog 20 20 85 3 85 - - -
elevators-08 30 20 38 1 38 - - -
elevators-11 20 13 23 1 23 - - -
floortile-11 20 20 48 2 48 - - -
freecell 80 1 1 0 1 - - -
grid 5 5 27 5 27 - - -
gripper 20 20 460 23 460 - - -
logistics00 28 28 116 3.5 116 - - -
logistics98 35 35 2757 51 2756 1 - -
miconic 150 141 1893 13 1892 1 - -
mprime 35 35 649 15 649 - - -
mystery 30 28 471 10.5 471 - - -
nomystery-11 20 20 54 2.5 54 - - -
openstacks-08 30 30 221 7 221 - - -
openstacks-11 20 20 149 7 149 - - -
openstacks 30 11 20 0 19 - - 1
parcprinter-08 30 0 0 0 0 - - -
parcprinter-11 20 0 0 0 0 - - -
parking-11 20 20 150 7.5 150 - - -
pathways-noneg 30 29 210 7 210 - - -
pegsol-08 30 30 58 2 58 - - -
pegsol-11 20 20 40 2 40 - - -
pipesworld-notankage 50 50 470 8 470 - - -
pipesworld-tankage 50 50 1547 22.5 1547 - - -
psr-small 50 32 73 1 73 - - -
rovers 40 32 381 4 381 - - -
satellite 36 36 12115 92 12115 - - -
scanalyzer-08 30 26 201 6 200 1 - -
scanalyzer-11 20 18 142 6.5 142 - - -
sokoban-08 30 27 114 3 113 - 1 -
sokoban-11 20 19 66 3 65 - 1 -
tidybot-11 20 7 13 0 13 - - -
tpp 30 29 197 6 197 - - -
transport-08 30 30 76 2 76 - - -
transport-11 20 20 50 2 50 - - -
trucks 30 29 96 3 96 - - -
visitall-11 20 11 16 1 16 - - -
woodworking-08 30 22 244 5 244 - - -
woodworking-11 20 16 150 5 150 - - -
zenotravel 20 19 199 6 199 - - -

Total 1396 1103 24016 4 24010 3 2 1

3.2 Setup of the Study

Our evaluation focuses on abstraction heuristics because they represent a popular
class of planning heuristics used for cost-optimal planning that are presumably
not invariant under symmetries. In more detail, we evaluate heuristics based on
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merge-and-shrink [13], iPDB [11] in the implementation by Sievers, Ortlieb and
Helmert [22], and CEGAR [20].

To use symmetrical lookups and orbit space search in combination with
merge-and-shrink heuristics, we need to make sure that the heuristics yield
admissible values for all symmetrical states. While this might seem obvious at
first glance, admissibility is no longer guaranteed for regular merge-and-shrink
heuristics within a straight-forward combination: in Fast Downward, abstract
states in intermediate abstractions are pruned if they are unreachable from the
initial state of the task. However, as the applied symmetries do not stabilize the
initial state, admissibility can be violated because a non dead-end state could
have a symmetrical state which corresponds to such a pruned abstract state.
To address this issue, we simply disable this pruning within the computation of
merge-and-shrink in all configurations that combine merge-and-shrink with orbit
search. (The alternative of only using symmetries that additionally stabilize the
initial state yields fewer symmetries and performs worse.) For the combinations
of merge-and-shrink with symmetrical lookups and without orbit space search,
we address this problem by ignoring symmetrical states with values of infinity if
the original state is not evaluated to infinity. (The alternatives of only using sym-
metries that also stabilize the initial state again performs worse, and disabling
the pruning of unreachable states within merge-and-shank is slightly worse in
this setting.)

In the following, we focus on merge-and-shrink heuristics because all symme-
try techniques (including factored symmetries) are applicable. Results for iPDB
and CEGAR are discussed at the end of the section.

3.3 Symmetrical Lookups and BPMX

We investigate the following questions: First, how much can symmetrical lookups
reduce the number of expansions and increase the coverage (i.e. the number of
solved problems)? Second, what is the influence of the number of considered sym-
metrical states? Third, can these techniques improve the total runtime? Fourth,
how important is BPMX in this setting? We report results for the best avail-
able merge-and-shrink configuration in Fast Downward, which uses the merging
strategy DFP [23] and the shrinking strategy based on bisimulation [17] with
size limit 50000.

We address the first three questions (i.e. no use of BPMX yet) in a first exper-
iment, reported in Table 2. We compare the baseline, i.e. A∗ with merge-and-
shrink (base), to merge-and-shrink with the inclusion of symmetrical lookups for
1 symmetrical state found by a short random walk in the orbit (slone), and for 5,
10 or all symmetrical states found by a breadth first search in the orbit (slsub5,
slsub10, slall). We observe the following trends. Symmetrical lookups generally
help in increasing the coverage and reducing the number of expansions,2 both
with respect to the sum over all commonly solved tasks as well as with respect

2 Note that we generally report the number of expansions excluding the last f layer
to avoid the (arbitrary) tie-breaking effects in the last f layer.
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Table 2. M&S (base) vs. M&S with symmetrical lookups: one symmetrical state com-
puted via a short random walk (slone), a subset of symmetrical states of size 5/10
(slsub5/10), all symmetrical states (slall).

base slone slsub5 slsub10 slall

Coverage 652 656 658 658 658
Expansions sum 607602428 501671723 493848579 471769190 493848579
Expansions median 1263 1059 811 811 811

to the median over all tasks solved by at least one configuration (where unsolved
tasks are counted as infinity). While the extreme ends of the spectrum (consid-
ering one vs all symmetrical states) does not hit the sweet spot of the tradeoff to
be as informative and efficient as possible, considering some symmetrical states
can considerably decrease the number of expansions while still being efficiently
computable. In the following, when referring to symmetrical lookups, we always
mean the best configuration where the h value is maximized over 10 additional
symmetrical states (and call it “sl” from here on).

Next, we compare the baseline against the best configuration with symmetri-
cal lookups in more details on a per-task base. Figure 1 shows results as scatter-
plots of expansions and total time for this comparison. The plot for expansions
(left) shows that using symmetrical lookups improves the heuristic quality in
quite a lot of problems (reduced number of expansions). Considering the run-
time (right plot), we see that computing symmetrical states as expected incurs
a computational overhead that results in a general increase of runtime. Still,
the coverage increases as previously shown in Table 3, and hence the heuristic
quality improvement in this comparison outweighs the increase in runtime.

100 101 102 103 104 105 106 107
100

101

102

103

104

105

106

107

unsolved

unsolved

base

sl

100 101 102 103
100

101

102

103

unsolved

unsolved

base

sl

Fig. 1. M&S (base) vs. M&S with symmetrical lookups (sl): expansions (left) and total
time (right)
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Table 3. M&S (base) vs. M&S with symmetrical lookups (sl) with and without BPMX
of varying depth X (-bpX).

base sl sl-bp1 sl-bp2 sl-bp10

Coverage 652 658 658 658 658
Expansions sum 607602428 471769190 471769292 471769236 471769236
Expansions median 1260 751 751 751 751

Finally, we investigate to which extent BPMX can help in combination with
symmetrical lookups, which generally render heuristics to be inconsistent. We
evaluate three variants: the most simple variant that only updates h values of
successor states (bp1), a variant that updates the h values recursively up to a
depth of 2 (i.e. for successor states of successor states, including the parents
if there exist invertible operators, which corresponds to BPMX in the sense of
Felner et al. [7]) (bp2), and a variant that performs up to 10 recursive updates
of h values of previously visited states (bp10). Table 3 shows the results.

We observe that, in contrast to results reported in the heuristic search com-
munity, BPMX does not help when applied for planning problems. The reduction
in expansions compared to using symmetrical lookups without BPMX is very
small, in a range not visible when comparing the median over tasks, and there
is no coverage gain. As one would expect based on these numbers, a compar-
ison of symmetrical lookups with BPMX (with recursive updates up to depth
10) against the baseline yields scatterplots that look the same as the plots in
Fig. 1. Also a direct comparison of using symmetrical lookups with and with-
out BPMX shows that the number of expansions remains the same for nearly all
tasks, and the runtime slightly increases for some tasks. A more detailed analysis
reveals that heuristic value corrections due to BPMX only occur in 13 domains,
in approximately 2% of all tasks for which the merge-and-shrink abstraction was
successfully computed, which shows that in most cases, merge-and-shrink with
symmetrical lookups still remains a consistent heuristic.

We conclude that symmetrical lookups with not too much overhead, i.e. for a
limited number of additional symmetrical states evaluations in every state, can
yield performance improvements for planning. Using BPMX may improve the
heuristic quality in very few cases, but the computational overhead never pays
off (but it also does not hurt in terms of coverage in the tested configurations).
In the following, we hence stick to using symmetrical lookups without BPMX.

3.4 Results for Merge-and-Shrink Heuristic

In our final experiments for merge-and-shrink, we compare all techniques. We
again use A∗ with merge-and-shrink as baseline (base), and combine merge-and-
shrink with symmetrical lookups (sl) as before, with orbit space search (oss), and
with factored symmetries in the configuration “symm” reported by Sievers et al.
[24] (fs). Table 4 shows domain-wise coverage and the number of expansions as
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Table 4. Domain-wise coverage and aggregated expansions (sum and median) for
M&S with all symmetry combinations. Abbreviations: base: A∗, oss: orbit space search,
sl: symmetrical lookups, fs: factored symmetries; X-Y: combination of X and Y; all:
combination of oss, sl and fs.

base oss sl fs oss-sl oss-fs sl-fs all

airport (50) 18 18 18 18 18 18 18 18
barman-11 (20) 4 8 4 4 7 8 4 7
blocks (35) 27 27 27 26 27 27 26 26
depot (22) 6 8 7 7 8 9 7 9
driverlog (20) 12 13 12 12 13 13 12 13
elevators-08 (30) 16 19 17 16 19 18 17 18
elevators-11 (20) 13 16 14 13 16 15 14 15
floortile-11 (20) 5 5 5 2 5 3 2 3
freecell (80) 20 20 20 20 20 20 20 20
grid (5) 2 2 2 2 2 2 2 2
gripper (20) 19 20 19 18 20 20 18 20
logistics00 (28) 20 20 20 20 20 20 20 20
logistics98 (35) 5 5 5 4 5 5 4 5
miconic (150) 72 76 73 77 75 78 76 78
mprime (35) 23 22 23 23 22 23 23 23
mystery (30) 16 16 16 16 15 17 16 16
nomystery-11 (20) 18 18 20 16 20 18 16 18
openstacks-08 (30) 20 24 19 20 23 24 19 23
openstacks-11 (20) 15 19 14 15 18 19 14 18
openstacks (30) 7 7 7 7 7 7 7 7
parcprinter-08 (30) 14 13 14 14 13 13 14 13
parcprinter-11 (20) 10 9 10 10 9 9 10 9
parking-11 (20) 2 2 2 7 2 7 7 7
pathways-noneg (30) 4 4 4 4 4 4 4 4
pegsol-08 (30) 29 29 29 27 29 28 27 28
pegsol-11 (20) 19 19 19 17 19 18 17 18
pipesworld-nt (50) 16 18 15 16 16 18 16 16
pipesworld-t (50) 14 17 14 15 17 17 15 17
psr-small (50) 50 50 50 50 50 50 50 50
rovers (40) 8 8 8 8 8 8 8 8
satellite (36) 6 7 6 6 6 7 6 7
scanalyzer-08 (30) 13 18 13 12 18 17 12 17
scanalyzer-11 (20) 10 14 10 9 14 13 9 13
sokoban-08 (30) 26 29 27 30 29 30 30 30
sokoban-11 (20) 20 20 20 20 20 20 20 20
tidybot-11 (20) 1 1 1 1 1 1 1 1
tpp (30) 6 7 7 6 8 7 6 7
transport-08 (30) 11 11 11 11 11 11 11 11
transport-11 (20) 6 7 7 6 7 7 7 7
trucks (30) 7 8 7 8 8 9 8 9
visitall-11 (20) 9 9 9 10 9 10 10 10
woodworking-08 (30) 13 13 13 13 13 12 13 12
woodworking-11 (20) 8 8 8 8 8 7 8 7
zenotravel (20) 12 12 12 10 12 11 11 12

Coverage sum (1396) 652 696 658 654 691 698 655 692

Expansions sum 5.16e+8 2.68e+8 4.01e+8 3.65e+8 2.54e+8 2.39e+8 3.44e+8 2.32e+8
Expansions median 5077 4292 4481 7432 2814 5499 6216 4593

the sum over commonly solved tasks and as the median over all tasks solved by
at least one configuration.

Comparing the individual techniques to the baseline (columns 2–5), we
observe that all symmetry techniques help, both in terms of coverage and expan-
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sions. For the domains with no symmetries (Blocksworld and both Parcprinter
domains), there is a slight reduction in coverage for some configurations due
to the overhead of searching for symmetries without finding any. For all other
domains, orbit space search and symmetrical lookups only reduce coverage in a
very few cases, whereas factored symmetries perform worse in a few more cases.
Generally, orbit space search yields by far the strongest performance improve-
ment (both in terms of coverage and expansions), compared to symmetrical
lookups and factored symmetries that increase the coverage rather modestly,
but also reduce expansions.

When combining the individual techniques (columns 6–9), we again observe
that orbit space search increases the coverage for all configurations, i.e. it is
always beneficial to include it with either of the other two techniques, com-
pared to only using one of the other techniques (with one exception in the
domain nomystery). The combination of factored symmetries with orbit space
search is particularly beneficial, achieving the overall highest coverage, improv-
ing over both using only factored symmetries or only using orbit space search.
The opposite holds for the combination of symmetrical lookups with orbit space
search: coverage decreases compared to only using orbit space search. We gen-
erally observe that adding symmetrical lookups to a configuration decreases the
number of expansions as expected, but does not increase performance in terms
of coverage, due to the computational overhead.

3.5 Results for iPDB and CEGAR Heuristics

We investigate orbit space search and symmetrical lookups with iPDB and with
the CEGAR heuristic in its best configuration using the landmarks and goals
decomposition [20]. Again, we report results for computing 10 symmetrical states
when using symmetrical lookups, and leave out BPMX as its benefit is negligible
also in this context. Table 5 shows a domain-wise overview of coverage and
summarized expansions (summed over commonly solved tasks and the median
over all tasks solved by at least one configuration of the heuristic) for A∗ with
the corresponding heuristic (base), and for the corresponding heuristic combined
with orbit space search (oss), symmetrical lookups (sl), and the combination
thereof (oss-sl).

For CEGAR, we observe that orbit space search is again, as for merge-and-
shrink, the most improving symmetry-based technique. However, the are also
several domains in which coverage decreases and the median of expansions is
even higher than with the baseline. Presumably, due to the way they are con-
structed, CEGAR abstractions are especially well-informed along a path from
the initial state to the goal, but not necessarily on a symmetrical path (because
our symmetries do not stabilize the initial stated). Furthermore, due to the
CEGAR computation starting the refinement near goal states, CEGAR abstrac-
tions yield well-informed heuristics close to the goal, which often results in fewer
expansions on the last f layer than with other heuristics. Indeed, computing
the median of expansions including the last f layer, the number for CEGAR
with orbit space search is smaller than for the baseline. The second observation
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Table 5. CEGAR and iPDB with A∗ (base), with orbit space search (oss), with A∗

and symmetrical lookups (sl), and with a combination of oss and sl (oss-sl).

CEGAR iPDB
base oss sl oss-sl base oss sl oss-sl

airport (50) 32 24 30 28 23 23 23 23
barman-11 (20) 4 8 4 6 4 8 4 7
blocks (35) 18 18 18 18 28 28 28 28
depot (22) 6 7 6 7 8 10 7 11
driverlog (20) 10 11 10 12 13 13 13 13
elevators-08 (30) 18 19 19 19 20 21 20 21
elevators-11 (20) 15 16 16 16 16 17 16 17
floortile-11 (20) 2 2 2 2 2 3 2 3
freecell (80) 52 53 53 52 20 20 20
grid (5) 2 2 2 2 3 3 3 3
gripper (20) 7 20 7 20 7 20 7 20
logistics00 (28) 20 15 20 16 21 20 21 20
logistics98 (35) 9 5 8 6 5 5 5 5
miconic (150) 71 75 66 73 55 60 55 58
mprime (35) 26 24 27 23 23 23 23 23
mystery (30) 17 16 17 15 16 17 16 17
nomystery-11 (20) 14 13 14 14 18 20 19 20
openstacks-08 (30) 20 24 19 23 20 24 19 23
openstacks-11 (20) 15 19 14 18 15 19 14 18
openstacks (30) 7 7 7 7 7 7 7 7
parcprinter-08 (30) 22 22 22 22 13 13 13 13
parcprinter-11 (20) 17 17 17 17 9 9 9 9
parking-11 (20) 0 0 0 0 7 7 7 7
pathways-noneg (30) 4 4 4 4 4 4 4 4
pegsol-08 (30) 28 28 28 28 28 29 27 28
pegsol-11 (20) 18 18 18 18 19 20 18 19
pipesworld-notankage (50) 17 20 17 18 21 24 20 22
pipesworld-tankage (50) 13 18 13 17 16 20 16 19
psr-small (50) 49 50 49 50 49 50 49 50
rovers (40) 7 7 7 7 8 8 8 8
satellite (36) 6 7 6 6 6 6 6 6
scanalyzer-08 (30) 12 16 12 15 13 18 13 18
scanalyzer-11 (20) 9 12 9 11 10 14 10 14
sokoban-08 (30) 22 27 20 26 29 30 29 30
sokoban-11 (20) 19 20 17 20 20 20 20 20
tidybot-11 (20) 14 10 14 14 14 14 14 14
tpp (30) 7 8 7 8 6 7 6 7
transport-08 (30) 11 11 11 11 11 11 11 11
transport-11 (20) 6 6 6 6 6 7 6 7
trucks (30) 12 12 12 12 8 10 9 10
visitall-11 (20) 9 9 9 9 16 16 16 16
woodworking-08 (30) 12 12 12 12 9 9 9 9
woodworking-11 (20) 7 7 7 7 4 4 4 4
zenotravel (20) 12 12 13 13 11 12 11 11

Sum (1396) 698 731 689 728 661 723 657 713
Expansions sum 50.8e+8 29.2e+8 44.5e+8 19.1e+8 33.2e+8 15.0e+8 31.4e+8 13.3e+8
Expansions median 5118 7285 5799 2906 6931 2440 6339 1952
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for CEGAR is that adding symmetrical lookups reduces the summed number
of expansions as for merge-and-shrink, but also decreases coverage due to the
computational overhead both compared to the baseline and orbit space search.

Considering iPDB, we observe a behavior more similar to merge-and-shrink
than CEGAR: orbit space search is the best performer in terms of coverage in
42 out of 44 domains, and expansions are greatly decreased. However, including
symmetrical lookups is again only beneficial in terms of expansions, but not for
coverage.

4 Discussion

Our case study shows that symmetries frequently occur in various planning tasks,
and confirms that currently available symmetry-techniques can significantly help
for planning with state-of-the-art abstraction heuristics. Most notably, this is
the case for orbit space search, where the number of solved problems usually
increases considerably for all of the considered heuristics. For the other tech-
niques, i.e. symmetrical lookups and factored symmetries, the improvement in
coverage is often rather modest (and in some cases, coverage can even decrease).
We furthermore observe that BPMX does not perform equally strong for plan-
ning as for search.

Despite the improvement obtained with existing symmetry-techniques, one
can argue that there is even room for further improvement because there are sev-
eral domains (e.g., Airport or Rovers) where symmetries do occur, but the num-
ber of solved tasks could not be increased nevertheless. Even in the domain with
the highest number of discovered symmetries (Satellite), the coverage increase
is rather modest (one more solved task with merge-and-shrink and the CEGAR
heuristic, no improvement for iPDB). Exploiting these symmetries more accu-
rately can potentially yield even stronger symmetry-techniques. Additionally, it
will be interesting to investigate the impact of the SAS+ representation on the
occurrence of symmetries.
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Abstract. An agent that interacts with a nondeterministic environ-
ment can often only partially observe the surroundings. This necessitates
observations via sensors rendering more information about the current
world state. Sensors can be expensive in many regards therefore it can be
essential to minimize the amount of sensors an agents requires to solve
given tasks. A limitation for sensor minimization is given by essential
sensors which are always required to solve particular problems. In this
paper we present an efficient algorithm which determines a set of neces-
sary observation variables. More specifically, we develop a bottom-up
algorithm which computes a set of variables which are always necessary
to observe, in order to always reach a goal state. Our experimental results
show that the knowledge about necessary observation variables can be
used to minimize the number of sensors of an agent.

Keywords: AI planning · Nondeterministic planning · Partial observ-
ability · Observation actions

1 Introduction

An agent that interacts with a nondeterministic environment can often only par-
tially observe the surroundings. Acting in such an environment with uncertainty
necessitates observations of the current world state via sensors to obtain more
information for reaching a goal state. Such sensors can be expensive with regards
to battery, money, weight, maintenance, and time. Therefore it can be useful or
even essential to minimize the amount of sensors necessary to solve a particular
planning task. More precisely, we consider the sensors an agent needs to be fit-
ted with. In this paper, we discuss the problem of minimizing a set of necessary
sensors and not the problem of minimizing the amount of sensor observations.
For example, in a specific robotic application, an RGB-D camera can handle all
the observations a laser scanner would be used for, thus obviating the latter.
Regarding an extraterrestrial mission such a sensor reduction can be essential to
minimize the weight. We represent the uncertainty of a current world state as
a set of world states denoted as belief state. Applying and selecting actions and
observations via sensors for belief states (decision points) in such an environ-
ment is called offline partially observable nondeterministic planning. Similar to
c© Springer International Publishing Switzerland 2015
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Mattmüller et al. [1] we reduce the problem of sensor minimization by assuming
that a sensor and its measured data are represented by a state variable which
can be observed. This simplification induces a search for a minimal set of vari-
ables O where only the variables contained in O can be observed and still every
planning task of the underlying planning domain is solvable. After the removal
of a variable o from the set of observable variables O we call o reduced. In addi-
tion, we reduce the problem of finding such a set of variables from the planning
domain level to the planning task level. As Mattmüller et al. [1] mentioned, it
is possible to generalise the results if such a planning task is reasonably chosen
with regard to the underlying planning domain. Clearly, necessary observation
variables of a planning task Π can never be reduced without losing power with
regard to solving problems because if such a necessary observation variable is
not observable, at least planning task Π is not solvable anymore. Furthermore,
a necessary observation variable o is an element of every minimal set of vari-
ables O which is still sufficient to solve every planning task of the underlying
planning domain if only the variables of O are observable. Considering the pre-
vious example, if an RGB-D camera is necessary to track the localization of a
robot, this camera can never be reduced particularly with regard to localization
problems. Such a knowledge about necessary sensors can improve the runtime of
a sensor reduction procedure depending on its construction. To our knowledge,
three recent studies on observation minimization have been published. Two of
them developed by Huang et al. [2,3] deal with observation minimization for a
fixed plan in different settings. Firstly, they presented an algorithm which cal-
culates an approximately minimal set of observations for a given set of variables
V and a fixed strong plan π where all variables V are possibly observable. The
algorithm identifies all state pairs which need to be distinguished in plan π and
always chooses the observation variable which distinguishes the most remain-
ing not distinguished state pairs [2]. Secondly, Huang et al. [3] extended their
results/algorithm and presented an attempt to solve the problem of observation
reduction for general plans with contexts. The work of Mattmüller et al. [1]
is closely connected to this work in regard to the same problem setting. They
worked on a top-down approach which greedily removes observation variables
by the trial and error method still sufficient to solve a particular planning task.
This greedy top-down algorithm returns an inclusion minimal set of observa-
tion variables. While here, a bottom-up procedure is presented which collects
stepwise necessary observation variables, i.e. variables which always have to be
observed to solve a particular planning task.

2 Preliminaries

We formally define partially observable nondeterministic (POND) planning sim-
ilar to the definition of Mattmüller et al. [1] using a finite-domain representa-
tion for the state variables. A POND planning task skeleton is a 5-tuple Π =
〈V, B0, B∗,A,W〉, where V is a finite set of state variables, B0 is an initial belief
state, B∗ is a goal description, A is a finite set of nondeterministic actions, and
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W ⊆ V is a set of possible observable variables. Every state variable v in V
has a finite domain Dv and an extended domain D+

v , where ⊥ denotes the unde-
fined/don’t-care value. A function s, where s(v) ∈ D+

v for all v ∈ V is called a
partial state. Partial state s is defined for a variable v if s(v) �= ⊥. The scope of
a partial state s is the set of all variables v which are defined in s, i.e. scope(s) =
{v ∈ V | s(v) �= ⊥}. We call a partial state s a state if s is defined for all variables
of V which means scope(s) = V. A variable-value pair is called a fact and denoted
by (v, d) or v = d, where v ∈ V and d ∈ Dv. The set S represents all states over
V and the set B represents all belief states over V, where B = 2S . We call a belief
state B a goal belief state iff B ⊆ B∗. A partial state sp can be used as a condition
or as an update on a state s. We say a condition sp is satisfied in a state s iff s
agrees with all defined variables of sp. An update sp on a state s leads to a new
state s′ that agrees with sp on all defined variables and with s on all other vari-
ables. An action a ∈ A is of the form a = 〈Pre,Eff 〉 where the two components
are a partial state Pre called precondition and a finite set Eff of partial states eff
called effect. We call the partial states eff ∈ Eff of an action a the nondetermin-
istic outcomes of a. We denote the set of all facts as precondition Pre or effect Eff
of an action a = 〈Pre,Eff 〉 by pre(a) and eff (a), where eff (a) is the union over
all facts of every nondeterministic outcome eff ∈ Eff . The union over a set of
actions A is analogously defined as pre(A) and eff (A), i.e. pre(A) =

⋃
a∈A pre(a)

and eff (A) =
⋃

a∈A eff (a). Applications in POND planning are defined as fol-
lows: The application of a nondeterministic outcome eff to a state s is a state
app(eff , s) resulting from an update of s with eff . The application of an effect Eff
to a state s results in a set of states app(Eff , s) = {app(eff , s) | eff ∈ Eff }. An
action a = 〈Pre,Eff 〉 is applicable in a state s if its precondition Pre is satisfied in
s. An action a = 〈Pre,Eff 〉 is applicable in a belief state B if its precondition Pre
is satisfied in all states s, where s ∈ B. The application of an action a = 〈Pre,Eff 〉
in a belief state B is a belief state app(a,B) = {app(eff , s) | eff ∈ Eff , s ∈ B} if
a is applicable in B and undefined otherwise. To complete the definition of par-
tially observable nondeterministic planning we define an observation variable or
in short observation as a variable o ∈ W. The result of an observation application
to a belief state B is a belief state app(o,B) = {{s ∈ B | s(o) = d} | d ∈ Do}\{∅}
where app(o,B) is a non-empty subset of B and contains only states according to
the possible values of o.

A POND planning task Π[O] = 〈Π,O〉 is a tuple, where Π is a POND
planning task skeleton, and O ∈ W is a finite set of observations. Actions and
observations have positive unit costs for applications. In the following sections
we will denote a planning task Π[O] = 〈Π,O〉 also as Π if it is clearly under-
standable from the context. We call a partial mapping π from belief states to
applicable actions or observations a plan for a given POND planning task. A
plan π is closed if every belief state B reachable from the initial belief state
B0 following π is a goal belief state or plan π is defined for B. If from every
belief state B reachable from initial belief state B0 following π at least one goal
state B′ ⊆ B∗ is reachable following π, we call π proper. A plan π is a strong
cyclic plan for a POND planning task if π is closed and proper. We denote by
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Bπ the set of all belief states which are non-goal states and reachable from the
initial belief state B0 following π, including B0. An action or observation occurs
in a plan π if there exists a belief state B ∈ Bπ, where π(B) = a or π(B) = o
[1,4]. Let a = 〈Pre,Eff 〉, with Eff = {eff 1, . . . , eff n} be an action. The strong
outcome

eff s
i (v) =

{
eff i(v) if v ∈ scope(eff i)
Pre(v) otherwise

contains all facts which are always true after applying action a with a resulting
outcome of eff i. The strong effect Eff s = {eff s

1, . . . , eff
s
n} contains all corre-

sponding strong outcomes of Eff .
Applying and selecting actions in deterministic environments where an initial

world state is fully known is called classical planning. We define classical planning
as a special case of POND planning. A classical planning task using finite-domain
representation for the state variables is a 4-tuple Πdet = 〈V,Adet, so, B∗〉, where
V is a finite set of state variables, so is an initial world state over V, Adet is
a finite set of deterministic actions over V, and B∗ is a goal description. An
action a ∈ Adet in classical planning is a nondeterministic action a with the
restriction that effect Eff contains only one nondeterministic outcome eff , i.e
|Eff | = 1. We call such an action a a deterministic action. In classical planning
actions are applied in world states and result in world states. A deterministic
action a = 〈Pre,Eff 〉 is applicable in a world state s if its precondition Pre is
satisfied in s. The application of an action a = 〈Pre,Eff 〉 to a world state s is
the world state app(a, s) = app(eff , s), where {eff } = Eff if a is applicable in
s and undefined otherwise. Hereafter, if we talk about preconditions and effects
in classical planning we only mention facts, i.e. we ignore undefined variables.
A (classical) plan πdet for a planning task Πdet = 〈V,Adet, so, B∗〉 is a sequence
of applicable actions a0, . . . , an with a world state sequence s0, . . . , sn+1 where
app(ai, si) = si+1 and sn+1 ∈ B∗ is a goal world state. An action a ∈ Adet

occurs in a plan πdet if it is contained in the application sequence of πdet. The
determinization of a nondeterministic action a = 〈Pre,Eff 〉, with Eff = {eff 1,
. . . , eff n}, is a set of n actions ai = 〈Pre, {eff i}〉 generated by the function
Adet(a).1 Such an action ai = 〈Pre, {eff i}〉 is a deterministic action. Every
POND planning task Π = 〈V, B0, B∗,A,W〉 has |B0| unique classical (determin-
istic) planning tasks Πdet = 〈V,Adet, s0, B∗〉 where Adet =

⋃
a∈A Adet(a) and

s0 ∈ B0. The function n(ai) : Adet → A maps a determinized action ai ∈ Adet

back to its original nondeterministic action a ∈ A. A disjunctive action land-
mark or in short landmark of a classical planning task Πdet is a set of actions
L such that at least one action of L occurs in every plan for Πdet. Originally
the landmark cut procedure by Helmert and Domshlak [5] is used as a heuris-
tic function by calculating disjunctive landmarks of a classical planning task.
We will slightly modify the procedure by returning the disjunctive landmarks
of a classical planning task Πdet instead of the heuristic value and denote the
resulting landmarks by LM-cut(Πdet).
1 For simplification we assume that every determinized action has a particular unique

ID which may lead to duplications of actions.
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3 Necessary Observations

Targeting observation reduction regarding a POND planning task we can search
for observations that can never be reduced, i.e. observations that are always
necessary for every strong cyclic plan. We call such an observation a necessary
observation and define it as follows.

Definition 1 (Necessary Observation). A necessary observation of a POND
planning task Π is an observation o such that it occurs at least once in every
strong cyclic plan for Π. We call a set of necessary observations o a necessary
observation set N .

For example, we assume a nondeterministic Blocksworld with two blocks
A and B. Initially, block A is located on block B. The goal is variable B-clear
which means that no block is on B. There exists only one action pick-up-A-B
with two outcomes: either block A is picked up or nothing happens and block A
remains on block B. Furthermore, we assume that it is only possible to observe
if any block is located on block X by observation X-clear. Obviously, action
pick-up-A-B has to be applied until block A is picked up for reaching the goal
state. The only possibility for verifying that block A is picked up is to observe
B-clear which is why observation B-clear occurs in every strong cyclic plan for
the problem. Thus in this setting B-clear is a necessary observation and addi-
tionally the only one. However, not always necessary observations exist. We
assume that the previous example contains also an observation X-picked which
encodes if block X is picked up. Now we can construct two different strong cyclic
plans – one with observation B-clear and one with A-picked because observa-
tions B-clear and A-picked verify whether B-clear is satisfied after applying
action pick-up-A-B. Therefore none of these observations occurs in every strong
cyclic plan and consequently no necessary observation exists. Interestingly, the
reduction of an unnecessary observation can lead to additional necessary obser-
vations. Regarding the previous example, by reducing observation B-clear obser-
vation A-picked becomes necessary and vice versa. This property will be topic
of upcoming research.

Necessary observation sets and cardinality or inclusion minimal observation
sets sufficient to solve a POND planning task are closely connected. To formalize
this connection, we need a theorem formulated by Mattmüller et al. [1].

Theorem 1 (Mattmüller et al., 2014 [1]). Given a POND planning task
skeleton Π the problem of finding a cardinality (ObserveCardMin) or an
inclusion minimal set of observations (ObserveInclMin) O ⊆ W for Π such
that there exists a strong cyclic plan for Π[O], or returning None if no such set
O exists, is 2-Exptime-complete. �

Clearly, every cardinality minimal solution is also inclusion minimal, but not
vice versa. Therefore, the following results regarding the ObserveCardMin

problem hold also for the ObserveInclMin problem.
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Theorem 2. A necessary observation set is a subset of all solutions for the
ObserveCardMin problem.

Proof. A solution O for the ObserveCardMin problem is a cardinality minimal
set such that there exists a strong cyclic plan π. By Definition 1 a necessary
observation set N contains only necessary observation o such that o occurs in
every strong cyclic plan π for Π. Therefore, a strong cyclic plan π for Π can
only exist if all elements of a necessary observation set N are contained in O,
i.e. N ⊆ O. �

Next we proof that every planning task has a unique and well-defined maxi-
mal necessary observation set N ∗. The latter property is the main idea of the
following bottom-up procedure which computes iteratively necessary observa-
tion sets and combines all corresponding necessary observations to one resulting
necessary observation set.

Theorem 3. The maximal necessary observation set N ∗ of a planning task Π
is unique and well-defined.

Proof. Every planning task Π has at least one maximal necessary observation
set N ∗ (Definition 1). We assume that N ∗

1 and N ∗
2 are two maximal necessary

observation sets of a planning task Π with N ∗
1 �= N ∗

2. Thus, there exists at least
one necessary observation o which is an element of the symmetric difference
N ∗

1
N ∗
2, i.e. o ∈ N ∗

1
N ∗
2. By definition, a maximal necessary observation set

N ∗ contains all necessary observations which leads to a contradiction. Therefore
exactly one necessary observation set N ∗ exists for a planning task Π (unique-
ness). From the uniqueness of N ∗ follows that N ∗ is well-defined. �

3.1 Bottom-Up Search

We present an algorithm called Nos which computes a necessary observation set
for a given POND planning task Π. The Nos algorithm is divided in two parts.
First, we present a calculation of necessarily needed nondeterministic actions
using determinized planning tasks Πdet and landmarks computed by the land-
mark cut procedure LM-cut(Πdet). The second part is about getting a necessary
observation set from a set of landmarks L. In this part we search for differences
between desired outcomes contained in the landmarks, i.e. outcomes which lead
further to a goal state, and outcomes which are undesired as they belong to
the same original nondeterministic action. Figure 1 provides an overview of the
different steps of the Nos algorithm.

Part 1: Given a POND planning task Π we use the landmark cut procedure to
generate landmarks for a corresponding determinized (classical) planning task
Πdet. The application of a deterministic action, i.e. an action with only one
outcome, of a POND planning task can never be a reason for an observation.
The uncertainty of a world state presented in a belief state is evoked by an earlier
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Fig. 1. Overview of the different steps of the Nos algorithm.

nondeterministic action or the uncertainty of the initial state. Therefore, we are
only interested in nondeterministic actions with more than one outcome. Thus
we modify a determinized (classical) planning task Πdet by the cost function

cdet(a) =

{
1 if |Eff | > 1 where n(a) = 〈Pre,Eff 〉
0 otherwise

(1)

which maps all actions a ∈ Adet with more than one outcome (nondeterministic)
in Π to cost 1 and all other actions a′ ∈ Adet with only one outcome in Π to
cost 0 (deterministic). A planning task Πdet with cost function cdet is denoted
as Πc

det. We compute a set of landmarks for a determinized (classical) planning
task Πdet as

L = LM-cut(Πc
det) . (2)

Every landmark of Πc
det contains only outcomes of nondeterministic actions.

Finally, given a POND planning task Π we compute families of landmarks for
a sampled number of determinized planning task Πdet and collect all landmarks
LM-cut(Πc

det) as one final set of landmarks L.

Part 2: Computing a necessary observation set out of a computed set of land-
marks L is the second step of the Nos algorithm. As mentioned before we search
for differences between desired outcomes and undesired outcomes of a nondeter-
ministic action. For that reason we group outcomes of the same original action
contained in a landmark. Such a group of outcomes is called a parallel outcome
P ⊆ Adet, where each action a ∈ P has the same original action in the corre-
sponding POND planning task Π, i.e. ∀a, a′ ∈ P : n(a) = n(a′). Using parallel
outcomes we can define grouped landmarks as follows.

Definition 2 (Grouped Landmarks). We call LG = {Pa
L | a ∈ L} a grouped

landmark where Pa
L = {a′ ∈ L | n(a) = n(a′)} forms disjoint equivalence classes

with nondeterministic actions of the same original actions as representatives.

Concluding, we define undesired outcomes of a parallel outcome as P and call it
complement of a parallel outcome set P which contains all actions a �∈ P , where
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n(a) = n(P ). Attached with the latter concept it becomes possible to compute
necessary observations given a set of landmarks L (Part 1) using functions (1)
and (2) and the following six functions.2

Function symDiffs(P) collects all sets of facts (symmetric differences) which
can be chosen to distinguish the outcomes of a parallel outcome P (desired) from
an outcome of its complement P (undesired).

symDiffs(P) = {eff s(P) 
 eff s({a}) | a ∈ P} (3)

Transform all facts to observation variables.

obsVars(P) =
⋃

D∈symDiffs(P)

{{v ∈ W | ∃d �= ⊥ : (v, d) ∈ D}} (4)

Collect all variables which are necessary to distinguish the outcomes of parallel
outcome P from the outcomes of its complement P.

singleVars(P) = {v ∈ D | D ∈ obsV ar(P) ∧ |D| = 1} (5)

Compute a necessary observation set for a given landmark. Remove parallel
outcomes which have an empty observation choice and therefore cannot be com-
pletely distinguished.

nos(L) =
⋂

P∈LG : ∅�∈obsVars(P)

singleVars(P) (6)

Remove all landmarks from a set of landmarks which contain a parallel outcome
P with an empty complement P and therefore never lead to an uncertainty by
applying the original action.

pruneL(L) = {L ∈ L | ∀P ∈ LG : P �= ∅} (7)

Collect all necessary observation sets computed for every landmark individually.

nos(L) =
⋃

L∈pruneL(L)

nos(L) (8)

As in previous examples we assume a nondeterministic Blocksworld but
with three blocks A, B, and C instead of only two blocks. There exist exactly
two actions put-on-block-B-C and put-tower-on-block-A-B-C which are visual-
ized in Figure 2. Action put-on-block-B-C has an effect where either block B
drops down to the table (0) or block B is stacked on block C (1), and action
put-tower-on-block-A-B-C has an effect where either tower A-B drops down to
the table (0) or tower A-B is stacked on block C (1). Furthermore, it is only
possible to observe if any block is located on block X by observation X-clear.
We assume L = {put-on-block-B-C1, put-tower-on-block-A-B-C1} to be a land-
2 Notice that at least one outcome of every landmark occurs in every plan for Πdet

and that a strong cyclic plan for the corresponding POND planning task Π always
contains such outcomes which additionally need to be verified by observations.
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Fig. 2. Actions put-on-block-B-C (left) and put-tower-on-block-A-B-C (right) with
there corresponding possible outcomes.

mark. Thus the goal is to apply an action such that any block is located on
block C afterwards, i.e. C-clear. The corresponding grouped landmark of L
is LG = {{put-on-block-B-C1}, {put-tower-on-block-A-B-C1}}. The symmet-
ric differences of observable facts which distinguishes the desired outcomes (1)
of both actions contained in LG from their corresponding undesired outcome (0)
is C-clear (Figure 2). Therefore to ensure that at least one outcome of L occurs
observation C-clear has to be applied and the resulting necessary observation
set is N = {C-clear}.

NOS Algorithm: Using Part 1 and Part 2 it becomes possible to calculate a
necessary observation set for a given POND planing task Π and a number of
considered initial states k. Algorithm Nos (Algorithm 1) computes a necessary
observation set N which is a subset of a maximal necessary observation set N ∗.
Every variable o ∈ N is observed at least once in any strong cyclic plan π for
Π. Algorithm 1 iterates over a number k of determinized planning tasks with
different initial states and first collects the corresponding landmarks and then
computes necessary observations using the landmarks.

Algorithm 1. Nos(Π, k)
Require: Π = 〈V, B0, B∗, A, W〉, k ∈ N

1: N = ∅; L = ∅;
2: for {s0, . . . , sk} ⊆ B0 do
3: Πdet = 〈V, Adet, si, B∗〉
4: L = L ∪ LM-cut(Πc

det)
5: N = nos(L)
6: return N

In the following we show the runtime of Algorithm 1 and proof its correctness.
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Theorem 4. The runtime complexity of Algorithm 1 is bounded by O(‖Π‖4 ∗k)
where Π = 〈V, B0, B∗,A,W〉 is an input POND planning task, and k is the
number of considered initial states.

Proof. The landmark cut procedure is bounded in runtime by O(‖Πdet‖2) [6] and
Algorithm 1 contains k of such procedures, which leads to a runtime bounded
by O(‖Πdet‖2 ∗ k). The size of a set of landmarks L computed by the landmark
cut procedure for one determinzed planning task Πdet is bounded by O(‖Πdet‖).
Overall we have k landmark cut procedures wherefore the amount of landmarks
is bounded by O(‖Πdet‖ ∗ k). Function nos(L) (6) is bounded in runtime by
O(‖Πdet‖). Thus, function nos(L) (8) is bounded by O(‖Πdet‖2 ∗ k). The deter-
minization of a planning task Πdet can be bounded by O(‖Π‖2) resulting in an
upper bound complexity of O(‖Π‖4 ∗ k).

Theorem 5. Algorithm Nos (Algorithm 1) returns a necessary observation set
for a given POND planning task Π, i.e. Algorithm 1 is correct.

Proof. Reducing the cost of an action has no side effects for other actions which
is why a landmark for Πc

det is also a landmark for Πdet. A strong cyclic plan π for
Π is a composition of plans πdet for Πdet. At least one action of every landmark
computed by LM-cut(Πc

det) occurs in every plan πdet. To verify that one of the
outcomes contained in a landmark happened, an observation is necessary. Such
an observation is always contained in the symmetric difference of the strong effect
of an outcome contained in a landmark and an outcome which is not contained in
the landmark belonging to the same original nondeterministic action. Therefore
collecting observations which are always required to distinguish all outcomes of
a landmark from outcomes not contained in the landmark of the same original
action results in a necessary observation set.

3.2 Observation Minimization

A necessary observation set can be used to improve the runtime of the Greedy

algorithm by Mattmüller et al. [1]. The Greedy algorithm is a top-down app-
roach which greedily removes observation variables by the trial-and-error method
until a solution O for the ObserveInclMin problem remains. The authors men-
tioned that a useful extension for the Greedy algorithm is a heuristic which
orders the candidate variables of removal. A precomputed necessary observation
set does not order but rather eliminate such candidates. For every candidate
variable of removal which is part of a necessary observation set, one removal
iteration of the Greedy algorithm is eliminated. Therefore, we get the follow-
ing Algorithm 2 in pseudo code. Clearly, if no necessary observation is found
or if the input size of the planning task is small, there is no runtime improve-
ment. Nevertheless, for every reduced candidate variable of removal one planning
procedure is eliminated. Such a planning procedure is (even with plan reuse)
2-Exptime-complete [7]. Our results show that Algorithm 2 outperforms the
original Greedy algorithm.
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Algorithm 2. PrunedGreedy(Π, k)
Require: Π = 〈V, B0, B∗, A, W〉, k ∈ N

1: N = Nos(Π, k)
2: set candidates of removal O to O \ N
3: O = Greedy(Π)
4: return O

4 Experiments

We implemented Algorithm 1 and the Greedy algorithm returning a solution
for the ObserveInclMin problem using the myND planner [1]. The overall 172
analysed POND planning tasks belong to the BlocksworldSense (only block
clear observations), TidyUp or FirstResponders domain. Every planning task
belonging to the BlocksworldSense domain and FirstResponders domain
has only one initial state (|B0| = 1) and therefore only one determinized plan-
ning task. Whereas the planning tasks of the TidyUp domain have an initial
belief state containing up to 109 initial states. We used a memory limit of 4
GB. Table 1 summarizes our experimental results analysing Algorithm 1. The
runtime of Algorithm 1 considering one and ten initial states was around 1 sec-
ond whereas the runtime considering all initial states s0 ∈ B0 was up to one
hour. Interestingly, for almost every task of the TidyUp domain, there is no
difference between the necessary observation set NB0 calculated by considering
all initial states B0 and the necessary observation set NS1 considering only 1
initial state. Therefore, we can argue that at least for planning tasks belonging
to the TidyUp domain, sampling over a number of initial states (e.g. 1) still
leads to good results in practice. This is due to the fact that deterministic plans
for different initial states of a planning task usually have similar subgoals and
therefore similar landmarks.

Table 1. Cardinality of observation sets (variables). Legend: B0 = initial belief state,
W = possible observations, N = necessary observation set computed by the Nos

algorithm (B0 = considering all initial states, Sk = considering k sampled initial states).

Domain (#Tasks) ∅|B0| ∅|W| ∅|NB0| ∅|NS1| ∅|NS10|
BWSense(30) 1.00 10.00 6.53 - -
FRPonders(75) 1.00 10.36 2.61 - -
TidyUp(67) ≈ 2 ∗ 104 23.30 5.61 5.61 5.61
All(172) ≈ 8 ∗ 103 15.34 4.46 4.46 5.61

Concluding Figure 3 visualizes our experimental results analysing the runtime
improvement of Algorithm 2 with respect to the original Greedy algorithm [1].
We consider only instances which are solved by both algorithms and aborted
the calculation after one hour using a memory limit of 4 GB. Furthermore, we
display planning tasks where at least one of the two algorithms was able to solve
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that task in time. Overall, Algorithm 2 solves eight more planning tasks within
one hour computation time. A few instances have a shorter runtime using the
original Greedy algorithm. This can be either traced back to a small state space
(ID: 7), where the additional computation of a necessary observation set takes
more time then it saves; or it can be due to nondeterministic decisions of the
myND planner (ID: 39). The latter also causes that one planning task (ID: 43)
was only solved by the original Greedy algorithm and was not solved in time
by the extended version. Finally, considering the runtime of unsolved instances
as (at least) 60 minutes, Algorithm 2 (PrunedGreedy) was on average 526
seconds (over 8.5 minutes) faster then the original Greedy Algorithm [1].
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Fig. 3. Overall runtime of the Greedy Algorithm [1] and Algorithm 2 (Pruned-
Greedy). Legend: 1-5 = BlocksworldSense, 6-25 = FirstResponders, 26-44 =
TidyUp.

5 Conclusion and Future Work

We introduced the concept of necessary observations and discussed its connection
to the recent results of observation minimization. Additionally, we presented an
efficient bottom-up algorithm (Nos) for finding a set of necessary observations
of a given POND planning task with polynomial runtime in size of the input size
of the planning task and considered initial states. Furthermore, we extended the
top-down Greedy algorithm of Mattmüller et al. [1] with the Nos Algorithm
which leads to a smaller set of candidates for removal by precomputing a neces-
sary observation set. Our experiments show that the Nos algorithm is a useful
extension for the Greedy algorithm and is superior in terms of runtime.

For future work we plan to compute necessary observation sets in every ite-
ration step of the Greedy algorithm. In addition, we want to use necessary
observations computed by the presented algorithm as a heuristic value for plan-
ning which possibly leads to plans with less observations.
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Abstract. Qualitative representations of spatial knowledge aim to cap-
ture the essential properties and relations of the underlying spatial
domain. In addition, conceptual neighborhood has been introduced to
describe how qualitative spatial relations may change over time. Cur-
rent qualitative representations mainly use symbolic constraint-based
languages that are detached from the underlying domain with the down-
side that a well-formed sentence is not necessarily consistent. This makes
it difficult to design efficient knowledge manipulation techniques that con-
sistently advance a representation with respect to conceptual neighbor-
hood. In this paper we argue for analogical spatial representations that
inherently obey domain restrictions and, as a result, are consistent per
se. We develop a graph-based analogical representation for RCC-8, the
construction of which is based on neighborhood transitions realized by
efficient graph transformations. The main benefit of the developed rep-
resentation is an improved efficiency for neighborhood-based reasoning
tasks that need to manipulate spatial knowledge under the side condition
of consistency, such as planning or constraint relaxation.

1 Introduction

Qualitative Spatial and Temporal Representation and Reasoning (QSTR) [2]
aims at capturing human-level concepts of space and time using finite sets of
relations over a particular spatial or temporal domain. Existing qualitative rep-
resentation approaches define symbolic constraint-based languages to encode
spatio-temporal knowledge using the relations from a particular so-called quali-
tative calculus as constraints. An important reasoning problem is that of deciding
consistency, i.e., deciding whether a set of constraints can be realized in the given
domain.

Aside from reasoning about consistency, there exists another class of rea-
soning tasks, which is concerned with the evolution of qualitative spatial con-
figurations over time, e.g., qualitative planning or simulation tasks as well as
retrieval or relaxation problems based on a notion of similarity of spatial config-
urations. Given qualitative descriptions of start and end configurations S and E,
c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 194–207, 2015.
DOI: 10.1007/978-3-319-24489-1 15
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A TPPI B
A EC C
B DC C

A TPPI B
A PO C
B DC C

A TPPI B
A PO C
B EC C

A TPPI B
A PO C
B PO C

S E

A
B

C
A A A
B B B

C
C C

Fig. 1. A simple qualitative planning problem: finding a sequence of qualitative sce-
narios (here illustrated by concrete example depictions) that connects S and E.

a question could for example be “What is the simplest way to get from S to E?”
which calls for an as-short-as-possible sequence of configurations such that con-
secutive configurations are connected only by elementary changes of the spatial
relations. See Fig. 1 for an example using the well-known RCC-8 calculus [14]
for topological relations. Answering this question can provide helpful information
for planning manipulation tasks in robotic applications [17]. To describe spatial
change on a qualitative level, the concept of conceptual neighborhood between
spatial relations has been introduced [6] and later been extended from individual
relations to complex spatial configurations [13]. Difficulties of handling neighbor-
hoods in complex configurations arise from the fact that several relations may
constrain one another. For example, consider situation E in Fig. 1: there is no
way to detach region C from A by continuous movement without either affecting
the relation holding between C and B or B and A. Neighborhood-based reason-
ing tasks require the modification of a qualitative spatial representation under
the side condition of consistency, i.e., to respect such interdependent relation
changeovers. In context of the aforementioned planning task, maintaining con-
sistency ensures that the individual steps are valid sub-goals for motion planning.
Further neighborhood-based reasoning tasks are discussed in [5,9].

Algorithmically, existing approaches to neighborhood-based reasoning either
ignore interdependent relation changeovers [5] (which is acceptable in context of
qualitative similarity assessment but yields an upper approximation) or employ
a generate-and-filter approach [3]. The latter employs tree search to identify a
sequence of changes that transforms one representation into another, using con-
sistency checking to filter out nodes that represent inconsistent representations.
As a result the search space grows exponentially with respect to the number of
relations that need to be changed. Already identifying a conceptually neighbored
configuration gives rise to this problem if multiple relations need to be changed
at once. It may indeed be necessary to alter several relations between one object
and all other objects at once, for example in configurations in which the spatial
extent of all n objects are equal, n − 1 relations change in the next neighbor-
hood transition. As a consequence, O(n) levels of the search tree involving O(2n)
nodes would have to be explored. This triggers the following research question:
Is there a more efficient way of determining conceptual neighborhood among
spatial configurations?
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Fig. 2. Left: The eight base relations of the RCC-8 calculus. Right: The RCC-8 con-
ceptual neighborhood graph if size persistency is not enforced.

The contribution of this paper is to show that identifying and performing
neighborhood transitions is possible in polynomial time. Our approach is based
on the idea of employing a data structure that is analogical in the sense of
[12], i.e., a representation that retains important domain structures. Our graph-
based representation of RCC-8 scenarios retains topological structure to the
level of detail captured by RCC-8 relations, not allowing consistency among
RCC-8 relations to be violated. Neighborhood transitions, including construction
of the representation, are then realized as polynomial time graph transformations.
We show that our representation provides a model for the RCC-8 theory and
give algorithms that operationalize the formal approach to RCC-8 presented in
[10,16] by integrating it with the concept of conceptual neighborhoods.

The paper is structured as follows. Sect. 2 contains background informa-
tion on qualitative spatial representations. In Sect. 3, we present our analogical
representation for RCC-8 as well as neighborhood transition and construction
procedures. In Sect. 4, we discuss the algorithmic realization and analyze the
computational properties of our approach.

2 Qualitative Representation of Space

Qualitative representations define a set R of spatial relations over a domain of
objects D. For every pair of objects from the domain, exactly one relation R ∈ R
holds, i.e., the set of relations (also called base relations or atomic relations) is
jointly exhaustive and pairwise disjoint (JEPD). This approach generalizes to
higher arity relations, but this paper is only concerned with the set of binary
relations defined in the RCC-8 calculus, which are shown in Fig. 2.

A qualitative representation is a set of constraints expressed in a quantifier-
free constraint language based on a set of relations. Technically speaking, we
have a constraint network N = (X,D,C) with variables X = {X1,X2, . . . , Xn}
over the domain D whose valuations are constrained by binary relations given
in the constraint matrix C.

Using the set-based semantics of relations and classical set-operations
{∪,∩, ·C}, one obtains a Boolean set algebra over the set of so-called gen-
eral relations, the set of all possible unions of base relations. By employing
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unions of relations as constraint relations, one can express uncertainty. The
constraints in a qualitative constraint network are written in the form
{X1 c12 X2,X1 c13 X3, . . .} with c11, c12, . . . , cnn ∈ 2R representing unions of
base relations. Constraint networks defined by qualitative relations are assumed
to be complete in the sense that there exists a constraint between every pair of
variables. This is no limitation since the union of all base relations can serve as
a non-restrictive constraint. A constraint network in which all constraints are
atomic relations is called a scenario.

A qualitative constraint network is consistent if there exists a valuation of
variables with objects from the domain that satisfies all constraints. A prominent
approach in qualitative spatial reasoning is based on a symbolic method that
builds on relation-algebraic operations defined on the set of general relations. For
this approach, operations for composition and converse of relations are required.
The structure comprising base relations, converse, and composition is known as a
qualitative calculus [4,11]. Using these operations the so-called algebraic closure
algorithm enforces a local consistency called algebraic closure or path-consistency
in O(n3) time, which already decides consistency of RCC-8 scenarios [1]. The
class of RCC-8 constraint networks that can be handled with this method has
later been extended, but deciding consistency of arbitrary RCC-8 constraint
networks remains NP-complete [15].

Neighborhood-based reasoning tasks are based on the notion of conceptual
neighborhood by Freksa [6]: A base relation is said to be a conceptual neighbor
of a second base relation if there exists a continuous transformation that brings
two objects from the second relation to the first with no other relation hold-
ing in between. Galton [7] defines conceptual neighborhood similar, but allows
the relation to be reflexive while Freksa considers it as being irreflexive – here,
this difference does not matter though. Conceptual neighborhoods have been
used to describe how qualitative relations evolve over time when the objects
in the domain are subject to continuous transformations such as movement or
deformation. Depending on which kind of transformations are considered, the
neighborhood relation may be symmetric if transformations are reversible. We
write R � R′ to denote that R′ is a conceptual neighbor of R and we use �
to denote symmetric neighborhood relations. The conceptual neighborhood rela-
tion is commonly visualized in a so-called conceptual neighborhood graph as
shown in Fig. 2 for RCC-8, assuming that regions can move, deform, grow, or
shrink [8].

As most neighborhood-based reasoning tasks such as planning involve more
than just two objects, one needs to generalize the notion of conceptual neigh-
borhood from a relation between two objects to an entire scenario, i.e., a matrix
of atomic constraints. This can be done in a straightforward way, saying that
two scenarios are neighbored if a continuous transformation changes one sce-
nario into another with no other scenario holding in between. Changing one
relation in a qualitative constraint network may lead to an inconsistent network
or, put differently, one change can entail other, simultaneous changes. To this
end, [13] have introduced generalized (n, l)-neighborhoods to aggregate individ-
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ual neighborhood transitions, where n determines the total number of variables
considered and l is the number of objects that can be transformed simultaneously.
They however assume this structure to be computed beforehand. In our work
we investigate generalized (n, 1)-neighborhoods for arbitrarily many variables n
and we aim to compute all direct neighborhood transitions together with their
implications. Depending on the context in which our representation is used, dif-
ferent approaches to measure the degree of change may be useful, e.g., whether
to count implications as separate changes or not. Our approach provides the
basis to define such measures, but this is not further addressed in this paper.

3 Analogical Representation for RCC-8

RCC-8 describes the connectivity among regions, differentiating between connec-
tivity of interiors (e.g., relation PO) and connectivity of closures of a region (e.g.,
relation EC). Thus, our analogical representation identifies the parts required to
describe a given scenario and links them by containment information. Our rep-
resentation constitutes the decisive finite fragment of a model for the RCC-8
calculus (a strict model in the sense of [16]). Roughly speaking, the analogical
representation is the directed graph of region nestings from now on called the
inclusion graph (see Fig. 3 for an example) and later defined formally. We employ
the approach to RCC-8 based on Boolean connection algebras introduced in [16]
to show that our representation is a model for RCC-8. Our inclusion graph can
be interpreted as a partially ordered set which, equipped with a notion of con-
nectivity, constitutes a Boolean connection algebra as noted in [10].

Definition 1. A Boolean connection algebra is a Boolean algebra <
A,⊥,�,� ,∨,∧ > equipped with a connection relation C that satisfies four
axioms:

1. C is symmetric and reflexive on A \ {⊥}
2. ∀x ∈ A : x 
= � → C(x, x�)
3. ∀x, y, z ∈ A \ {⊥} : C(x, y ∨ z) iff C(x, y) or C(x, z)
4. ∀x ∈ A \ {�} : ∃y ∈ A \ {⊥} : ¬C(x, y)

Our definition of inclusion graphs is similar to that of maptrees which have
been proposed as topological representations by considering embeddings of con-
nected graphs in closed surfaces [18,19]. We proceed differently since maptrees
aim at a more fine-grained topological representation than captured by RCC-8.
Using maptrees would complicate defining transition on the (coarser) level of
RCC-8 relations and possibly affect efficiency of computing transitions.

Let us assume we are given an RCC-8 scenario with variables X =
{X1,X2, . . . , Xn}. Our task is to define the inclusion graph as a directed graph
G = (V,E) whose vertices stand for distinct open and closed regions of the
topological space in the given scenario. The set of vertices includes three special
elements, the universe vertex {U} (the universe being a special region contain-
ing all other regions), the void ∅ not containing any region, and an outside o
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A B C

A EQ PO NTPPI
B PO EQ NTPPI
C NTPP NTPP EQ

Fig. 3. RCC-8 scenario and a possible visualization with its corresponding inclusion
graph.

contained in U and not containing any other regions. All other elements of V
are sets {Xi1 ,Xi2 , . . . , Xik ,U} or {Xi1 ,Xi2 , . . . , Xik ,U} representing parts of the
topological space. The idea is to interpret elements of V by means of set intersec-
tion and to use φ to denote closure of an open region φ. Thus, the intersection of
regions A and B would be represented by a vertex {A,B,U} (see Fig. 3), while
{A,B,U} represents the closure Cl(A ∩ B). To ease the notation, we say that
A ∈ {A,B,U}. The edges of the inclusion graph represent proper containment
relations, i.e., (v, v′) ∈ E implies a subset relation between the parts represented
by v and v′.

In order to obtain RCC-8 semantics for our graph we define regions (sets
of vertices) r : X → 2V , their closures Cl, and connectivity C, as this allows
us to apply the standard specification of RCC-8 [1]. The definition, adapted to
our notation, is summarized in Tab. 1. The open region represented by variable
X is written as r(X), its closure Cl(X) respectively. Given a set of variables
X = {X1,X2, . . . , Xn} and an inclusion graph G = (V,E), we define the RCC-8
interpretation of G as follows:

r(Xi) := {v ∈ V |Xi ∈ v} (1)
Cl(Xi) := r(Xi) ∪ {v ∈ V |Xi ∈ v} (2)

Ṽ ′ := V ′ ∪ {v ∈ V |v ∈ V ′} ∪ {v ∈ V |v ∈ V ′} (3)

C(V ′, V ′′) ↔ Ṽ ′ ∩ Ṽ ′′ 
= ∅ (4)

The definition of C uses an auxiliary function ˜ to address connectedness of
open and closed regions: closed regions are connected to any open region they
are contained in, which is achieved by growing the closed region prior to testing
for overlap. Note that we distinguish vertices v ∈ V representing open regions
from v ∈ V representing closures. Now we are ready to give the definition of an
inclusion graph:

Definition 2 (inclusion graph). Let X = {X1,X2, . . . , Xn} be a set of vari-
ables referring to spatial regions. Then we call directed graph G = (V,E) an
inclusion graph of X if V is a two-sorted set with elements of type v and v,
V ⊆ 2X∪{o,U,∅} ∪ 2X∪{o,U,∅} and the following properties are satisfied:
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Table 1. Formal specification of RCC-8 relations, omitting model constraints
C(r(A), r(A)) and C(r(B), r(B)) which ensure that regions r(A) and r(B) are non-
empty.

Relation Clauses

A DC B ¬C(Cl(A),Cl(B))
A EC B C(Cl(A),Cl(B)), ¬C(r(A), r(B))
A PO B C(r(A), r(B)),C(r(A),Cl(B)C), C(Cl(A)C , r(B))
A EQ B C(r(A), r(B)), C(Cl(A),Cl(B)), ¬C(r(A),Cl(B)C),

¬C(Cl(A)C , r(B))
A TPP B C(r(A), r(B)), C(Cl(A)C , r(B)), ¬C(Cl(A),Cl(B)C),

C(Cl(A), r(B)C)
A TPPI B clauses for TPP(B,A)
A NTPP B C(r(A), r(B)), ¬C(Cl(A), r(B)C),
A NTPPI B clauses for NTPP(B,A)

∀v ∈ V : ({U}, v) 
∈ E ∧ (v, v) 
∈ E (5)
∀v ∈ V : v 
= {U} → (v ∈ V ∧ (v, v) ∈ E) (6)
∀v ∈ V : ∀(v′, v) ∈ E : Xi ∈ v → Xi ∈ v′ (7)

∀Xi : ∀v ∈ Cl(Xi), v′ ∈ r(Xi) : (v, v′) ∈ E (8)
∀v ∈ V : ∃v′ ∈ V : (v, v′) ∈ E (9)
∀v ∈ V : (v, {o}) 
∈ E (10)

We now show that the properties required for inclusion graphs to hold
reflect the semantics of RCC-8 relations according to Equations 1–4 and Tab. 1.
As shorthand notation we write rccV,E(Xi,Xj) to denote the RCC-8 relation
between variables Xi and Xj indicated by inclusion graph (V,E).

Theorem 1. The inclusion graph G = (V,E) of a set of variables {X1, . . . , Xn}
is a model of RCC-8.

Proof. According to [16, Theorems 4 and 5] it suffices to show that our inclusion
graph constitutes a Boolean connection algebra (see Def. 1). Since our graph
vertices V are sets, < 2V , ∅, V,C ,∪,∩ > is a Boolean (set) algebra with more
than two elements (we have at least 3 special vertices), i.e., we have � = V ,
⊥ = ∅,� =C (set complement in V ), ∨ = ∪, and ∧ = ∩. We now show that
our definition of C satisfies the axioms. Symmetry of C is obvious and C is also
reflexive since V ′ ∩ V ′ 
= ∅ for any V ′ 
= ∅. With respect to Axiom 2, observe
that in C(V ′, V ′C) from V ′ 
= � and connectivity of our graph V ′ contains a
vertex but not its successor and predecessor. By Eq. 3, Ṽ ′ and Ṽ ′C share the
common successor or predecessor and, hence, are connected. Axiom 3 directly
follows from ∨ = ∪ and Eq. 4. Axiom 4 states that there is a non-empty region
which is not connected to any region V ′ ⊂ V . Intuitively, the complement of any
open set contains another open region. With respect to all sets r(Xi) the outlier
vertices {o}, {o} ∈ V already satisfy the condition due to property Eq. 10.
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The inclusion graph involves outlier vertices solely to apply existing theorems
in the proof of Theorem 1. In a practical implementation, these vertices are not
necessary.

3.1 Conceptual Neighborhood Transitions

We now define conceptual neighborhood transformations that consistently mod-
ify inclusion graphs. In addition to the neighborhood transitions shown in Fig. 2,
we include an additional transition that allows us to grow a new region. In the
following, we will use (V,E) to denote the inclusion graph and {X1, . . . , Xn} is
the set of region variables from which the graph has been constructed. To ease
readability we use φA as a shorthand notation for an arbitrary vertex {A} ∪ φ
with A 
∈ φ. To save space, we omit transformations that are purely symmetrical,
e.g., A PO B � A TPPI B which can be easily obtained from B PO A � B
TPP A.

Definition 3. A graph transformation is called admissible if it preserves Prop-
erties 5–10 of inclusion graphs.

Admissibility of transformation is important as these transformations consis-
tently modify the RCC-8 interpretation since no model properties are violated.
In the pictorial representation we add a special edge ⊥ to indicate if no edge is
allowed to end at a node.

Birth Add a new region which is DC to all existing regions (here shown twice).
U U

AU

AU

add A U

AU

AU

BU

BU

add B

Lemma 1. Birth is admissible.

Proof. It is straightforward to check that the newly introduced vertices agree
with the invariances, in particular that Properties 7 and 9 are satisfied.

DC � EC If two closures share a common direct ancestor and are currently
not connected, then they can be externally connected by inserting a new part
which stands for the common closure of the two regions. If two closures share a
common direct ancestor, their closure is connected exactly once, and their inner
regions are not connected, then the connecting closure can be removed.

φ

φA

φA

φB

φB

φ

φA

φA

φB

φBφAB

A DC B � A EC B
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Lemma 2. Transition DC � EC is admissible.

Proof. Property 9 gives us that the common direct ancestor φ is an open region
and, with respect to EC � DC, the preconditions that A and B are not connected
other than by φAB ensures that there can be no φAB which we could disconnect
violating Property 9. Direction DC � EC only affects Property 7, respecting the
inclusion relation.

EC � PO Any closure AB without inner region can be extended by an inner
region AB. The added AB is part of any interior of r(A) and r(B); thus, edges
(φAB, v) for all v ∈ r(A) ∪ r(B) must be added.

φ

φA

φA

φB

φBφAB

φ

φA

φA

φB

φBφAB

φAB

A EC B � A PO B

Lemma 3. The transition EC � PO is admissible.

Proof. Only Properties 6 and 9 are affected by this transition but it is straight-
forward to see that they are not violated.

PO � TPP For A PO B � A TPP B the parts of A overlapping Cl(B)C

need to be removed; thus, as a precondition for PO � TPP, there must not
be another vertex v with (v, φA) ∈ E or (v, φA) ∈ E. The other direction is
admissible since we grow a region within another open region.

φ

φA

φA

φB

φBφAB

φAB

φ

φB

φBφAB

φAB

A PO B � A TPP B

Lemma 4. The transition PO � TPP is admissible.

Proof. While TPP � PO is admissible as the inserted subgraph suits the prop-
erties, direction PO � TPP is secured by the precondition of having no region
within A or A.

TPP � EQ For A TPP B � A EQ B, we remove the part only belonging to
B which must not contain other parts.

φ

φB

φBφAB

φAB

φ

φAB

φAB

A TPP B � A EQ B



Analogical Representation of RCC-8 203

Lemma 5. The transition TPP � EQ is admissible.

Proof. EQ � TPP is admissible since we simply grow a new region within an
open one. EQ � TPP is admissible since the precondition ensures that 
 ∃(v,B) ∈
E with v 
= AB.

PO � EQ As a precondition for PO � EQ, there must be no part contained
in either A or B, i.e., ∀(v, v′) ∈ E : (v′ = φA ∨ v′ = φB) → v = φAB.

φ

φA

φA

φB

φBφAB

φAB

φ

φAB

φAB

A PO B � A EQ B

Lemma 6. PO � EQ is admissible.

Proof. While EQ � PO is admissible because we can grow a region within an
open region. The other direction can, by precondition, only be performed such
that one cannot violate Property 6 or Property 9.

TPP � NTPP As a precondition for TPP � NTPP, there must not be another
ψA ∈ V with ψ 
= φ.

φ

φB

φBφAB

φAB

φ

φB

φBφAB

φAB

φAB

A TPP B � A NTPP B

Lemma 7. TPP � NTPP is admissible.

Proof. Only the direction TPP � NTPP bears danger of violating a property as
it detaches the closure of A from the closure of B. The precondition ensures that
AB is not connected to any other region and, hence, not breaking Property 6.

NTPP � EQ As precondition for NTPP � EQ, there must not be any other
part of B, i.e., 
 ∃(v, v′) ∈ E with v 
= φAB ∧ v′ = ψB.

φ

φB

φBφAB

φAB

φAB

φ

φAB

φAB

A NTPP B � A EQ B
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Algorithm 1. Constructing the inclusion graph
1: function construct(({X1, X2, . . . , Xn}, C = {cij}))
2: V ← {{U}, ∅, {o}, {o}}
3: E ← {({o}, {o}), ({o}, {U})}
4: for i = 1, 2, . . . , n do
5: V ← V ∪ {{Xi}, {Xi}} � birth of Xi

6: E ← E ∪ {({Xi}, {U}), ({Xi}, {Xi})}
7: while ∃i > j : rccV,E(Xi, Xj) �= cij do
8: perform sequence of transitions that moves Xi to its goal relation cij

with Xj

9: end while
10: end for
11: return (V, E)
12: end function

Lemma 8. The transition NTPP � EQ is admissible.

Proof. Follows analogously to TPP � EQ.

These graph transformations are neighborhood transitions that consistently
modify the RCC-8 interpretation as shown in the lemmata. The transitions have
the desired effect of altering one relation according to the conceptual neighbor-
hood of RCC-8 by construction according to Properties 1–4. Implicit changes of
relations involving either object A or B may occur, but the transformations do
not affect connectivity between any two regions other than A and B specified in
the rules.

3.2 Constructing the Representation

A special feature of our approach is that conceptual neighborhood transitions
are employed to construct the representation. We use the transformation birth
to iteratively create a new region disconnected to all other regions and then
move it to its goal position. By doing so, correctness of the algorithm follows
from admissibility of the transitions. The complete construction is shown in
Algorithm 1.

Theorem 2. Algorithm 1 computes an inclusion graph G from a consistent
RCC-8 scenario S such that the RCC-8 interpretation of the graph is S.

Proof. (sketch) Correctness of the algorithm directly follows from the fact that
only admissible neighborhood transitions are performed. The condition of the
“while” loop implies that the algorithm can only terminate with a graph G whose
RCC-8 interpretation is identical to C. It remains to be shown that the algorithm
terminates. Before a region has reached its goal position, there exists at least one
other region to which the region must be connected and which is not contained in
any other region. Thus, one can connect these regions and move the current one,
if needed, further inside. In other words, we only need to move regions further
inside which can only be happening finitely many times.
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4 Algorithmic Realization

In this section, we discuss the algorithmic realization of our approach and ana-
lyze the computational costs of constructing the representations and performing
neighborhood transitions. To facilitate an efficient implementation, we supple-
ment the inclusion graph with a vector indexed by the variables Xi involved in
a given RCC-8 scenario. The vector grants access to all vertices in Cl(Xi).

Theorem 3. For a given RCC-8 scenario with n variables, the corresponding
inclusion graph comprises O(n2) vertices and can be constructed in O(n4) time.

Proof. No transformation rule introduces more than two new vertices and every
rule needs to be applied at most once for every pair of variables (cp. proof of
Theorem 2). Since we have O(n2) relations to satisfy, no more than O(n2) vertices
can be generated. With respect to time complexity, n regions are processed. In
each step of the main loop, O(n) relations need to be satisfied and it takes a
constant set of relation transformations to satisfy one relation (the longest path
in the conceptual neighborhood graph is 4 steps). Checking applicability of a
transformation rule might require to consider all O(n2) vertices, which results
in a total time complexity of O(n · n · n2) = O(n4).

Theorem 4. Given an inclusion graph that involves n variables, all possible
neighborhood transitions can be enumerated in O(n4) time.

Proof. For checking the applicability of a neighborhood transformation, we need
to consider at most all O(n2) vertices for every pair of variables which yields
O(n4) for checking all possible transitions.

4.1 Experimental Evaluation

We implemented the proposed method to study the average computational cost.
For our evaluation we generated random consistent RCC-8 scenarios from 3 to
150 variables by performing random neighborhood transitions. We recorded the

Fig. 4. Left: Size of inclusions graphs in vertices per object. Right: Average relative
computation time for performing neighborhood transitions.
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number of vertices of the inclusion graph, the distribution of which is presented
in Fig. 4 left, separated into quartiles. Also, we recorded the average computing
time for performing a neighborhood transition. Fig. 4 right shows the develop-
ment relative to the time required for networks with n = 3 variables. While
both results accord with the theoretical results, we observe that the distribution
of numbers of vertices is concentrated around the median and the coefficient of
quadratic growth (slope of the ‘line’ in log/log-scale) is small.

5 Conclusions

We proposed analogical spatial representations as a novel approach to
neighborhood-based reasoning with qualitative spatial representations. The
advantage of our approach is that a consistent state of the representation is main-
tained at any time. While the general idea is applicable to a variety of spatial
and temporal representations, this paper is concerned with an analogical repre-
sentation for the RCC-8 calculus. RCC-8 is of particular interest as it is widely
used and since an analogical representation for arbitrary topological spaces is
challenging. Our representation is based on the characterization of RCC-8 using
on Boolean connection algebras [16]. We operationalize the theoretic founda-
tions in terms of algorithms to construct and to modify the representation. The
result is a set of operators that allows us to consistently generate conceptual
neighborhoods for a complete scenario in polynomial time, including entailed
simultaneous transitions. Our analysis demonstrates that this novel approach
is computationally efficient. Thus, analogical spatial representations provide an
excellent basis for performing neighborhood-based spatial reasoning.

While this paper focuses on RCC-8, other qualitative calculi could similarly
benefit from an analogical representation to speed up neighborhood-based rea-
soning tasks – investigating such representations is subject to future work.
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Abstract. Square grids are commonly used in robotics and game development 
as spatial models and well known in AI community heuristic search algorithms 
(such as A*, JPS, Theta* etc.) are widely used for path planning on grids. A lot 
of research is concentrated on finding the shortest (in geometrical sense) paths 
while in many applications finding smooth paths (rather than the shortest ones 
but containing sharp turns) is preferable. In this paper we study the problem of 
generating smooth paths and concentrate on angle constrained path planning. 
We put angle-constrained path planning problem formally and present a new 
algorithm tailored to solve it – LIAN. We examine LIAN both theoretically and 
empirically. We show that it is sound and complete (under some restrictions). 
We also show that LIAN outperforms the analogues when solving numerous 
path planning tasks within urban outdoor navigation scenarios. 

Keywords: Path planning · Path finding · Heuristic search · Grids · Grid worlds · 
Angle constrained paths · A* · Theta* · LIAN 

1 Introduction 

Path planning is one of the key abilities for an intelligent agent (robot, unmanned 
vehicle, computer game character etc.) to autonomously operate in either real or vir-
tual world. Typically, in Artificial Intelligence, agent’s environment is modeled with 
weighted graph which vertices correspond to locations the agent can occupy and 
edges correspond to trajectories the agent can traverse (line segments, curves of pre-
defined shape etc.). Each edge is assigned a non-negative real number (weight, cost) 
by a weighting function which is used to quantitatively express characteristics of the 
corresponding trajectory (length, potential risk of traversing, etc.). Thus to solve a 
path planning problem one needs a) to construct a graph (given the description of the 
environment) and b) to find a path (preferably – the shortest one) on this graph. 

Among the most commonly used graph models one can name visibility graphs [1], 
Voronoi diagrams [2], navigation meshes [3], regular grids [4]. The latter are the most 
widespread for several reasons. First, they appear naturally in many virtual environ-
ments (computer games are the most obvious example [5]) and even in real world 
scenarios, say in robotics, it is the grids that are commonly used as spatial models [6]. 
Second, even if the environment is described in some other way it is likely that form-
ing a grid out of this description will be less burdensome than constructing other  
abovementioned models due to grid’s “primitive” structure. 
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After the graph is constructed the search for a path on it can be carried out by the 
well known Dijkstra’s algorithm [7] or A* algorithm [8] (which is the heuristic mod-
ification of Dijkstra) or many of their derivatives: ARA* [9], HPA* [10], R* [11], 
Theta* [12], JPS [13] to name a few. Some of these algorithms are tailored to grid 
path finding (JPS, Theta*, HPA*), others are suitable for any graph models (with A* 
and Dijkstra being the most universal ones). Many of them, in fact – almost all of 
them, overcome their predecessors in terms of computational efficiency (at least for a 
large class of tasks). Some algorithms are tailored to single-shot path planning while 
others demonstrate their supremacy on solving bunches of tasks. But only a few of 
them are taking the shape of the resultant path into account although it can be quite 
useful in many applications. For example, a wheeled robot or an unmanned aerial 
vehicle simply can not follow a path with sharp turns due to their dynamic constraints. 
The most common way to incorporate these constraints into path planning process is 
to extend the search space with the agent’s control laws encodings – see [14] for ex-
ample. This leads to significant growth of the search space and path finding becomes 
computationally burdensome. So it can be beneficial to stay within grid-based world 
model and spatial-only search space and focus on finding the smooth paths (rather 
than the short ones) and thus indirectly guarantee the feasibility of that paths against 
the agent’s dynamic constraints. 

We find the idea of generating smooth paths very appealing and address the fol-
lowing angle constrained path planning problem. Given a square grid the task is to 
find a path as a sequence of grid sections (ordered pairs of grid elements) such that an 
angle of alteration between each two consecutive sections is less or equal than some 
predefined threshold. We present novel heuristic search algorithm – LIAN (from “li-
mited angle”) – of solving it. We examine LIAN both theoretically, showing that it is 
sound and complete (under some constraints), and experimentally, testing LIAN’s 
applicability in urban outdoor navigation scenarios. 

To the best of our knowledge, no direct competitors to LIAN are present nowa-
days, although there exists one or more implicit analogues – path planning methods 
that can be attributed to as taking the shape of the path into account. For example A*-
PS [10] runs A*-search on a grid and after it is finished performs a preprocessing step 
to eliminate intermediate path elements. Thus the resultant path starts looking more 
realistic and at the same time it becomes shorter. Theta* (or more precise – Basic 
Theta*) [12] uses the same idea – intermediate grid elements skipping – but it per-
forms the smoothing procedure online, e.g. on each step of the algorithm. In [15] a 
modification of Basic Theta* (also applicable to A*-PS) algorithm is presented which 
uses special angle-based heuristic to focus the search in order to construct more 
straightforward paths to the goal. In [16] another modification of Basic Theta* – 
weighted angular rate constrained Theta* (wARC-Theta*) - is described. wARC-
Theta* uses special techniques to take into account agent’s angular rate (and other) 
constraints staying within grid model e.g. without extending the spatial model with 
agent’s orientation (heading) information but rather performing the corresponding 
calculations online. wARC-Theta* with some minor adaptations can be used to solve 
the angle constrained path planning problem we are interested in. Unfortunately, the 
algorithm is incomplete, e.g. it fails to solve a wide range of path planning tasks  
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although the solutions to these tasks do exist. With some modifications, explained 
further in the paper, the performance of wARC-Theta* can be improved and the num-
ber of successfully solved tasks can be increased. This improved version of wARC-
Theta* is seen to be the only direct analogue of the proposed algorithm so we use it to 
perform the comparative experimental analysis. Obtained results show that the newly 
proposed algorithm – LIAN – significantly outperforms wARC-Theta*: LIAN solves 
much more tasks and uses significantly less computational resources (processor time 
and memory). 

The latter of the paper is organized as follows. In section 2 we express the angle 
constrained path planning problem formally. In section 3 the new algorithm of solving 
it – LIAN – is present, as well as modified wARC-Theta* algorithm is described. In 
section 4 the results of the comparative experimental study are given. 

2 Angle Constrained Path Planning Problem on Square Grid 

Two alternative types of square grid notations are widespread nowadays: center-
based, when agent’s locations are tied to the centers of grid cells, and corner-based, 
when agent’s locations are tied to the corners, respectively (see figure 1). 
 

 

Fig. 1. Square grids: center-based (left) and corner-based (right). 

We adopt the center-based notation and consider a grid to be a finite set of cells A 
that can be represented as a matrix  AMxN={aij}, where i, j – are cell position indexes 
(coordinates) and M, N – are grid dimensions. Each cell is labeled either traversable 
or un-traversable and the set of all traversable cells is denoted as A+. In case cell 
coordinates can be omitted, lower case Latin characters will be used: a, b, c etc.  

A line-of-sight function, los: A+×A+ → {true, false}, is given and an agent is al-
lowed to move from one traversable cell to the other if los returns true on them (or, 
saying in other words, if there exist a line-of-sight between them). In our work, as in 
many others, we use well-known in computer graphics Bresenham algorithm [17] to 
detect if line-of-sight between two cells exist or not. This algorithms draws a “discrete 
line section” (see figure 2) and if it contains only traversable cells than los is supposed 
to return true (otherwise los returns false). 

A metric function, dist: A+×A+ → ℜ, is given to measure the distance between any 

two traversable cells. We use Euclid distance, e.g dist(aij, alk)=   
as metric function. 
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An ordered pair of grid cells is a section: e=aij, alk, and it is traversable iff los(aij, 
alk)=true. The length of a section aij, alk equals dist(aij, alk). Two sections that have 
exactly a middle cell in common, e.g. e1=aij, alk, e2=alk, avw, are called adjacent. 
Δ-section is such a section e=aij, alk that it’s endpoint, alk, belongs to CIRCLE(aij, 

Δ), where CIRCLE is a set of cells identified by the well-known in computer graphics 
Midpoint algorithm [18] (which is a modification of the abovementioned Brezen-
ham’s algorithm for drawing “discrete circumferences”) – see figure 2. 

A path between two distinct traversable cells s (start cell) and g (goal cell) is a se-
quence of traversable adjacent sections such that the first section starts with s and the 
last ends with g: π(s, g)=π={e1, …, ev}, e1=s, a, ev=b, g. The length of the path 
len(π) is the sum of the lengths of the sections forming that path.  

Given two adjacent sections e1=aij, alk, e2=alk, avw an angle of alteration is the 
angle between the vectors   and   , which coordinates are (l - i, k - j) and 
(v - l, w - k) respectively (see figure 2). This angle is denoted as α(e1, e2) and it’s value 
is denoted as |α(e1, e2)|. 

 

Fig. 2. Main concepts of the angle constrained path planning problem. On the left: traversable 
sections are depicted as solid lines; cells identified by the Bresenham algorithm are shaded 
grey; angles of alterations are denoted as αa,αb,αc; the path being depicted is a Δ-path, Δ=5. On 
the right: CIRCLE set – cells identified by the Midpoint algorithm, Δ=5. 

Given a path π={e1, …, ev} we will call the value αm(π)=αm=max{|α(e1, e2)|, |α(e2, 
e3)|, …, |α(ev-1, ev)|} the maximum angle of alteration of the path. 

Now we are interested in solving angle constrained path planning problem which is 
formulated as following. Given two distinct traversable cells s (start cell) and g (goal 
cell) and the value αm: 0<αm<180, find a path π(s, g) such that αm(π)≤αm (angle con-
strained path). 

Shortest angle constrained path is considered to be the optimal solution. For the 
reasons explained further in the paper, we are also interested in a special class of solu-
tions of the problem, so called Δ-solutions. Δ-solution is an angle constrained path 
each section of which, except maybe the last one, is the Δ-section (the path depicted 
on the figure 2 is a Δ-path, Δ=5). 
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3 Algorithms for the Angle Constrained Path Planning 

3.1 wTheta*-LA 

In [13] H. Kim et al. present a modification of Basic Theta* [9] algorithm tailored to 
solve grid path planning problem for an agent with angular rate constraints. Authors 
do not consider the maximum angle of alteration constraint – as described above – 
directly. Instead, they investigate the case when the speed and the turning radius of an 
agent are given and calculate angle constraint online, taking into account the length of 
the path sections involved. But if one replaces the original procedure of angle con-
straint calculation with the one which always returns αm, their algorithm becomes 
applicable to the angle constrained path problem we are interested in. We call such an 
algorithm Theta*-LA (LA stands for “limited angle”). 

Theta*-LA is a pretty straightforward modification of Theta*. The only difference 
is that when Theta* tries to connect a cell to it’s grandparent (in order to skip the in-
termediate element, e.g. parent, from the path) it validates only the line-of-sight con-
straint (e.g. if line-of-sight exists between the cell and it’s grandparent the former is 
being connected to the latter), while Theta*-LA validates also angle constraint, and if 
an angle between the sections defined by the trio: grandparent-parent-cell is greater 
than the predefined threshold αm, than parent cell is kept in the sequence. This 
straightforward technique leads to the following problem: if the angle constraint is 
less than 45° (which is likely to be a common, realistic scenario) the algorithm fails to 
circumnavigate large obstacles and thus fails to find an angle constrained path - see 
figure 3 for detailed explanation. 

The main reason Theta*-LA fails to find a path in many cases is that it does not 
store the intermediate path elements but rather tries to make path sections as long as 
possible. In the original paper [13] H.Kim et. al give a hint how this problem can be 
partially solved but do not describe it in details – they suggest weighting the grid, e.g. 
assigning each grid cell a non-negative weight value and taking cells’ weights into 
account while calculating the length of the section. Using weights to penalize the cells 
residing close to the obstacles in such way that Theta*-LA first prefers processing 
cells residing at some distance of the obstacles potentially leads to another grandpa-
rent-parent-cell sequences and improves the overall performance of the algorithm. 

We have implemented the grid weighting procedure that makes cells lying close to 
the obstacles less attractive to the algorithm and call such an algorithm wTheta*-LA. 
We use the following strategy: given two parameters – radius r and max weighting 
penalty p – discrete circumferences of radius r with the centers in the cells a lying on 
the boundaries of the obstacles are constructed (by the referred in section 1 Midpoint 
algorithm). Than the rays connecting a and each cell forming the circumference are 
traced and each ray cell, say a', is assigned the weight as follows: w(a')=p·(1 + (1 – 
dist(a, a'))/r) - see figure 3. During the search, a modified length calculation formula 
is used, e.g. len(a, b)=dist(a, b)·(1+avgW), where avgW – is the average weight of 
the cells lying on Bresenham line in between a and b. 
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Fig. 3. Theta*-LA and wTheta*-LA circumnavigating the obstacle. Left: when expanding cell 
a, b is discarded due to the violation of the maximum angle alteration constraint, the search 
continues to c; b is discarded again for the same reason; d is also discarded so the search would 
continue to e, which is a dead end. Right: weighting the grid alters the direction of the search 
and the obstacle can be successfully circumnavigated. 

Experimental analysis (see section 4) shows that weighting significantly improves 
algorithm’s performance, but still vast variety of path planning tasks remains un-
solved. One can suggest playing further with the weighting parameters values or mod-
ifying the weighting procedure itself, but we prefer to design a new algorithm that a) 
does not require any grid preprocessing at all and b) theoretically guarantees com-
pleteness (at least for a defined class of tasks). Such an algorithm is described further. 

3.2 LIAN  

LIAN (from “limited angle”) is a heuristic search algorithm tailored to solve angle 
constrained path planning problem on square grids. LIAN relies on A* [5] search 
strategy of the state-space, uses line-of-sight checks as Theta* [9] and exploits the 
idea of multiple parents as R* [8]. 

As well as A* our algorithm explores the grid cells and calculates so called  
g-values, where g-value of a cell a, g(a), is the length of the path (angle constrained 
path) from start cell s to a found so far. Along with the g-value each cell is obligatory 
characterized by the parent pointer (like Theta* but unlike A* where parent pointers 
are commonly used but are not obligatory) – bp(a), which points to the grid cell 
which is a predecessor of a. Any grid cell can have multiple parents (this makes LIAN 
similar to R*). Thus when we are talking about the search space of LIAN we are talk-
ing about the space consisting of nodes which are the triples: cell, g-value, parent 
pointer (which actually points to the node, not the cell). Nodes will be denoted as [a], 
and [a]=[a, g([a]), bp([a])]. So, [a] is a node and a is a corresponding cell. bp([a]) is a 
node (e.g. bp([a])=[a']) and bp(a) is a corresponding cell (bp(a)=a'). 
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As well as any other A*-like search algorithm LIAN maintains and stores in mem-
ory two lists of nodes: OPEN and CLOSED. OPEN is the set of nodes – potential 
candidates for further processing and it initially contains the only element [s, 0, ∅]. 
CLOSED is the set of nodes that have already been processed. On each step node [a] 
with minimal f-value, f([a]),is retrieved from OPEN, where f([a])=g([a])+h(a), and 
h(a) is a heuristic estimate (e.g. dist(a, g)) of the path length from a to the goal cell (as 
in A*). Then the potential successors of [a] are generated SUCC([a])=SUCC. In A* 
SUCC is formed out of the cells which are adjacent to a. Unlikely, in LIAN potential 
successors correspond to the cells residing at the fixed distance ∆∈N (which is the 
input parameter of the algorithm) from a. To identify such cells Midpoint algorithm 
(described in section 1) is invoked: a discrete circumference of radius ∆ is drawn and 
the nodes corresponding to the cells forming this circumference are added to SUCC. 
If the distance from a to g is less than ∆, then the goal node is also added to the SUCC 
list. To distinguish between the potential successor nodes and the corresponding cells 
we will use the record [succi] to denote the former and succi to denote the latter. 

After the set of potential successors is constructed it’s pruning is done. First nodes 
corresponding to un-traversable cells are eliminated. Second, the nodes that violate 
line-of-sight constraint are pruned. Third, the nodes that correspond to the cells that 
violate maximum angle of alteration constraints are discarded, e.g. the nodes [succi]  
that correspond to such cells succi: |α(bp(a), a, a, succi)|>αm (NB: if the start node 
is processed the angle constraints are ignored). Forth, the cells that have been visited 
before are pruned, e.g. if the CLOSED list contains a node with the same cell and 
parent pointer then such potential successor is discarded. 

 
1. LIAN(start, goal, Δ, αm) 

2. bp([start]) := ∅; g([start]) := 0; 

3. OPEN.push([start]); CLOSED := ∅; 

4. while OPEN.size > 0 

5. [a] := argmin[a]∈OPEN  f([a]);  

6. OPEN.remove([a]); 

7. if a = goal 

8. getPathFromParentPointers([a]); 

9. return “path found”; 

10. CLOSED.push([a]);  

11. Expand([a], Δ, αm);  

12. return “no path found”  

13. end 

14. Expand([a], Δ, αm) 

15. SUCC = getCircleSuccessors([a], Δ); 

16. if dist(a, goal) < Δ 

17. SUCC.push([goal]);  

18. for each [a'] ∈ SUCC 

19. if a' is un-traversable 

20. continue;  

21. if | α(bp(a), a, a, a') | > αm 

22. continue;  

23. for each [a''] ∈ CLOSED 

24. if a'=a'' and bp(a')=bp(a'') 

25. continue;  

26. if LineOfSight(a, a') = false 

27. continue; 

28. g([a']) := g([a]) + dist(a, a'); 

29. OPEN.push([a']);  

30. end 

Fig. 4. LIAN Algorithm 
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After fixing the SUCC set, g-values of the successors are calculated: 
g([succi])=g([a])+d(a, succi) and corresponding nodes are added to OPEN. [a] is 
added to CLOSED. 

Algorithm’s stop criterion is the same as used in A*: LIAN stops when a node cor-
responding to the goal cell is retrieved from OPEN (in that case the path can be re-
constructed using parent pointers). If the OPEN list becomes empty during the search 
algorithm reports failure to found a path. 

The proposed algorithm has the following properties. 

Property 1. LIAN always terminates. 
 

Sketch of Proof. Algorithm is performing the search until the OPEN list is empty (or 
until the goal node is retrieved from it). OPEN contains only elements that refer to the 
grid cells the total number of which is finite. The number of potential parents of the 
cell is also finite. At the same time when a new node is generated LIAN checks 
whether this node (the node defined by the same cell and the same parent) has been 
processed before already (lines 24-26). And in case the answer is ‘yes’ it is pruned 
and not added to OPEN. Thus, the total number of nodes potentially addable to OPEN 
is finite. Given the fact that on each step of the algorithm an element is removed from 
OPEN (line 6) one can infer that sooner or later this list will contain no elements, or 
the goal node will be retrieved. In both cases (lines 4, 7) algorithm terminates. 

Property 2. If only Δ-solutions are under investigation then LIAN is sound and com-
plete, e.g. if Δ-solution to the angle constrained path planning task exists LIAN finds 
it, if no Δ-solution exist, LIAN reports failure. 
 

Sketch of Proof. LIAN’s parameter Δ well defines the set of potential successors for 
any node as the set of nodes corresponding to the cells residing at the Δ-distance. All 
successors that correspond to the traversable cells and satisfy the maximum angle of 
alteration and line-of-sight constraints are added to OPEN (except those that have been 
examined before). Thus, sooner or later all paths compromised of the Δ-sections (ex-
cept, maybe, the last section – lines 16-17) will be constructed and evaluated and the 
sought path, if it exist, will be found. By construction this path is a Δ-solution of the 
given task. If LIAN reports failure it means that all the potential paths – candidates for 
the Δ-solution have been examined (otherwise OPEN list still contains some elements 
and LIAN continues the search), which in turn means no Δ-solution exists. 

Property 3. If different Δ-solutions to the angle constrained path planning task exist 
LIAN returns the shortest one. 
 

Sketch of Proof. LIAN uses the same OPEN prioritization strategy as A* which 
guarantees finding the shortest path if the admissible heuristic is used. LIAN uses 
Euclidian distance function dist, which is admissible (and consistent as well) heuris-
tic. Thus LIAN returns the shortest Δ-solution possible. 

We would like to notice further that just like A* LIAN allows heuristic weighting, 
e.g. calculating f-values in the following way –  f([a])=g([a])+w·h(a), where w>1. 
Weighting the heuristic commonly makes it inadmissible thus the optimality of the 
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solution can not be guaranteed any more. But at the same time, it’s known that in 
many practical applications, grid path planning inclusively, heuristic weighting radi-
cally improves algorithm’s performance while the quality of the solution decreases 
insignificantly. So we would also like to use LIAN with weighted heuristic as practi-
cally-wise we are interested in finding the solution as quickly as possible. 

3.3 D-LIAN  

Necessity to initialize LIAN with fixed Δ leads to the obvious problem: which exact 
value to choose? In cluttered spaces setting Δ too high will likely make LIAN report 
failure because line-of-sight constraints will be continuingly violated resulting in 
exhausting of OPEN list (there simply will be no candidates to fill it up). At the same 
time setting Δ too low leads to the reduction of potential successors set – SUCC – for 
any node under expansion (the lower the value Δ is the fewer cells form the discrete 
circumference of radius Δ) and thus OPEN list is likely to exhaust again. 

To address this problem and make LIAN behavior more flexible and adaptable we 
suggest dynamically change Δ while performing the search. The modification of 
LIAN that uses this technique will be referred to as D-LIAN. 

D-LIAN works exactly the same as LIAN but uses a bit modified Expand() proce-
dure: it refines the SUCC set in 2 phases. Traversability check, maximum angle of 
alteration check and CLOSED list check (lines 19-26) are separated from the line-of-
sight check (line 27). Namely, when some [succi] passes checks encoded in lines 19-
26 it is added to SUCC2 and iteration over SUCC set continues. Thus phase 1 ends 
with forming SUCC2 – set of traversable nodes not processed before and not violating 
maximum angle of alteration constraint. Then all elements of SUCC2 are checked 
against line-of-sight constraint and elements that successfully pass this check are add-
ed to OPEN (just as before). The difference is when all the line-of-sights checks on 
SUCC2 elements fail. In that case Δ value is half decreased and Expand() procedure is 
invoked again (while usual LIAN just finishes node’s expansion and no successors 
are added to OPEN). D-LIAN consequently repeats the Expand() procedure (and each 
time half-decreased value of Δ is used) until some valid successor(s) is generated or 
until value of Δ reaches some predefined threshold – Δmin (set by the user). In the 
latter case D-LIAN stops node expansion and no successors are added to OPEN.  

If, at some step of node [a] expansion process, valid successors are generated,  
Δ-value is remembered and then the search from [a] continues using that exact value of 
Δ (we will refer to it as to Δ([a])). If next n successive expansions of [a] are all characte-
rized by successful successors generation and decreasing of Δ([a]) was not used to  
generate them then Δ([a]) is half increased. The upper limit on Δ value –  Δmax – is also 
set by the user. Thus while performing the search D-LIAN dynamically adjusts Δ in 
order to generate as many successors of each node as it is needed to solve the task. 

One of the features of D-LIAN is that multiple Δ values are potentially used during 
the search. Technically this is achieved by storage of Δ-value referenced to a node. 
Thus D-LIAN node becomes a quadruple: [a, g(a), bp([a]), Δ([a])]. Input parameters 
of D-LIAN are: Δinit – initial value of Δ, Δmin – the lower threshold, Δmax – the upper 
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threshold, n – the number of steps after which Δ is half-increased. In the experiments 
we used the following bindings: n=2,  Δmin=Δinit/2, Δmax=Δinit.  

4 Experimental Analysis 

The experimental setup for the comparative study of the algorithms considered in the 
paper – LIAN, D-LIAN, Theta*-LA, wTheta*-LA – was the Windows7-operated PC, 
iCore2 quad 2.5GHz, 2Gb RAM. All the algorithms were coded in C++ using the 
same data structures and programming techniques. 

Urban outdoor navigation scenario was targeted and path finding for small un-
manned aerial vehicle (UAV) performing nap-of-the-earth flight was addressed. 

Each grid involved in the tests was constructed using OpenStreetMaps (OSM) data 
[19]. To generate a grid a 1347m x 1347m fragment of actual city environment was 
retrieved from OSM and discretized to 501 x 501 grid so one cell refers to (approx.) 
2,7m x 2,7m area. Cells corresponding to the areas occupied by buildings were 
marked un-traversable. 80 different city environments were used and 5 different start-
goal locations were chosen for each environment fragment residing more than 1350m 
one from the other (so dist(start, goal)≥500). Thus, in total, testbed consisted of the 
400 various path planning tasks. Targeted angle constraints were: 20°, 25° and 30° 
(these figures were advised by the peers involved in UAV controllers design). 

The following indicators were used to compare the algorithms: 
sr – success rate – number of the successfully accomplished angle constrained path 

planning tasks divided by the number of all tasks; 
t – time (in seconds) – time needed for an algorithm to produce solution; 
m – memory (in nodes) – number of elements stored in OPEN∪CLOSED (the 

memory consumption of the algorithm); 
pl – path length (in meters) – the length of the resulting angle-constrained path. 
Preliminary tests had been conducted to roughly assess the performance of the al-

gorithms. The following observations were made. First, LIAN under some paramete-
rizations terminates minutes after it was invoked. So a 60-seconds time limit was 
suggested for further testing, e.g. if any algorithm did not terminate within 60 seconds 
the result of the test was considered to be failure. Second, using weighted heuristic 
radically improves LIAN’s computational performance while path length reduces 
insignificantly (around 1-2%). So if further tests LIAN was run with the heuristic 
weight equal to 2. Third, “the best” parameters for wTheta*-LA (p=0.1, r=12) were 
identified and these parameters were used further on. 

The main series of tests involved the following algorithms: 4 instances of LIAN, 
each using it’s own Δ: 3, 5, 10, 20, referred, further as LIAN-3, LIAN-5, LIAN-10, 
LIAN-20; Theta*-LA and wTheta*-LA. Thus, 7*400=2800 experiments in total were 
conducted. Obtained results are shown on figure 5. 

Figures shown in the table (except sr and PAR-10 indicators) are the averaged values 
with failures not considered while averaging. Namely, for each algorithm t, m, pl values 
were averaged taking into account only it’s respective positive results. PAR-10 is the 
penalized average runtime – metrics that averages the runtime but takes failures into 
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account [20]: if an algorithm fails to solve a task, t is set (penalized) for that run to be 
10*cut-of-time (where cut-off-time equals 60) and in the end all the obtained t values are 
averaged. Thus PAR-10 can be seen as an integral indicator of algorithm’s ability to 
solve various path planning tasks as quick as possible. 

 
αm = 20 αm = 25 αm = 30 

sr PAR-10 t m* pl sr PAR-10 t m* pl sr PAR-10 t m* pl 

LIAN-3 31% 417 1,1 40,1 1503 31% 417 1,1 40,1 1503 99% 3 0,4 6,5 1619 

LIAN-5 93% 41 0,6 8,7 1634 98% 12 0,5 6,3 1617 98% 11 0,5 6,1 1611 

LIAN-10 86% 86 1,1 10,3 1632 90% 65 1,1 7,8 1619 92% 52 0,9 6,3 1610 

LIAN-20 66% 209 2,7 12,7 1627 72% 171 1,4 7,8 1625 79% 130 1,6 7,8 1628 

Theta*-LA 4% 581 0,8 16,1 1454 12% 536 2,1 37,5 1574 31% 421 2,2 47,4 1580 

wTheta*-LA 14% 522 2,1 35,9 1504 55% 277 2,76 58,3 1598 73% 165 2,7 61,0 1567 

*m is expressed in kilonodes, 1 kilonode = 1 000 nodes 

Fig. 5. LIAN, Theta*-LA and wTheta*-LA results. 

As one can see Theta*-LA is totally inapplicable to angle-constrained path planning 
when angle constraint is set to 20°-30°. In that case it fails to solve two thirds (or more) 
of tasks. Weighting a grid, e.g. using wTheta*-LA, significantly (up to several times) 
improves the performance. But still, wTheta*-LA successfully handles only 14%-55%-
73% of the tasks (for angle constraints 20°, 25°, 30° respectively), while the worst 
LIAN result, e.g. the result of LIAN-20 is 66%-72%-79% respectively. So, one can 
say, that in general even the “worst” LIAN is 1,5 times better (in terms of the number 
of successfully handled tasks) than “the best” wTheta*-LA.  

Worth mentioning are the results of LIAN-3. While it solves 99% of tasks when angle 
limit is 30°, in case the latter is 20°-25° only one third of tasks is solved. It indirectly 
confirms the hypothesis (see section 3.3) that lower values of Δ should be avoided in 
general. Setting Δ too high – 20 in our case – also degrades the algorithm performance. 

If we now take a closer look at the results of best LIAN instances, e.g LIAN-5 and 
LIAN-10, and compare them to the best results achieved by limited angle Theta*, e.g. to 
wTheta*-LA results, and use normalization, we’ll get the following picture – see figure 6.  

 

Fig. 6. Normalized LIAN-5, LIAN-10, wTheta*-LA results. 
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As one can see LIAN-5 and LIAN-10 both significantly (up to 5-10 times) outper-
form wTheta*-LA in terms of time and memory usage. At the same time, path pro-
duces by them are only 1% longer that wTheta*-LA paths. 

When the best algorithms of LIAN family (e.g. LIAN-5 and LIAN-10) were identi-
fied we conducted another experiment, tailored to answer the following question – can 
their performance be further improved by using dynamic Δ adjustment technique as 
described in section 3.3? So we repeated 400 tests but now only LIAN-5, LIAN-10 and 
their dynamic modifications D-LIAN-5, D-LIAN-10 were used (the latter were para-
meterized as it was suggested in section 3.3). The results are shown in figure 7. 

αm = 20 αm = 25 αm = 30 
sr PAR-10 t m* pl sr PAR-10 t m* pl sr PAR-10 t m* pl 

DLIAN-5 95% 34 0,8 8,9 1632 98% 12 0,5 6,1 1616 99% 8 0,4 6,7 1614 

LIAN-5 93% 41 0,6 8,7 1634 98% 12 0,5 6,3 1617 98% 11 0,5 6,1 1611 

DLIAN-10 86% 86 1,0 8,9 1628 90% 59 0,8 6 1624 93% 43 1,0 5,9 1615 

LIAN-10 86% 86 1,1 10,3 1632 89% 65 1,1 7,8 1619 92% 52 0,9 6,3 1610 

*m is expressed in kilonodes, 1 kilonode = 1 000 nodes 

Fig. 7. LIAN and D-LIAN results. 

As one can see dynamic adjustment of Δ increases the chances of finding a  
solution. It also decreases running time and memory usage in some cases (for exam-
ple, when Δ=10, dynamic adjustment reduces the memory consumption on notable 
10-15%). So D-LIAN proves to be a worthwhile modification of LIAN. 

Summing up all the results one can claim that LIAN (especially with dynamic Δ 
adjustment, and initial Δ values set to 5 or 10) is an effective algorithm to solve angle 
constrained path planning problems on square grids and it significantly outperforms 
it’s direct competitors, e.g. wTheta*-LA, in terms of computational efficiency and the 
ability to accomplish path finding tasks (at least when the urban outdoor navigation 
scenarios are under consideration). 

5 Conclusions and Future Work 

We have investigated the angle constrained path planning problem for square grids 
and presented a new parameterized algorithm – LIAN (and it’s variation D-LIAN) – 
for solving it. We have proved that LIAN is sound and complete (with the respect to 
it’s input parameter – Δ). We have studied LIAN experimentally in various modeled 
outdoor navigation scenarios and showed that it significantly outperforms existing 
analogues: it solves more angle constrained path planning tasks than the competitors 
while using less memory and processing time. 

In future we intend to develop more advanced techniques of dynamic Δ adjustment, 
aimed at further improvement of LIAN performance. Another appealing direction of  
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research is evaluating LIAN in real environments, e.g. implementing LIAN as part of 
the intelligent control system that automates navigation of a mobile robot or unmanned 
aerial vehicle in real world. 

Acknowledgements. This work was partially supported by RFBR, research project No. 15-07-
07483. 
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Abstract. Axiom pinpointing consists in computing a set-wise minimal
set of axioms that explains the reason for a subsumption relation in an
ontology. Recently, an encoding of the classification of an EL+ ontology
to a polynomial-size Horn propositional formula has been devised. This
enables the development of a method for axiom pinpointing based on the
analysis of unsatisfiable propositional formulas. Building on this earlier
work, we propose a computation method, termed EL2MCS, that exploits
an important relationship between minimal axiom sets and minimal unsat-
isfiable subformulas in the propositional domain. Experimental evaluation
shows that EL2MCS achieves substantial performance gains over existing
axiom pinpointing approaches for lightweight description logics.

1 Introduction

Axiom pinpointing consists in identifying a minimal set of axioms (MinA) that
explains a given subsumption relation in an ontology. This problem is useful for
debugging ontologies, and finds several application domains, including medical
informatics [15,20,32]. Earlier axiom pinpointing algorithms [5,6] in lightweight
Description Logics (i.e., EL and EL+) generate a (worst-case exponential-size)
propositional formula and compute the MinAs by finding its minimal mod-
els, which is an NP-hard problem. More recently, a polynomial-size encoding
is devised in [33,34] that encodes the classification of an EL+ ontology into a
Horn propositional formula (i.e. it can be exponentially more compact than ear-
lier work [5,6]). This encoding is exploited by the axiom pinpointing algorithm
EL+SAT [33,34], based on SAT methods [25] and SMT-like techniques [17].
Although effective at computing MinAs, these dedicated algorithms often fail to
enumerate MinAs to completion, or to prove that no additional MinA exists.

Building on this previous work, we present a new approach for axiom pin-
pointing in EL+ DLs, termed EL2MCS. It is based on a relationship between
MinAs and minimal unsatisfiable subformulas (MUSes) of the Horn formula
encoding [33,34]. The relationship between MUSes and MinAs makes it possi-
ble to benefit from the large recent body of work on extracting MUSes [8,9,14,
16,24,29], but also minimal correction subsets (MCSes), as well as their min-
imal hitting set relationship [7,18,31], which for the propositional case allows
for exploiting the performance of modern SAT solvers. The relationship between

c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 225–233, 2015.
DOI: 10.1007/978-3-319-24489-1 17
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axiom pinpointing and MUS enumeration was also studied elsewhere indepen-
dently [22], where the proposed approach iteratively computes implicants [12,24]
instead of exploiting hitting set dualization.

Experimental results, considering instances from medical ontologies, show
that EL2MCS significantly outperforms existing approaches [4,19,22,34].

The remainder of the paper is structured as follows. Section 2 introduces basic
definitions and notation. Section 3 describes the propositional Horn encoding and
our proposed axiom pinpointing approach. The experimental results are reported
in Section 4 and Section 5 concludes the paper.

2 Preliminaries

2.1 Lightweight Description Logics

The standard definitions of EL+ are assumed [3,6,33]. Starting from a set NC of
concept names and a set NR of role names, every concept name in NC is an EL+

concept description that also uses �, �, and ∃r.C constructs to define concept
descriptions and role chains r1 ◦· · ·◦rn from roles in NR. A TBox is a finite set of
general concept inclusion (GCI) of form C � D and role inclusion (RI) axioms
of form r1 ◦· · ·◦rn � s. For a TBox T , PCT denotes the set of primitive concepts
of T , representing the smallest set of concepts that contains the top concept �,
and all the concept names in T . PRT denotes the set of primitive roles of T ,
representing all role names in T . The main inference problem for EL+ is concept
subsumption [3,6]:

Definition 1 (Concept Subsumption). Let C,D represent two EL+ concept
descriptions and let T represent an EL+ TBox. C is subsumed by D w.r.t. T
(denoted C �T D) iff CI ⊆ DI in every model I of T .

Finding an explanation, termed axiom pinpointing, consists of computing a min-
imal axiom subset (MinA) that explains the subsumption relation.

Definition 2 (MinA). Let T be an EL+ TBox, and let C,D ∈ PCT be primi-
tive concept names, with C �T D. Let S ⊆ T be such that C �S D. If S is such
that C �S D and C 	�S′ D for S ′ � S, then S is a minimal axiom set (MinA)
w.r.t. C �T D.

2.2 Propositional Satisfiability

Standard propositional satisfiability (SAT) definitions are assumed [10]. We con-
sider propositional CNF formulas and use a clause-set based representation of
such formulas. Formulas are represented by F , M, M′, C and C′, but also by ϕ
and φ. Horn formulas are such that every clause contains at most one positive
literal. In this paper, we explore both MUSes and MCSes of CNF formulas.

Definition 3 (MUS). M ⊆ F is a Minimal Unsatisfiable Subformula (MUS)
of F iff M is unsatisfiable and ∀M′�M M′ is satisfiable.
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Definition 4 (MCS). C ⊆ F is a Minimal Correction Subformula (MCS) of
F iff F \ C is satisfiable and ∀C′�C F \ C′ is unsatisfiable.

A well-known result, which will be used in the paper is the minimal hitting set rela-
tionship between MUSes and MCSes of an unsatisfiable formula F [7,11,18,31].

Theorem 1. Let F be unsatisfiable. Then, each MCS of F is a minimal hitting
set of the MUSes of F and each MUS of F is a minimal hitting set of the MCSes
of F .
A partial MaxSAT, formula ϕ is that partitioned into a set of hard (ϕH) and
soft (ϕS) clauses, i.e. ϕ = {ϕH , ϕS}. Hard clauses must be satisfied while soft
clauses can be relaxed. We have used partial MaxSAT encoding and enumeration
of MUSes [7,18] using minimal hitting set duals [7,11,18,31] in our proposed
solution.

3 Computation Technique and Tool Overview (EL2MCS)

This section introduces the main organization of our approach. It works over
the propositional Horn encoding used in EL+SAT [33,34], and exploits a close
relationship between MinAs and MUSes.

3.1 Horn Formula Encoding

In EL+SAT, the Horn formula φall
T (po) mimics the classification of TBox T and

is constructed as follows [33,34]:
1. For every axiom (concretely axi), create an axiom selector propositional

variable s[axi]. For trivial GCI of the form C � C or C � �, s[axi] is constant
true.

2. During the execution of the classification algorithm [3,6], for every applica-
tion of a rule (concretely r) generating some assertion (concretely ai), add
to φall

T (po) a clause of the form,
⎛

⎝
∧

aj∈ant(r)

s[aj ]

⎞

⎠→ s[ai]

where s[ai] is the selector variable for ai and ant(r) are the antecedents of
ai with respect to a completion rule r.

For axiom pinpointing the SAT-based algorithms [33,34], exploiting the ideas
from early work on SAT solving [25] and AllSMT [17], compute MinAs for
any subsumption relation (i.e., Ci � Di) using the list of assumption variables
{¬s[Ci�Di]} ∪ {s[axi] | axi ∈ T }. The following theorem is fundamental for this
work [33,34], and is extended in the next section to relate MinAs with MUSes
of propositional formulas.
Theorem 2 (Theorem 3 in [34]). Given an EL+ TBox T , for every S ⊆ T
and for every pair of concept names C,D ∈ PCT , C �S D if and only if the
Horn propositional formula φall

T (po) ∧(¬s[C�D]) ∧axi∈S (s[axi]) is unsatisfiable.
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3.2 MinAs as MUSes

Although not explicitly stated, the relation between axiom pinpointing and MUS
extraction has been apparent in earlier work [6,33,34].

Theorem 3 ([1]). Given an EL+ TBox T , for every S ⊆ T and for every
pair of concept names C,D ∈ PCT , S is a MinA of C �S D if and only if
the Horn propositional formula φall

T (po) ∧(¬s[C�D]) ∧axi∈S (s[axi]) is minimally
unsatisfiable.

Based on Theorem 3 and the MUS enumeration approach in [18], we can now
outline our axiom pinpointing approach.

3.3 Axiom Pinpointing Using MaxSAT

As described earlier, the axiom pinpointing algorithm [33,34] explicitly enumer-
ates the selection variables (i.e., s[axi]) in an AllSMT-inspired approach [17]. In
contrast, our approach is to model the problem as partial maximum satisfiability
(MaxSAT), and enumerate over the MUSes of the MaxSAT problem formulation.
Therefore, all clauses in φall

T (po) are declared as hard clauses. Observe that, by
construction, φall

T (po) is satisfiable. In addition, the constraint C �T D is encoded
with another hard clause, namely (¬s[C�T D]). Finally, the variable s[axi] associ-
ated with each axiom axi denotes a unit soft clause. The intuitive justification is
that the goal is to include as many axioms as possible, leaving out a minimal set
which, if included, would cause the complete formula to be unsatisfiable. Thus,
each of these sets represents an MCS of the MaxSAT problem formulation, but
also a minimal set of axioms that needs to be dropped for the subsumption rela-
tion not to hold (i.e. a diagnosis [20]). MCS enumeration can be implemented
with a MaxSAT solver [18,27] or with a dedicated algorithm [23]. It is well-known
(e.g. see Theorem 1) that MCSes are minimal hitting sets of MUSes, and MUSes
are minimal hitting sets of MCSes [7,11,18,31]. Thus, we use explicit minimal
hitting set duality to obtain the MUSes we are looking for, starting from the
previously computed MCSes.

3.4 EL2MCS Tool

The organization of the EL2MCS tool is shown in Figure 1. The first step is
similar to EL+SAT [33,34] in that a propositional Horn formula is generated.
The next step, however, exploits the ideas in Section 3.3, and generates a partial
MaxSAT encoding. We can now enumerate the MCSes of the partial MaxSAT
formula using the CAMUS2 tool [23]1. The final step is to exploit minimal
hitting set duality for computing all the MUSes given the set of MCSes [18].
This is achieved with the CAMUS tool2. The hypergraph traversal computa-
tion tools, shd [28] and MTminer [13], could be used instead in this phase. It

1 Available from http://logos.ucd.ie/web/doku.php?id=mcsls
2 Available from http://sun.iwu.edu/∼mliffito/camus/

http://logos.ucd.ie/web/doku.php?id=mcsls
http://sun.iwu.edu/~mliffito/camus/
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Fig. 1. The EL2MCS tool

should be observed that, although MCS enumeration uses CAMUS2 (a modern
implementation of the MCS enumerator in CAMUS [18], capable of handling
partial MaxSAT formulae), alternative MCS enumeration approaches were con-
sidered [23] but found not to be as efficient.

4 Experimental Evaluation

This section presents an empirical evaluation of EL2MCS3, which is compared
to the state-of-the-art tools EL+SAT [34], JUST [19], CEL [4] and SATPin [22].
EL+SAT and SATPin are SAT-based approaches, whereas CEL and JUST use
dedicated reasoners.

The medical ontologies used in the experiments are GALEN [30] (two vari-
ants: FULL-GALEN and NOT-GALEN), Gene [2], NCI [35] and SNOMED-
CT [36]. As in earlier work [34], for each ontology 100 subsumption query
instances were considered. So, there are 500 instances. In addition, for the SAT-
based tools, including EL2MCS, the instances were simplified with the cone-
of-influence (COI) reduction technique. CEL and JUST use their own similar
simplification techniques. The comparison with CEL and JUST imposes addi-
tional constraints. CEL reports at most 10 MinAs, so only 397 instances with
up to 10 MinAs were considered in the comparison with CEL. JUST is only
able to handle a subset of EL+, so the comparison with JUST only considers
292 instances it can return correct results. The experiments were performed on
a Linux Cluster (2GHz), with a time limit of 3600s.

By the time limit, out of the 500 instances, EL+SAT solves 241, SATPin
solves 458 and EL2MCS solves 470. For the few instances EL2MCS does not
solve, it computes thousands of MCSes by the time limit without reporting any
MinA. In these cases, EL+SAT and SATPin are able to return some MinAs,
although not achieving complete enumeration. Regarding the comparison with
CEL, out of 397 instances, CEL solves 394 and EL2MCS solves all of them.
Compared with JUST, out of the 292 instances considered, JUST solves 242
and EL2MCS solves 264. It is worth mentioning that there is no instance some
tool is able to solve and EL2MCS is not. Table 1 compares EL2MCS with the
other tools in terms of the number of instances it performed better and worse
(wins/losses). Unsolved instances where some method computed some MinAs
and EL2MCS did not, are counted as losses. As we can observe, in most cases,
EL2MCS performs better than any other tool. Figure 2 shows four scatter plots
with a pairwise comparison of EL2MCS and each other tool in terms of their

3 Available from http://logos.ucd.ie/web/doku.php?id=el2mcs

http://logos.ucd.ie/web/doku.php?id=el2mcs
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Table 1. Summary of results comparing EL2MCS with EL+SAT, SATPin, CEL and
JUST.

vs EL+SAT vs SATPin vs CEL vs JUST

#Wins / #Losses 359 / 106 353 / 114 379 / 18 236 / 28

%Wins / %Losses 71.8% / 21.2% 70.6% / 22.8% 96.2% / 4.5% 80.8% / 9.6%

Fig. 2. Plots comparing EL2MCS with EL+SAT, CEL, JUST and SATPin (runtimes
in secs).

running times. They reveal very significant differences in favor of EL2MCS in
all cases. EL2MCS is remarkably faster than any other tool for most instances,
in many cases with performance gaps of more than one order of magnitude.
The greatest advantages are over EL+SAT, CEL and JUST. On a few instances,
JUST is faster than EL2MCS. However, note that JUST is only able to handle a
subset of EL+, and so it is expected to be very efficient on this kind of instances.
SATPin performs better than other alternatives, solving a few instances less than
EL2MCS, but still EL2MCS outperforms it consistently in terms of running time.
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5 Conclusions and Future Work

This paper presents the EL2MCS tool for axiom pinpointing of EL+ ontologies.
Building on previous work [33,34], EL2MCS exploits a close relationship between
MinAs and MUSes of propositional formulas, and instruments an efficient algo-
rithm that relies on explicit minimal hitting set dualization of MCSes and MUSes
of unsatisfiable formulas. Experimental results over well-known benchmarks from
medical ontologies reveal that EL2MCS significantly outperforms the state of
the art, thus constituting a very effective alternative for this problem. A natural
research direction is to attempt to improve EL2MCS by substituting some of its
parts by other advanced novel alternatives (e.g. MCS extraction and enumera-
tion [21,26]).
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22. Manthey, N., Peñaloza, R.: Exploiting SAT technology for axiom pinpointing. Tech-
nical Report LTCS 15–05, Chair of Automata Theory, Institute of Theoretical
Computer Science, Technische Universität Dresden, April 2015. https://ddll.inf.
tu-dresden.de/web/Techreport3010

23. Marques-Silva, J., Heras, F., Janota, M., Previti, A., Belov, A.: On computing
minimal correction subsets. In: IJCAI (2013)

24. Marques-Silva, J., Janota, M., Belov, A.: Minimal sets over monotone predicates in
boolean formulae. In: Sharygina, N., Veith, H. (eds.) CAV 2013. LNCS, vol. 8044,
pp. 592–607. Springer, Heidelberg (2013)

25. Marques-Silva, J., Lynce, I., Malik, S.: Conflict-driven clause learning SAT solvers.
In: Biere, et al. (eds.) [10], pp. 131–153
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Abstract. Humans perform abductive reasoning routinely. We hypoth-
esize about what happened in the past to explain an observation made
in the present. This is frequently needed to model the present, too.

In this paper we describe an approach to equip robots with the capa-
bility to abduce hypotheses triggered by unexpected observations from
sensor data. This is realized on the basis of KnowRob, which provides
general knowledge about objects and actions. First we analyze the types
of environment changes that a robot may encounter. Thereafter we define
new reasoning methods allowing to abduce past events from observed
changes. By projecting the effects of these hypothetical previous events,
the robot gains knowledge about consequences likely to expect in its
present. The applicability of our reasoning methods is demonstrated in
a virtual setting as well as in a real-world scenario. In these, our robot
was able to abduce highly probable information not directly accessible
from its sensor data.

1 Motivation

Imagine Calvin the delivery robot tasked with delivering a set of packages. When
it passes by Martin’s office door early in the morning, it notices that the door
is still closed, so it continues on its round without stopping to check whether
Martin is inside. Half an hour later, Calvin observes from the end of the corridor
that the door is now open, so it concludes that Martin is in his office, and the
package can be delivered (see Figure 1).

This paper considers the question of how we can enable a robot to draw
this kind of conclusion automatically in a wide variety of situations, based on
abductive reasoning on its internal knowledge base.

In order to do so, we build upon the KnowRob Knowledge Processing Frame-
work [9]. This provides a large amount of basic knowledge of objects and actions,
as well as methods to reason about their effects. In the past, it has been shown
c© Springer International Publishing Switzerland 2015
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Fig. 1. Via abductive reasoning our robot is able to hypothesize that Martin is in his
office by observing the open office door only.

that this framework may be utilized for planning [8]. That is, knowing the current
and provided a desirable future environment state, the robot is able to derive a
sequence of actions that it must perform to invoke the desired state.

Yet, reasoning about past events, which are not explicitly recorded in the
knowledge base, has not been a topic of robotics research so far, although this
is desirable in a variety of situations. In the above example the robot may open
the office door to check if Martin is present, but explicitly checking such facts is
usually expensive and sometimes even impossible. Instead, abducing a plausible
sequence of events that explain the open door (e.g., Martin, who has the key,
opened the door) is much faster and suggests the fact of Martin’s presence,
too. In general reasoning about observed environment changes or in other words
hypothesizing about events that caused them, poses additional hypotheses about
the current state of the environment. Thus reasoning about the past helps a robot
to keep its knowledge base up to date and as complete as possible.

In the following section we present the techniques used to enable our robot to
perform abductive reasoning about past events responsible for certain environ-
ment changes. The applicability of our methods is demonstrated in the delivery
scenario described above as well as in a real world experiment. Afterwards we
compare our approach to the literature and discuss open questions to be tackled
in future research on this topic.

2 Abducing the Cause of Environment Changes

At first we need to examine the changes that a robot may encounter in its
surroundings. Usually, these result from actions performed by other individuals
sharing the environment, while the robot only observes their effects. Classifying
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 Event

PhysicalEvent Movement Event Translocation Movement-TranslationEvent

PuttingSomethingSomewhere

Fluid-Flow-Translation FillingProcess

Event-Localized
Destruction Event PhysicalDestructionEvent

PhysicalTransformationEvent Separation Event
Cracking

CuttingSomething
CreationEvent PhysicalCreation

Event

MentalEvent

IntrinsicStateChangeEvent
ClosingSomething

OpeningSomething

Dissolving
SensoryEvent

Fig. 2. Excerpt of KnowRob’s basic ontology illustrating different types of events [9].

the different actions recorded in KnowRob’s basic ontology (for an excerpt refer
to Figure 2) by these effects, we identified five categories.

First, there are the so-called State Change Events, which change one or more
properties of a known object instance; this is an instance that has been encoun-
tered by the robot previously, such as a specific office door. Second and third
are Creation and Destruction Events. The former leads to the appearance of
a new object instance, while the latter results in an object disappearing from
the location that it previously occupied. These categories comprise events such
as CuttingSomething, which leads to the appearance of at least one additional
instance of a certain object, but also several MovementTranslationEvents, for
example, PuttingSomethingSomewhere. This is modeled as from an external,
decoupled view of an observer who did not perform the movement himself nor
observed its execution: a new object instance and one that was moved from
somewhere are not distinguishable. The last two categories we call Partial Cre-
ation and Destruction Events. These add or remove some part of a known object
instance such as a FillingProcess that adds some new fluid to a known container
object. Note that these categories are not pairwise disjoint. CrackingAnEgg, for
instance, is a Destruction as well as a Creation Event, as during its conduction
an egg gets destroyed, but instances of egg yolk and egg white are created.

This categorization allowed us to specify the input for our abductive reason-
ing mechanisms. Remember that our goal is to abduce a set of actions that could
be responsible for an observed environment change. As in KnowRob reasoning
is performed via Prolog [7], we defined Prolog predicates for each category of
events. All information available on the observed change is provided as input.
For example, if the state of a known object instance has changed, the instance
the property of which changed, and the previous and current property values are
provided. If, on the other hand, a new object has appeared, only this is passed
to the corresponding predicate.

Upon reasoning depending on the method, all actions acting on a certain
object or producing a specific output are tested for their effects. This means,
we check if applied to the previous world state executing an action results in
the current world state. If this is the case, the action is added to the result set,
which contains all actions that could be responsible for the observed changes.
Note that if the object acted upon is not specified via the input parameters, such
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as for an observed state change, the result set is comprised of pairs of action and
object acted-on.

In the introductory example the delivery robot may send the following query
to the knowledge base upon observing the changed state of Martin’s office door:

?- find_cause_of_stateChange(Door-1’, stateOfObject, ObjectStateLocked’,

ObjectStateOpen’, ?ResultSet).

ResultSet = [OpeningALockedDoor’].

This results in the conclusion that the door must have been unlocked previously.
The knowledge base additionally tells us that Martin is the only one possessing
a key. Thus, the robot now hypothesizes that Martin is inside his office, as
entering the office is an further effect of the OpeningALockedDoor action, and
consequently proceeds delivering the package to him.

3 Real World Experiment

One of the real-world scenarios to test our reasoning methods on-line using real
sensor data was generating hypotheses about the contents of a drinking glass.
These hypotheses could not have been retrieved by mere visual perception of
the filled glass. This shows the ability of our abductive reasoning techniques to
generate additional hidden knowledge.

For the experiment we placed a robot that monitors its surroundings via a
Kinect-like depth sensor in front of a table. This contained an empty drinking
glass and several juice Tetra Paks, whose labels were not readable from the
robot’s point of view. At this point whenever asked for the contents of the visible
drinking glass the robot correctly identified it as empty. Now we took one of the
Tetra Paks, let us call it TetraPak-1, and poured juice into the glass until it
was completely filled, see Figure 3. Our robot correctly identified the performed
FillingProcess and recorded it in its knowledge base. After this, asking the robot
for the content of the drinking glass resulted in the following feedback.

First, it correctly identified the juice color as yellow, for example. As it knows
that in general drinking glasses contain drinks, in case of a yellowish color the
glass may either be filled with mango or orange juice. These were the only yellow
drinks recorded in the knowledge base. As a next step, the system reasoned to
identify which actions might have influenced the content of the glass. This can
only be achieved by a filling process acting on a container containing mango
or orange juice. The last filling process performed on the glass instance was a
FillingProcess featuring TetraPak-1 as a source, which as a general Tetra Pak
instance may contain one of the juices. Thus, the robot correctly informs the
user that to its knowledge the content of the glass is the same as the content
of TetraPak-1. This hypothesis could not have been generated by mere visual
perception of the filled glass. Now in case the robot is asked to serve a glass of
orange juice, this hypothesis may be utilized to identify the contents of the glass
by inspecting the label of TetraPak-1.

Note that if presented several filling processes, the robot only regarded the
last one as relevant for the contents of the glass. If the last filling process involved
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Fig. 3. Illustration of the different steps of a filling process as observed from our robot’s
camera.

a Tetra Pak known to contain cranberry juice, but the glass contained a yellow
liquid, the filling process was correctly estimated as outdated. Furthermore, with
slight changes it is possible to apply the system for the reverse reasoning process.
If the specific contents of the glass is known and a filling process from a general
Tetra Pak instance has been observed, the system can conclude the contents of
the Tetra Pak to be the same as the contents of the glass. Afterwards, in case
there are other glasses on the table recorded to have been filled from the same
Tetra Pak, the type of their contents is known, too.

Our code, a readme with installation and running instructions, as well as
rosbags of this experiment are available online1.

4 Related Work

Obviously the introductory delivery problem could be solved in many different
ways. First of all we could handcraft a probabilistic model that predicts the occu-
pancy of a persons office [10], based on factors such as the door status and day
time. This might be even more accurate sometimes, yet a model would be nec-
essary not only for each person but for every other scenario as well. Our method
generalizes to all actions and effects recorded in the underlying knowledge base.

Other approaches could include default reasoning [6] and non-monotonic rea-
soning techniques such as preferential reasoning [1]. However, so far none of
these have been utilized in a practical approach comparable with our work, to
our knowledge. In the robotic community similar contributions are rare, too.
Mason [2,3] utilizes environment change, in particular the appearance or disap-
pearance of groups of features, to classify these as objects rather than stationary
background. Nitti et al. [4,5] use Statistical Relational Learning to infer hidden
parameters such as magnetism like we do, but do not reason about past actions.

1 http://kos.informatik.uos.de/infer hidden params

http://kos.informatik.uos.de/infer_hidden_params
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Especially when performing abductive reasoning online, new challenges arise.
The main issue is how to limit abduction, so that our robot is still able to operate
effectively, rather than busy generating hypotheses about its surroundings, most
of which are irrelevant. We tackle this by applying our abductive reasoning
methods only in accordance with the robot’s current task. The robot monitors
changes in the environment continuously via its sensors. However, only if we
need to deliver a package to Martin, we analyze the cause of the status change
of his office door. Similarly, only if we are interested in the content of a specific
drinking glass, we abduce its source. This way, we keep our knowledge base
compact and prevent the robot from being occupied with permanently abducing
new hypotheses.

5 Conclusion and Future Work

We enabled a robot to perform abductive reasoning about past events to explain
and generate hypotheses about hidden features of the current world state. The
robot was able to perform this reasoning on-line on the basis of the available
KnowRob Knowledge Processing Framework. The hypothesis generation shown
in the examples in this paper is mundane and essentially simple; yet, they were
beyond the reasoning capabilities of state-of-the-art robots. Our reasoning app-
roach is added to an existing knowledge representation framework in use for
robots, KnowRob, which gives us the flexibility to apply this approach to a vari-
ety of situations. Additionally we propose to apply abductive reasoning only
if relevant for the currently pursued task, rather than generating all possible
conclusions directly, which would be resource-consuming.

In future work we aim at applying our reasoning methods in further and more
complex online scenarios. One of these scenarios could include tracking the own-
ership of certain objects. Imagine a breakfast table at which all persons have their
own drinking glasses, yet these are not distinguishable by their looks. The peo-
ple at this table keep their drinking glasses throughout the day, but they might
change their positions, for instance, from the table to the lounge and take their
glasses with them. Now if Martin’s glass has disappeared from the table and a
new glass appeared in the lounge, we can hypothesize that this belongs to Mar-
tin. Further we intend to use the presented reasoning methods to facilitate object
recognition via preselection. In the drink scenario, based on the coloring of the
drinking glass contents, the robot hypothesizes that a certain Tetra Pak instance
contains either mango or orange juice. Thus, it is able to take this information into
account upon identifying the exact label of the Tetra Pak.
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Abstract. LabSAT is a software system that for a giving abstract argu-
mentation system AF can determine some or all extensions, and can
decide whether an argument is credulously or sceptically accepted. These
tasks are solved for complete, stable, preferred, and grounded seman-
tics. LabSAT’s implementation employs recent results on the connec-
tion between argumentation and Boolean satisfiability and uses the SAT
solver Lingeling. In this paper, we give an overview of LabSAT and its
capabilities and compare its performance to two other computational
argumentation systems.

1 Introduction

For the field of knowledge representation and reasoning, argumentation, histor-
ically being a discipline within philosophy, has gained increasing importance
since it is one of the most fundamental types of commonsense reasoning. Such
types of every-day inferences are relevant both for the modelling of real-world
scenarios and for man-machine interactions, and furthermore, argumentation
supports nonmonotonic inferences [13]. In order to be able to compare differ-
ent approaches to the formalization of argumentation, a common framework is
useful. Such a framework is provided by abstract argumentation systems, intro-
duced by Dung [9]. For an abstract argumentation system, a semantics is given
by a set of extensions, and for each semantics, different computational problems
like the determination of some or of all extensions arise.

The purpose of this paper is to present the software system LabSAT [5]
(available at https://github.com/fbrns/LabSATSolver) that solves several essen-
tial problems for four different standard semantics. LabSAT uses Caminada’s
labeling approach [6,7] and the computational problems are reduced to Boolean
satisfiability problems [2]. To solve the resulting satisfiability problems, the SAT
solver Lingeling [3,4] is used. We give an overview of LabSAT’s capabilities,
evaluate it with respect to different test sets, and compare its performance to
the systems Aspartix and Cegartix.

c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-24489-1 19



242 C. Beierle et al.

2 Background: Abstract Argumentation Systems and
Labelings

We briefly recall the background of abstract argumentation systems and the SAT
encoding of labelings. In this paper, we only consider finite sets of arguments.

Definition 1 (Abstract argumentation system). An abstract argumenta-
tion system is a pair AF = (A, ↪→) with a finite set of arguments A and a binary
relation ↪→ ⊆ A × A where A ↪→ B reads as A attacks B. A set S ⊆ A attacks
A ∈ A, denoted S ↪→ A, if there is an argument B ∈ S such that B ↪→ A.
For an argument A ∈ A, the set A+ = {B ∈ A | A ↪→ B} is the set of argu-
ments attacked by A, A− = {B ∈ A|B ↪→ A} is the set of attackers of A, and
S+ = {B ∈ A | S ↪→ B} for a set S ⊆ A.

Definition 2 (Conflict-free, defense). Let (A, ↪→) be an abstract argumen-
tation system. A set S ⊆ A is conflict-free if there are no arguments A,B ∈ S
with A ↪→ B. S defends an argument A ∈ A iff every argument B ∈ A− is
attacked by S.

Thus, a set S is conflict-free iff S ∩ S+ = ∅. The notion of defending an
argument is the base for the characteristic function of an argumentation system
that can be used to specify when a set of arguments is admissible or satisfies
further desirable properties.

Definition 3 (Complete, preferred, stable, grounded extension). Let
(A, ↪→) be an argumentation system. The characteristic function F : 2A → 2A of
(A, ↪→) is defined by F(S) = {A ∈ A | S defends A}. Let S ⊆ A be a conflict-free
set.

– S is an admissible extension iff S defends every element in S, i.e., iff S ⊆
F(S).

– S is a complete extension iff S is admissible and every argument defended
by S also belongs to S, i.e., iff S = F(S).

– S is a preferred extension iff S is admissible and maximal with respect to
set inclusion, i.e., iff for every admissible extension S ′ with S ⊆ S ′ we have
S = S ′.

– S is a stable extension iff it attacks every argument in A \ S, i.e, iff S+ =
A\S.

– The grounded extension of (A, ↪→) is the least fixpoint of F.

Extensions can be characterized by labeling functions that assign one of
the labels in, out , undec to each argument. The following definition precisely
characterizes complete extensions, corresponding to the set of all arguments
labeled in [6].

Definition 4. For a given AF = (A, ↪→), a function � : A → {in, out , undec}
is a complete labeling iff for all A ∈ A:
�(A) = out iff �(B) = in for some B ∈ A−.
�(A) = in iff �(B) = out for all B ∈ A−.
�(A) = undec iff �(B) �= in for all B ∈ A−, and �(C) = undec for some C ∈ A−.
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Labelings can be expressed as solutions of a Boolean satisfiability problem.
While different encodings have been proposed, we will employ the encoding used
in [8] where for each argument Ai ∈ A, three Boolean variables Ii, Oi, Ui are
introduced. Exactly one of the variables Ii, Oi, Ui must be true, indicating that
the label of A is in, out , or undec, respectively. One of several possible encodings
of complete labelings [8] is:

Definition 5 (SAT encoding SATco(AF) of complete labeling ([8,
Prop. 4,C2])). For AF = (A, ↪→) and an index function φ : {1, . . . , |A|} → A,
the SAT encoding SATco(AF) of complete labelings for AF is the conjunction of
the following formulas:

∧

i∈{1,...,|A|}
((Ii ∨ Oi ∨ Ui) ∧ (¬Ii ∨ ¬Oi) ∧ (¬Ii ∨ ¬Ui) ∧ (¬Oi ∨ ¬Ui)) (1)

∧

{i|φ(i)−=∅}
(Ii ∧ ¬Oi ∧ ¬Ui) (2)

∧

{i|φ(i)− �=∅}

⎛

⎝
∧

{j|φ(j)↪→φ(i)}
¬Ii ∨ Oj

⎞

⎠ (3)

∧

{i|φ(i)− �=∅}

⎛

⎝¬Oi ∨

⎛

⎝
∨

{j|φ(j)↪→φ(i)}
Ij

⎞

⎠

⎞

⎠ (4)

∧

{i|φ(i)− �=∅}

⎛

⎝

⎛

⎝
∧

{j|φ(j)↪→φ(i)}
(¬Ui ∨ ¬Ij)

⎞

⎠ ∧

⎛

⎝¬Ui ∨

⎛

⎝
∨

{j|φ(j)↪→φ(i)}
Uj

⎞

⎠

⎞

⎠

⎞

⎠ (5)

Each argument must be exactly one of in, out , undec (1), and if it has has no
attackers, it must be in (2). If it has attackers and it is in, all of its attackers
must be out (3), if it is out , at least one attacker must be in (4), and if it is
undec, none of its attackers may be in and at least one must be undec (5).

3 Overview of the LabSAT System

The four semantics given in Def. 3 will be denoted by co (complete), pr (pre-
ferred), st (stable), and gr (grounded). Given an abstract argumentation system
AF = (A, ↪→), A ∈ A, and a semantics xx ∈ {co,pr, st,gr}, we consider the
following problems:

es-xx : determine some xx extension
ee-xx : determine all xx extensions
dc-xx: decide whether A is in some xx extension (A is accepted credulously)
ds-xx : decide whether A is in all xx extensions (A is accepted sceptically)



244 C. Beierle et al.

The 16 resulting problems are covered by the First International Competition
on Computational Models of Argumentation1, and the purpose of LabSAT is to
solve all 16 problems. To do so, LabSAT employs the SAT encoding of labelings
and uses the SAT solver Lingeling [3,4] for solving the resulting satisfiability
problems.

Complete Semantics. To determine all complete extensions, LabSAT uses
SATco(AF) and iterates over all existing extensions and, after displaying the set
of arguments that was retrieved, excludes the solution that resulted in satisfiable.
Some extension is found by using the same mechanism, in this case the iterator
is only called once. The problem of deciding an argument A credulously is solved
by adding the clause Iφ−1(A) to the SAT problem. If some extension exists, the
argument is credulously inferred. To prove that an argument is in every complete
extension, LabSAT uses the grounded extension. If A is in the minimal extension
w.r.t. set inclusion, the argument is skeptically inferred.

Stable Semantics. Since stable extensions are complete extensions with no
argument having label undec, the conjunction ¬U1 ∧ . . . ∧ ¬U|A| is added to
SATco(AF). The problems es-st, ee-st, and ds-st are then computed in the
same way as for the complete extensions. For dc-st, the iterator is called repeat-
edly until a set without the argument A is found; otherwise, the argument is
skeptically inferred.

Preferred Semantics. For preferred extensions, a maximization w.r.t. set
inclusion is required. For this, LabSAT provides an implementation of the algo-
rithm PrefSat given in [8]. The algorithm is initialized with SATco(AF), and
complete extensions are maximized by trying to add arguments. LabSAT then
handles es-pr, ee-pr, and ds-pr in the same way as for complete semantics,
and dc-pr as for stable semantics.

Grounded Semantics. The grounded extension is computed without the use
of a SAT solver. Instead, LabSAT implements the algorithm for the grounded
extension provided in [12]. Since the grounded extension is unique, the problems
es-gr and ee-gr are the same problem and also dc-gr and ds-gr coincide.
LabSAT computes the grounded extension directly and displays it or checks for
the argument A, respectively.

LabSAT Implementation. For the implementation of LabSAT, Java 7 is
used. The connection to the SAT solver Lingeling [3,4] which is implemented in
C, is realized with the Java Native Interface (JNI). Every reasoning task is a
combination of two core types, the type Problem and the type Reasoner. The
abstract class Reasoner contains the encoding for the complete extensions. The
encoding is adjusted or replaced by concrete classes, which extends the abstract
class Reasoner. In addition, the abstract class Reasoner implements the inter-
face Iterator, which allows iterative calls of the SAT solver. Concrete classes,
which extend the abstract class Problem, use the Iterator and handle the

1 ICCMA’15 – http://argumentationcompetition.org/2015

http://argumentationcompetition.org/2015
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results with regard to the given problem, which may be any of the 16 problems
described above.

4 Evaluation

For evaluating LabSAT, argumentation graphs were generated randomly, given a
number of arguments and given a probability that an argument attacks another
one. For every n = 1, . . . , 10, the test set T0.2 contains 10 graphs with n×30 nodes
and with an attack probability of 0.2. Correspondingly, for every n = 1, . . . , 10,
T0.4 contains 10 graphs with n× 50 nodes and with an attack probability of 0.4.
All results shown for solving a graph with k nodes refer to the average of the
solution times for the corresponding 10 graphs having k nodes, thus avoiding any
peculiar effects that might arise in a randomly generated graph. Problems not
solved within a time limit of 10 minutes are classified as unsolved. The evaluation
was carried out on an AMD Phenom II X4 840 processor (3,2 GHz) with 4 GB
RAM, using Ubuntu Linux 14.10. The performance of LabSAT is compared to
two systems that also both use a reduction-based approach. For Aspartix2 [11],
we used a configuration where the resulting answer set programs (ASP) are
computed with Gringo (Version 3.0.5) and Clasp(D) with metasp (Version 3.0.6,
1.1)3. The second system used for comparison is Cegartix (version 0.3)4 [10] that
employs the SAT solver MiniSAT.

Figure 1 (a) - (b) shows the evaluation results of the two test sets T0.2 and
T0.4 for ee-co for Aspartix and LabSAT. For T0.2, both systems exhibit a perfor-
mance drop at 210 nodes; LabSAT can not compute graphs with more than 240
nodes, Aspartix not with more than 270 nodes. For T0.4, both can solve graphs
up to 450 nodes, with very similar computation times.

For stable semantics, T0.2 yields similar results as for ee-co (Figure 1 (c)).
The performance is almost identical for Aspartix and LabSAT, and slightly bet-
ter than for ee-co since all literals Ui are false. For T0.4, Figure 1 (d) shows
a performance edge for LabSAT which can also compute all graphs with 500
nodes.

Computing ee-pr is more expensive (Figure 1 (e) - (f)). For T0.2, Aspartix
solves all graphs with 210 nodes, LabSAT all graphs with 240 nodes. Here,
LabSAT’s implementation of PrefSat using Lingeling is faster than Aspartix.
This also holds for T0.4 where Aspartix solves graphs with up to 300 nodes and
LabSAT solves graphs with up to 400 nodes.

Cegartix addresses reasoning under different semantics. For preferred seman-
tics, sceptical reasoning is implemented. For this decision problem ds-pr, Cegar-
tix is slower than LabSAT which can also compute much larger graphs (Figure 2).

2 http://www.dbai.tuwien.ac.at/research/project/argumentation/systempage
3 http://potassco.sourceforge.net
4 http://www.dbai.tuwien.ac.at/research/project/argumentation/cegartix

http://www.dbai.tuwien.ac.at/research/project/argumentation/systempage
http://potassco.sourceforge.net
http://www.dbai.tuwien.ac.at/research/project/argumentation/cegartix
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Fig. 1. Enumerating all complete ((a) - (b)), stable ((c) - (d)), and preferred ((e) - (f))
extensions
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Fig. 2. Comparison Cegartix – LabSAT for ds-pr

5 Conclusions and Future Work

LabSAT allows solving several computational problems for abstract argumen-
tation systems under complete, stable, preferred, and grounded semantics: It
can determine some or all extensions and can decide whether an argument is
in some or in all extensions. LabSAT employs the SAT encoding of Caminada’s
labeling approach and the PrefSat algorithm from [8] and uses the SAT solver
Lingeling [3,4]. Based on a first evaluation with two test sets, its performance is
comparable to Aspartix for complete and stable semantics, while for preferred
semantics, it has a leading edge over Aspartix and Cegartix both in computa-
tion time as well as in the size of problems that can be handled. For a more
thorough assessment of LabSAT, the effect of using the performant SAT solver
Lingeling as back-end should be investigated, and a more elaborate evaluation
is needed. LabSAT has been submitted to ICCMA’15 (cf. Section 3); within this
competition, more than 15 software systems will be evaluated and compared
with respect to a large array of different argumentation problems. Furthermore,
the successive extension of an argumentation system by adding new arguments
without having to compute the semantics from scratch should be investigated,
cf. [1].
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Abstract. Probabilistic belief change is an operation that takes a prob-
ability distribution representing a belief state along with an input sen-
tence representing some information to be accommodated or removed,
and maps it to a new probability distribution. In order to choose from
many such mappings possible, techniques from information theory such
as the principle of minimum cross-entropy have previously been used.
Central to this principle is the Kullback-Leibler (KL) divergence. In this
short study, we focus on the contraction of a belief state P by a belief a,
which is the process of turning the belief a into a non-belief. The con-
tracted belief state P −

a can be represented as a mixture of two states:
the original belief state P , and the resultant state P ∗

¬a of revising P by
¬a. Crucial to this mixture is the mixing factor ε which determines the
proportion of P and P ∗

¬a that are to be used in this process. We show
that once ε is determined, the KL divergence of P −

a from P is given by
a function whose only argument is ε. We suggest that ε is not only a
mixing factor but also captures relevant aspects of P and P ∗

¬a required
for computing the KL divergence.

1 Introduction

Cognitive agents use new information to form beliefs, and change, or even dis-
card, existing beliefs. In AI, the field of belief change Alchourrón et al. [1985]
studies how a rational agent’s set of beliefs, represented as sentences, may change
when a piece of new information is acquired. It is convenient to view beliefs prob-
abilistically when a finer grain of uncertainty is desired. The belief state of an
agent is then represented by a probability distribution. The two main opera-
tions that are employed to represent change in a belief state are contraction
and revision. Contraction removes sentences that are beliefs whereas revision
accommodates information that is possibly inconsistent with existing beliefs.
The results of both these operations are (usually) new belief states. One of the
main guiding principles in belief change is that of minimal information loss which
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says that in the process of belief change the loss of information should be min-
imised. As belief states are probability distributions, researchers have resorted
to the principle of minimum cross-entropy from information theory which is a
technique that minimizes relative information loss and thus provides a way of
selecting new belief states. The principle of minimum cross-entropy is based on
the Kullback-Leibler divergence which measures the similarity between two prob-
ability distributions. In this paper, we study the Kullback-Leibler divergence of
the belief state obtained after the contraction of a belief from the original belief
state. Following Gärdenfors [1988], we represent the contracted belief state P−

a

as the ε-mixture of two states: the original belief state P , and the resultant state
P ∗

¬a of revising P by ¬a. The factor ε determines the proportion of P and P ∗
¬a to

be used in this process. Our main contribution is a simple but somewhat surpris-
ing result that the value of Kullback-Leibler divergence can be solely determined
by ε. We conclude the paper with a brief discussion of the implication of this
result.

2 Background

Consider a finite set of propositional variables from which a language L is gener-
ated. The set of all possible worlds (interpretations) of L is Ω. Lower case Roman
letters a, b, . . . are sentences in L and, ω with or without subscript represents
worlds in Ω. An agent’s belief state can be represented as a single sentence by the
special symbol k or as a set of sentences K. Given a probability distribution P ,
the belief set K is the top of P , i.e., the set of sentences that have a probability
of 1. Henceforth, P will be referred to as the belief state. Given P , the probabil-
ity of a sentence a is given by P (a) =

∑
ω P (ω), where ω |= a. If P (a) = 1, we

say a is belief. If P (a) = 0, a is a disbelief, i.e. ¬a is a belief. For all other cases,
a is called a non-belief. The two belief change operations we are interested in
are probabilistic belief revision and probabilistic belief contraction. Belief revision
provides a mechanism for accommodating belief contravening information while
retaining consistency if the new information is self-consistent. Thus, a belief
becomes a disbelief as a result. Let P be the current belief state of an agent.
Upon receiving word that a is false, the agent revises P by ¬a to transform P
to a new belief state represented by P ∗

¬a where a is a disbelief. Thus, P (a) = 1
and P ∗

¬a(a) = 0. Similarly, in the case of belief contraction, an existing belief
is discarded/suspended and thus its status is reduced to that of a non-belief.
The contraction of P by a is represented by the new belief state P−

a . Thus,
P (a) = 1 but 0 < P−

a (a) < 1. The semantics of revision and contraction of
probabilistic belief states is given by the movement of probabilities between the
worlds in Ω. When revising P by ¬a, we must ensure that all a-worlds have zero
probability mass, i.e.

∑
ω P ∗

¬a(ω) = 0, where ω |= a. This way P ∗
¬a(a) = 0 as

required. On the other hand, in contracting P by a, some models of a must have
non-zero probability mass but the sum of these masses should not equal 1, i.e.
0 <

∑
ω P−

a (ω) < 1, where ω |= a. Revision and contraction are functions that
map belief states and input sentences to belief states. Thus, given the set of all
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belief states P, ∗ : P×L → P and − : P×L → P. These functions must of course
be subject to some conditions. For instance, as we mentioned earlier, P ∗

¬a(a) = 0
for revision and 0 < P−

a (a) < 1 for contraction. The former constitutes the so
called revision postulates, P ∗1−P ∗5, where as the latter constitutes contraction
postulates, P−1 − P−5 Gärdenfors [1988]. In this work, rather than looking at
contraction directly, we assume that a revision function satisfying P ∗1 − P ∗5
is already available and take contraction to be defined via revision revision as
follows:

Definition 1. Gärdenfors [1988] Given P with P (a) = 1, for all x ∈ L and
some ε, 0 ≤ ε < 1:

P−
a (x) = ε · P (x) + (1 − ε) · P ∗

¬a(x).

Thus, P−
a is a mixture of P and P ∗

¬a, and is often also written as PεP ∗
¬a. It

is understood that in the trivial case when a is not a belief, i.e. P (a) < 1,
the contraction is vacuously trivial, and this is achieved by setting ε = 1. The
following theorem guarantees that probabilistic contraction functions obtained
via Definition 1 satisfy the contraction postulates.

Theorem 1. Gärdenfors [1988] If a revision function satisfies P ∗1−P ∗5, then
the contraction function generated by Definition 1 satisfies P−1 − P−5, where
P ∗1 − P ∗5 are probabilistic revision postulates.

3 Information Theory and Probabilistic Belief
Contraction

The requirement that any contraction function must satisfy postulates
P−1 − P−5 constrains the probabilistic contraction functions rather weakly, and
plausible methods to help further narrow down potential candidates are required.
One of the ways that researchers have approached the probabilistic belief change
problem is from the perspective of information theory. In Kern-Isberner [2008]
the author studies the problem of updating probabilistic conditional knowledge
bases based on a propositional language. This is further extended to deal with
relational languages in Potyka et al. [2013] where as in Ramachandran et al.
[2012], the problem of probabilistic belief contraction in a setting similar to ours
is considered. The common theme in all these works is the use of two important
ideas from information theory, namely the principle of maximum entropy Jaynes
[1957] and the principle of minimum cross-entropy (PME) Kullback and Leibler
[1951]. In this work, we consider the Kullback-Leibler divergence on which PME
is based.

Definition 2. Given two discrete probability distributions P and Q over the set
of worlds Ω, the Kullback-Leibler (KL) divergence of Q from P is defined as:

DKL(P ‖ Q) =
∑

ω∈Ω

P (ω) ln

(
P (ω)
Q(ω)

)
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Intuitively, the KL divergence measures the difference between two probabil-
ity distributions. If P is the real distribution then it measures how good an
approximation Q is of P or alternatively how close Q is to P . It can also
be viewed as measuring how much information is lost in moving from P to
Q. The following are some important properties of the KL divergence: 1)
DKL(P ‖ Q) ≥ 0, 2) DKL(P ‖ Q) = 0 iff P (ω) = Q(ω) for all ω ∈ Ω, and
3) DKL(P ‖ Q) �= DKL(Q ‖ P ). The first property says that the KL diver-
gence is always non-negative. The second property says that the KL divergence
between two distributions is 0 if and only if the distributions are equal. The
third property says that in general the KL divergence is not symmetric. We will
also adopt the convention that 0/0 = 0.

So, the question arises of how and why PME (KL divergence) is used in the
context of probabilistic contraction. The agent’s belief state is to be changed
from P to P−

a . While undergoing this change to turn a from a belief into a non-
belief, the agent should try and keep as much of its old information as possible.
In other words, it must try to minimize information loss and this is where PME
comes in. In selecting a probability distribution for the new belief state P−

a ,
the agent should choose a distribution that is as similar to P as possible. Since
the KL divergence measures the difference between probability distributions,
the probability distribution with the minimum KL divergence should be the
one chosen for P−

a , which in simple words is what the PME says. Given its
importance, we next explore the KL divergence of P−

a .

4 ε and KL Divergence

Recall from Defintion 1 that P−
a (x) = ε·P (x)+(1−ε)·P ∗

¬a(x). What is intriguing
about this equation is the role of ε. Gärdenfors [1988] interprets P−

a in the
definition above as “a compromise between the states of belief represented by P
and P ∗

¬a, where ε is a measure of degree of closeness to the beliefs in P .” This
view of ε raises the question of whether it has any relation to the KL divergence
since both ε and the KL divergence deal with the notion of closeness between
belief states (probability distributions). In the following, we investigate the role
that ε plays in determining the KL divergence. Observe from Defintion 1 that
P−

a is a function of the P , ε and P ∗
¬a. Prima facie, this suggests that the KL

divergence of P−
a from P will itself be a function of P , ε and P ∗

¬a. However,
assuming we are given the old belief state P , the crucial factors really are ε and
P ∗

¬a. The best combination of the two should be chosen in order to minimize
the KL divergence. We have the following result about the KL divergence of P−

a

from P :

Theorem 2. Let Ω be the set of all worlds and P and P ∗
¬a be probability dis-

tributions over Ω where a is accepted as a belief in state P and P ∗
¬a is obtained

after the revision of P by ¬a. Let P−
a = PεP ∗

¬a. Then, DLKL(P ‖ P−
a ) = ln( 1ε ).



On the KL Divergence of Probability Mixtures for Belief Contraction 253

Proof. We know from Definition 2

DKL(P ‖ P−
a ) =

∑

ω∈Ω

P (ω) ln

(
P (ω)

P−
a (ω)

)

Using Definition 1:

DKL(P ‖ P−
a ) =

∑

ω∈Ω

P (ω) ln

(
P (ω)

ε · P (ω) + (1 − ε) · P ∗¬a(ω)

)

Since for any ω ∈ Ω, either ω |= a or ω |= ¬a but not both, we can break the
summation into two parts. Let Ω = {ω1, . . . , ωi−1, ωi, . . . , ωn} where ω |= a for
ω ∈ {ω1, . . . , ωi−1} and ω |= ¬a for ω ∈ {ωi, . . . , ωn}. We get:

DKL(P ‖ P−
a ) = D′

KL(P ‖ P−
a ) + D′′

KL(P ‖ P−
a )

where D′
KL(P ‖ P−

a ) and D′′
KL(P ‖ P−

a ) is the KL divergence applied to sets
{ω1, . . . , ωi−1} and {ωi, . . . , ωn} respectively.

Case A: Consider D′
KL(P ‖ P−

a ) first. We know that for each ω ∈
{ω1, . . . , ωi−1}, P ∗

¬a(ω) = 0, since ω |= a, and
∑

ω∈{ω1,...,ωi−1}
P (ω) = 1. Thus,

D′
KL(P ‖ P−

a ) =
∑

ω∈{ω1,...,ωi−1}
P (ω) ln

(
P (ω)

ε · P (ω) + (1 − ε) · 0

)

=
∑

ω∈{ω1,...,ωi−1}
P (ω) ln

(
1
ε

)

= ln

(
1
ε

)
∑

ω∈{ω1,...,ωi−1}
P (ω)

= ln

(
1
ε

)

.

Case B: Now consider D′′
KL(P ‖ P−

a ). In this case, for any ω ∈ {ωi, . . . , ωn},
P (ω) = 0 since ω �|= a. So we get,

D′′
KL(P ‖ P−

a ) =
∑

ω∈{ωi,...,ωn}
P (ω) ln

(
P (ω)

ε · P (ω) + (1 − ε) · P ∗¬a(ω)

)

=
∑

ω∈{ωi,...,ωn}
0 · ln

(
0

ε · 0 + (1 − ε) · P ∗¬a(ω)

)

=
∑

ω∈{ωi,...,ωn}
0 · ln(0)

= 0.
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Therefore,

DKL(P ‖ P−
a ) = D′

KL(P ‖ P−
a ) + D′′

KL(P ‖ P−
a )

= ln

(
1
ε

)

+ 0

= ln

(
1
ε

)

�.

Theorem 2 offers a quick way of computing the KL divergence once one knows
what ε is. Note that if ε = 1, then P and P−

a are the same and there should
be no divergence between them. This is exactly what we get from Theorem 2 as
ln(11 ) = 0. At the other extreme, if ε = 0, ln(10 ) is infinitely big or in other words,
P and P−

a maximally divergent. This is the case when P−
a = P ∗

¬a and there is
no common world that both P and P−

a assign non-zero probability mass to.
This result may indeed look a little baffling. One would think that the diver-

gence of P−
a from P would depend on both P−

a and P . Since P−
a is defined in

terms of P , ε and P ∗
¬a, it would follow that it would definitely depend on both

ε and P ∗
¬a, and possibly also on P . But as Theorem 2 shows, the divergence of

P−
a from P is fully determined by ε alone. This is illustrated in the Example 1

below.

Example 1. Let the language L and the corresponding set of possible worlds Ω
be generated from the atoms c, d and e. Let P be a probabilistic belief state such
that [k] = {ω ∈ Ω | P (ω) �= 0} = {c̄de, cd̄e, cde} (see the Table 1 below). Thus
k ≡ (c ∨ d) ∧ e. Let a ≡ (c ∧ ¬d) ∨ (d ∧ e), whereby k |= a. Let ∗1 and ∗2 be two
distinct probabilistic revision functions and ¬a a belief in both P ∗1¬a and P ∗2¬a. Let
ε = 0.1, and P−1

a and P−2
a be obtained from Definition 1 using P , and P ∗1¬a and

P ∗2¬a respectively. Using Definition 2, we get D′
KL(P ‖ P−1

a ) = D′
KL(P ‖ P−2

a ) =
2.3026. This is exactly equal to ln(1ε ) = 2.3026 which we previously derived.

Table 1. Check marks under k and a show their models. Refer to Example 1 for details.

ω k a P P ∗1¬a P −1
a P ∗2¬a P −2

a

c̄d̄ē 0 0.35 0.315 0 0

c̄d̄e 0 0 0 0.1 0.09

c̄dē 0 0.5 0.45 0.2 0.18

c̄de � � 0.25 0 0.025 0 0.025

cd̄ē � 0 0 0 0 0

cd̄e � � 0.4 0 0.04 0 0.04

cdē 0 0.15 0.135 0.7 0.63

cde � � 0.35 0 0.035 0 0.035

One way of explaining this clash of Theorem 2 against our intuition is to assume
that ε somehow captures the features of P and P ∗

¬a that are critical for comput-
ing the KL divergence. Indeed, in our earlier work, Chhogyal et al. [2015], we
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provided a way of computing the value of ε using features of both P and P ∗
¬a in

an argumentation framework. Nonetheless, perhaps there is more to the proper
understanding of the mixing factor ε than that meets the eye.

5 Conclusion

In this short study, we examined the relation between ε and the KL divergence
of P−

a from P , where the contracted belief state P−
a is given by the ε-mixture

of two states P and P ∗
¬a. We showed that the KL divergence of P−

a from P can
simply be computed as ln( 1ε ). Since P and P ∗

¬a do not play any direct role in
the determination of the divergence of P−

a from P , we have suggested that the
mixing factor ε itself captures all the required aspects of P and P ∗

¬a. We suspect
ε plays a bigger role than just being a mixing factor, and we intend to take a
closer look at it in our future work.
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Abstract. Many recent papers claim, that the symbol grounding prob-
lem (SGP) remains unsolved. Most AI researchers ignore that and the
autonomous agents (or robots) they design indeed do not seem to have
any “problem”. Anyway, these claims should be taken rationally, since
nearly all these papers make “robots” a subject of the discussion - leav-
ing some kind of impression that what many roboticists do in the long
run has to fail because of the SGP not yet being solved. Starting from
Searle’s chinese room argument (CRA) and Harnad’s reformulation of
the problem, we take a look on proposed solutions and the concretiza-
tion of the problem by Taddeo’s and Floridi’s “Z condition”. We then
refer to two works, which have recently shown that the Z-conditioned
SGP is unsolvable. We conclude, that the original, hard SGP is not rel-
evant in the context of designing goal-directed autonomous agents.

1 From Searle’s CRA to Harnad’s SGP

With the CRA [29], Searle started a famous discussion among philosophers and
AI researchers. Roughly summarized, he outlined a person (not knowing chi-
nese) in a room, who receives questions in written chinese and answers them
(again in written chinese) simply by manipulating chinese symbols according to
a set of rules. Since the person in the room is a metaphor for a programmable
machine, Searle’s core argument is, that such a machine always only operates on
meaningless symbols, it would thus never have understanding and always lack
intentionality. He formulates the question:

“But could something think, understand, and so on solely in virtue of being
a computer with the right sort of program?” - And argues why the answer is
“no”: “Because the formal symbol manipulations by themselves don’t have any
intentionality; they are quite meaningless; they aren’t even symbol manipulations,
since the symbols don’t symbolize anything.”

Searle does not neglect the possibility, that an artificial machine might have
understanding or even consciousness (he even gives arguments for it), but he
says that a machine based only on the manipulation of symbols (“any Turing
machine simulation of human mental phenomena”) will not do so.
c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 256–263, 2015.
DOI: 10.1007/978-3-319-24489-1 21
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There is no need to discuss his argument, because there is already a huge
amount of literature about critical replies on the CRA, e.g. [10,18,23]. Even
if the CRA (or some aspects of it) are often defended, e.g [4,21,24], Damper
claimed that there is a broad agreement in the AI community that the CRA
is “somehow wrong” [13]. He shows, that the discourse continues because there
is a disagreement on what is wrong with the CRA, which again is a result of
the fact that the thought experiment leaves too many details to be filled by the
audience. He concludes that therefore the discussion will never end (and it seems
he was right). One critical point about the CRA is the meaning of meaning or
meaningless symbols. This again is a difficult topic on its own [26,27] and there
seems to be no general consensus on it. This is very important, as it might
depend on the definition of meaning, whether the CRA is a strong argument
(and thus whether the SGP can be solved).

Consequently, from the CRA Harnad derived the SGP, concentrating on
Searle’s “meaningless” symbols as they seem to be the core of the problem [17]:

“How can the meanings of the meaningless symbol tokens, manipulated solely
on the basis of their (arbitrary) shapes, be grounded in anything but other mean-
ingless symbols?”.

He outlines a solvable SGP as analogous to learning chinese as a second
language from a chinese/chinese dictionary. The argument that cryptologists of
ancient languages seem to be able to solve such a task is, that their efforts are
grounded in a first language, namely real world experience. Shortly summarized,
his argument is that symbols must be grounded bottom-up from sensory inputs
in order to have meaning. He introduces categorical representations which are
reductions of sensory inputs to features, which are invariant to certain categories
of inputs. Thus, an agent must be able to identify sensory inputs representing
members of certain categories (and to discriminate them from members of other
categories). This ability must be learned from experience. The categories again
can be named by symbols. These symbols are then intrinsic to the system, as
they evolved from categories of sensory inputs from the real world and thus have
meaning, or as stated by Harnad:

“The symbol meanings are accordingly not just parasitic on the meanings in
the head of the interpreter, but intrinsic to the dedicated symbol system itself.”

Naturally, Harnad’s solution does not satisfy Searle, who even denies that
symbol grounding is the problem [30]:

“The problem for cognitive science is not symbol grounding, but symbol mean-
ing and symbol content in general.”

For the sake of completeness, we should mention the well-known position
of Brooks, who claims that we do not need meaningful symbols at all [5,6].
According to him, a purely connectionist system (as neural networks) implicitly
models representation (without reason) in form of activation patterns among
the units. The activation patterns of course could be bound to symbols, but
he argues there is no reason to do so, since processes being analog to symbol
manipulation and reasoning are handled by the dynamics of the interacting units
on their own.
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Anyway, most AI researchers agree, that symbolic languages are very helpful
in the design of autonomous agents, as they enable knowledge by representation
and the achievement of long-term goals by planning in a relatively simple way.
Thus, the SGP is still a discussed topic. Many recent papers claim that it remains
unsolved and the discussion lasts to this day, e.g. [1,3,16,20,25,36].

2 A Solution: Adaptive Language Games

Independent from Searle’s opinion (symbol grounding not being the prob-
lem), many researchers proposed a possible solution to Harnad’s SGP, e.g.
[14,22,28,35]. A very often cited solution was demonstrated in the well-known
adaptive language games from Steels [32–34], an implementation derived from
Wittgenstein’s language games [40]. Steels criticizes the solutions being proposed
so far, as learning is supervised (examples and counterexamples are selected by
humans) and the symbol systems are derived from an existing human language.
As he claims, the semantics are thus still coming from humans.

In the most basic version of a language game, the color guessing game [33],
a robot (speaker) tries to draw the intention of another robot (listener) to a
certain, randomly chosen color. The speaker builds a category of it distinguish-
ing it from other colors and names it by randomly combining syllables into a
word (e.g. “wabado” or “bolima”). The listener tries to guess the color. Based on
success or failure, both agents adapt categorization and naming. After a while,
their perceptually grounded categorizations become increasingly similar, finally
sharing a vocabulary for colors. Successful experiments with groups of more com-
plex embodied agents, more objects and even representations with grammatical
structure followed. According to the results, Steels finally concludes in [31]:

“I argue that these experiments show that we have an effective solution to
the symbol grounding problem, if there is ever going to be one: we have identified
the right mechanisms and interaction patterns so that the agents autonomously
generate meaning, autonomously ground meaning in the world through a sen-
sorimotor embodiment and perceptually grounded categorization methods, and
autonomously introduce and negotiate symbols for invoking these meanings. [...]
There is no human prior design to supply the symbols or their semantics, neither
by direct programming nor by supervised learning.”

3 Concretizing the Problem: The Z Condition

As required by Harnad, the goal of Steels was that embodied agents generate
intrinsic meaning by autonomous sensorimotor interaction with the environment.
Anyway, Taddeo and Floridi [36] criticize the color guessing game. They claim
that according to Peirce’s view of the semiotic triangle, the symbols referring
to objects are only meaningful if they are interpreted by an autonomous agent
that already has semantics for the vocabulary. But as they conclude, the agent
cannot be the interpreter without begging the question. Otherwise, if the agent is
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semantically committed, it cannot provide a solution to the SGP (since intrinsic
meaning according to Harnad has to be generated autonomously).

They conclude, that any valid solution of the SGP in an agent must be free
of innatism (no presupposed semantic resources) and externalism (no seman-
tic resources added from outside). This is called the zero semantic commitment
condition (or Z condition). The Z condition as a concretization of the SGP
indeed seems correct. They proceed identifying three types of symbol grounding
approaches being proposed so far (representational, semi-representational and
non-representational). All of them try to ground the symbols through sensori-
motor capacities, but all are shown to violate the Z condition [36].

Consequently, they present their own solution [37]. It is based on so-called
action-based semantics where meanings of symbols are generated as internal
states of agents, which are correlated to performed actions. A purpose of an
action has no direct influence on the generation of meaning. A more detailed
explanation would go beyond the scope of this paper, especially as the solution
has been claimed not to satisfy their own Z condition [1] and the symbols in
the solution even to remain useless at all [1,25]. But more important, there are
principal problems with the Z condition itself [16,25].

4 Core Problems of the Z Condition

Müller [25] replied on the Z condition paper, uncovering several problems of it.
The most important one is the necessary goal orientation (directedness) as a
minimal requirement of any autonomous agent - otherwise such an agent obvi-
ously has no reason for existence (as it is also mentioned in [7,34]). Müller claims
that directedness has semantics as a necessary condition, thus the agent cannot
be born with directedness (violating innatism) nor can directedness be supplied
from an external source (violating externalism). At least, any goal-oriented agent
needs some mechanism that makes certain data stand out with respect to other,
marking success. This mechanism is either built-in (innate) or supplied exter-
nally. He concludes the dilemma of the Z condition:

“Without goals, there is no ’trying’, nothing is ’better’, and there is no ’suc-
cess’. Either the system really is an agent [...], which implies having goals, or it
is just a system that interacts with its environment - without goals.”

Fields [16] goes a step further. He shows that under reasonable physical
conditions, the (Z-conditioned) SGP is equivalent to the quantum system iden-
tification problem. This is the problem of determining which quantum system a
given experimental outcome characterizes (i.e. relating observational outcomes
to specific collections of physical degrees of freedom). It is shown to be unsolv-
able, which as he claims, renders the (Z-conditioned) SGP unsolvable. Fields
concludes:

“The in-principle referential ambiguity of all symbols referring to physical
systems demonstrated here vindicates the model-theoretic view of semantics as
fundamentally stipulative. It shows, in particular, that the semantics of a symbol
cannot be “intrinsic” to either the symbol or the symbol system in which it is
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embedded as desired by Harnad or Searle. The apparently intrinsic semantics of
human symbol systems can only, on this reasoning, be an artifact of how their
use is experienced”.

Fields also gives a comment which is similar to Müller’s argument. Regarding
agents learning purely from environmental feedback, he states the question, how
far such approaches satisfy the Z condition, since evaluation of feedback from the
environment embodies implicit semantic assumptions. Vice-versa, Müller finally
argues similar to Fields’ artifact of experienced intrinsic semantics, as he finally
concludes that the Z condition tackles the problem of real instrinsic meaning, i.e.
felt experience - which as he concludes at the end can be delegated to Chalmer’s
well-known hard problem of consciousness [8], the question of why felt experience
(qualia) exists at all. Following Müller and Fields, Harnad’s SGP, as correctly
concretized by the Z condition, is not solvable.

5 Consciousness at the Root of the Matter

Let us summarize the positions on the SGP in chronological order:

1. Intrinsic meaning of symbols cannot arise in computers (Searle).
2. Unaided bottom-up symbol grounding causes intrinsic meaning (Harnad).
3. Symbol grounding problem is solved (Steels).
4. Symbol grounding solution must satisfy Z condition (Taddeo & Floridi).
5. Z-conditioned symbol grounding is unsolvable (Müller, Fields).

We can see that there is a clear causal chain. Searle started the discussion, argu-
ing that a computer-based agent would never have understanding, as it always
manipulates meaningless symbols. It would thus always lack intentionality. Har-
nad formulated the SGP after explaining the CRA, based directly on the terms
used by Searle - concentrating on “meaning”. He also formulates, for which case
the meaning would be intrinsic to the system. Several solutions have then been
proposed, a very promising one by Steels. Claiming, that none of these really
solved Harnad’s problem, Taddeo and Floridi introduced the Z condition - con-
cretizing the SGP. Finally, Müller and Fields show, that it is unsolvable, and
that it can be delegated to the hard problem of consciousness.

Interestingly, what was shown by Müller and Fields at the end of the causal
chain, has already been postulated by Chalmers [8] regarding its beginning:

“In the original version, Searle directs the argument against machine inten-
tionality rather than machine consciousness, arguing that it is ’understanding’
that the chinese room lacks. All the same, it is fairly clear, that consciousness
is at the root of the matter. What the core of the argument establishes directly,
if it succeeds, is that Chinese room system lacks conscious states, such as the
conscious experience of understanding chinese.”

We want to support the conclusions of Chalmers, Müller and Fields, giving
some additional thoughts. In the original paper, Searle avoids the term con-
sciousness, writing about intentionality (and meaning) instead. Anyway, the
terms are closely related, e.g. in one of the most influental works of psychology
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[2], Brentano describes intentionality as “characteristic of all acts of conscious-
ness”. Even if we exclude consciousness, intentionality exhibits reason. But from
a purely objective view of the world, there are just meaningless physical states,
there is no reason and hence no intentionality. There was no reason to design a
living being, it is only a remaining result of random biochemical processes, plan-
less evolution. There is no metabolism for the reason to survive, but survival
appears only as a result of metabolism. Similarly, there is no reason or meaning
in neural activation patterns, they are just physical states as a result of previ-
ous physical processes. Consequently, intentionality (as requested by Searle) can
always only be a concept of felt experience, which is not yet explainable.

On the other Hand, Harnad’s SGP can be treated as solved (at least to
a certain degree) by Steels language games. But it is again Müller [25] who
shows that Steels recapitulation of Searle’s original question is clearly wrong.
This confusion is symptomatic for the whole discussion about the SGP. If it
was motivated by the CRA, but the original Author (Searle) describes it as not
relevant in this regard, its further investigations remain questionable. Especially,
as its correct concretization by the Z condition is shown to be unsolvable. Finally,
if humans have innate directedness (genetics) and receive external semantics
since birth (culture), why should then robots fulfill the Z condition?

6 Conclusion

Manypapers, especially in robotics, refer toHarnad’s SGP, e.g. [9,11,12,15,38,39].
What they do is symbol grounding in the sense of finding some kind of associa-
tion between symbols and percepts. Harnad explicitly mentioned, that this kind
of solution trivializes the SGP. The grounding, as it is often implemented, is not
restricted to bottom-up (as required in the original problem) but often also top-
down. And they probably all violate the Z condition due to many (good) reasons
(e.g. pre-programmed innate behavior, predefined symbols and knowledge, learn-
ing from human demonstration etc.). These solutions all work fine, but in fact they
do not offer solutions to the original SGP, which is shown to be a hard, under cor-
rect conditions even unsolvable problem. But the roboticists do well, since there is
obviously no reason to tackle the problem. The goal should be the design of robots
(or autonomous agents in general), that have intelligent, goal-directed behavior
- independently from understanding or feeling. Thus, we conclude that the origi-
nal, Z-conditioned SGP is not relevant for the design of goal-directed autonomous
agents.What is relevant is the research and engineering aboutmethods, that bridge
the gap between symbolic and sub-symbolic representations (which should not be
called a “problem”).

Müller summarizes it by his question: “What symbol grounding problem
should we try to solve?”. He identifies the hard SGP, unnecassarily tackling con-
sciousness, and the easy SGP. The latter one is the question of how to explain
and reproduce behavioral ability and function of meaning, which is the one he
claims we should go for. Finally, it is Harnad himself who states, that we should
not think about feeling, as long as function is not solved [19].
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{eyd2562,philippe.fournier-viger}@umoncton.ca

2 School of Computer Science and Technology,
Harbin Institute of Technology Shenzhen Graduate School, Shenzhen, China

jerrylin@ieee.org
3 Department of Computer Science,
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Abstract. We present PGPI+ (Partial Graph Profile Inference+) an
improved algorithm for user profiling in online social networks. PGPI+
infers user profiles under the constraint of a partial social graph using
rich information about users (e.g. group memberships, views and likes)
and handles nominal and numeric attributes. Experimental results with
20,000 user profiles from the Pokec social network shows that PGPI+
predicts user profiles with considerably more accuracy and by accessing
a smaller part of the social graph than five state-of-the-art algorithms.

Keywords: Social networks · Inference · User profiles · Partial graph

1 Introduction

Various approaches have been proposed to infer detailed user profiles on social
networks using publicly disclosed information such as relational Näıve Bayes
classifiers [8], label propagation [6], majority voting [3], linear regression [7],
Latent-Dirichlet Allocation [1] and community detection [9]. It was shown that
these approaches can accurately predict hidden attributes of user profiles in
many cases. However, all these approaches assume that the full or a large part
of the social graph is available for training (e.g. [6]). However, in real-life, it
is generally unavailable or may be very costly to obtain or update [4]. A few
approaches do not assume a full social graph such as majority-voting [3]. How-
ever, they do not let the user control the trade-off between the number of nodes
accessed and prediction accuracy, which may lead to low accuracy. Furthermore,
several algorithms do not consider the rich information that is available on social
networks (e.g. group memberships, “likes” and “views”) [3,6,8,9]. Besides, many
approaches treat numeric attributes (e.g. age) as nominal attributes [3], which
may decrease inference accuracy. To address these limitations, we present the
PGPI+ (Partial Graph Profile Inference) algorithm, which extends our previ-
ous work PGPI [4]. PGPI+ lets the user select how many nodes of the social
c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 264–270, 2015.
DOI: 10.1007/978-3-319-24489-1 22
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graph can be accessed to infer a user profile, can use not only information about
friendship links and profiles but also about group memberships, likes and views,
when available. Moreover, it can predict values of numeric attributes.

2 Problem Definition

The problem of user profiling is commonly defined as follows [2,6,8,9]. A social
graph G is a quadruplet G = {N,L, V, A}. N is the set of nodes in G. L ⊆ N ×N
is a binary relation representing the links (edges) between nodes. Let be m
attributes to describe users of the social network such that V = {V1, V2, ...Vm}
contains for each attribute i, the set of possible attribute values Vi. Finally,
A = {A1, A2, ...Am} contains for each attribute i a relation assigning an attribute
value to nodes, that is Ai ⊆ N × Vi. The problem of inferring the user profile of
a node n ∈ N in a social graph G is to guess the attribute values of n using the
other information provided in G.

The problem definition can be extended to consider additional information
from social networks such as Facebook (views, likes and group memberships).An
extended social graph E is a tuple E = {N,L, V,A,G,NG,P, PG,LP, V P} where
N,L, V,A are defined as previously. G is a set of groups that a user can be a
member of. The relation NG ⊆ N × G indicates the membership of users to
groups. P is a set of publications such as pictures, texts, videos that are posted
in groups. PG is a relation PG ⊆ P × G, which associates a publication to
the group(s) where it was posted. LP is a relation LP ⊆ N × P indicating
publication(s) liked by each user (e.g. “likes” on Facebook). V P is a relation
V P ⊆ N × P indicating publication(s) viewed by each user (e.g. “views” on
Facebook), such that LP ⊆ V P .Let maxFacts ∈ N+ be a parameter set by the
user. The problem of inferring the user profile of a node n ∈ N using a partial
(extended) social graph E is to accurately predict the attribute values of n by
accessing no more than maxFacts facts from the social graph. A fact is a node,
group or publication from N , G or P (excluding n). Lastly, the above definition
can be extended for numeric attributes. For those attributes, instead of aiming
at predicting an exact attribute value, the goal is to predict a value that is as
close as possible to the real value.

3 The Proposed PGPI+ Algorithm

The proposed PGPI+ algorithm extends PGPI [4] (Algorithm 1) to improve its
prediction accuracy and coverage, and to handle numerical attributes. PGPI [4] is
a lazy algorithm designed to perform predictions under the constraint of a partial
social graph. PGPI takes as parameter a node ni, an attribute k to be predicted,
the maxFacts parameter, a parameter named maxDistance, and an (extended)
social graph E . PGPI outputs a predicted value v for attribute k of node ni. To
predict the value of an attribute k, PGPI relies on a map M . This map stores
pairs of the form (v, f), where v is a possible value v for attribute k, and f
is positive real number called the weight of v. PGPI automatically calculates
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the weights by applying two procedures named PGPI-G and PGPI-N. These
latter respectively update weights by considering the (1) views, likes and group
memberships of ni, and (2) its friendship links. After applying these procedures,
PGPI returns the value v associated to the highest weight in M as the prediction.
In PGPI, half of the maxFacts facts that can be used to make a prediction are
used by PGPI-G and the other half by PGPI-N. If globally the maxFacts limit
is reached, PGPI does not perform a prediction. PGPI-N or PGPI-G can be
deactivated. If PGPI-N is deactivated, only views, likes and group memberships
are considered to make a prediction. If PGPI-G is deactivated, only friendship
links are considered. In the following, we respectively refer to these versions of
PGPI as PGPI-N and PGPI-G (and as PGPI-N+/PGPI-G+ for PGPI+).

PGPI-N works as follows. To predict an attribute value of a node ni, it
explores the neighborhood of ni restricted by the parameter maxDistance using
a breadth-first search. It first initializes a queue Q and pushes ni in the queue.
Then, while Q is not empty and the number of accessed facts is less than
maxFacts, the first node nj in Q is popped. Then, Fi,j = Wi,j/dist(ni, nj)
is calculated. Wi,j = Ci,j/Ci, where Ci,j is the number of attribute values com-
mon to ni and nj , and Ci is the number of known attribute values for node ni.
dist(x, y) is the number of edges in the shortest path between ni and nj . Then,
Fi,j is added to the weight of the attribute value of nj for attribute k, in map
M . Then, if dist(x, y) ≤ maxDistance, each unvisited node nh linked to nj is
pushed in Q and marked as visited. PGPI-G is similar to PGPI-N. It is also a
lazy algorithm. But it uses a majority voting approach to update weights based
on group and publication information (views and likes). Due to space limitation,
we do not describe it. The reader may refer to [4] for more details.

Algorithm 1. The PGPI algorithm
input : ni: a node, k: the attribute to be predicted, maxFacts: a user-defined

threshold, E : an extended social graph
output: the predicted attribute value v

1 M = {(v, 0)|v ∈ Vk};
2 // Apply PGPI-G and PGPI-N

3 Initialize a queue Q and add ni to Q;
4 while Q is not empty and |accessedFacts| < maxFacts do
5 nj = Q.pop(); Fi,j ← Wi,j/dist(ni, nj);
6 Update (v, f) as (v, f + Fi,j) in M , where (nj , v) ∈ Ak;
7 if dist(ni, nj) ≤ maxDistance then for each node nh �= ni such that

(nh, nj) ∈ L and nh is unvisited, push nh in Q and mark nh as visited ;

8 end
9 return a value v such that (v, z) ∈ M∧ � ∃(v′, z′) ∈ M |z′ > z;

Optimizations to Improve Accuracy and Coverage. In PGPI+, we rede-
fine the formula Fi,j used by PGPI-N by adding three optimizations. The new
formula is Fi,j = Wi,j × (Ti,j + 1)/newdist(ni, nj) × R. The first optimization is
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to add the term Ti,j +1, where Ti,j is the number of common friends between ni

and nj , divided by the number of friends of ni. This term is added to consider
that two persons having common friends (forming a triad) are more likely to
have similar attribute values. The constant 1 is used so that if ni and nj have
no common friends, Fi,j is not zero.

The second optimization is based on the observation that the term
dist(ni, nj) makes Fi,j decrease too rapidly. Thus, nodes that are not imme-
diate neighbors but were still close in the social graph had a negligible influ-
ence on their respective profile inference. To address this issue, dist(ni, nj) is
replaced by newdist(ni, nj) = 3 − (0.2 × dist(ni, nj)), where it is assumed that
maxDistance < 15. It was empirically found that this formula provides higher
accuracy.

The third optimization is based on the observation that PGPI-G had too
much influence on predictions compared to PGPI-N. To address this issue, we
multiply the weights calculated using the formula Fi,j by a new constant R. This
thus increases the influence of PGPI-N+ on the choice of predicted values. In
our experiments, we have found that setting R to 10 provides the best accuracy.

Furthermore, a fourth optimization is integrated in the main procedure of
PGPI+. PGPI does not make a prediction when it reaches the maxFacts limit.
However, it may have collected enough information to make an accurate predic-
tion. In PGPI+, a prediction is always performed.

Extension to Handle Numerical Attributes. In PGPI+, to handle numeric
attributes, we first modified how the predicted value is chosen. Recall that the
value predicted by PGPI for nominal attributes is the one having the high-
est weight in M (line 12). However, for numeric attribute, this approach pro-
vides poor accuracy because few users have exactly the same attribute value. To
address this issue, PGPI+ calculates the predicted values for numeric attributes
as the weighed sum of all values in M .

Second, we adapted the weighted sum so that it ignores outliers because if
unusually large values are in M , the weighted sum provides inaccurate predic-
tions. For example, if a young user has friendship links to a few 20 years old
friends but also a link to his 90 years old grandmother, the prediction may be
inaccurate. Our solution to this problem is to ignore values in M that have a
weight more than one standard deviation away from the mean. In our experi-
ment, it greatly improves prediction accuracy for numeric attributes.

Third, we change how Wi,j is calculated. Recall that in PGPI, Wi,j = Ci,j/Ci,
where Ci,j is the number of attribute values common to ni and nj , and Ci is the
number of known attribute values for node ni. This definition does not work well
for numeric attributes because numeric attributes rarely have the same value. To
consider that numeric values may not be equal but still be close, Ci,j is redefined
as follows in PGPI+. The value Ci,j is the number of values common to ni and
nj for nominal attributes, plus a value CNi,j,k for each numeric attribute k. The
value CNi,j,k is calculated as (vi − vj)/αk if (vi − vj) < αk, and is otherwise 0,
where αk is a user-defined constant. Because CNi,j,k is a value in [0,1], numeric
attributes may not have more influence than nominal attributes on Wi,j .
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4 Experimental Evaluation

We compared the accuracy of PGPI+, PGPI-N+ and PGPI-G+ algorithms with
PGPI, PGPI-N and PGPI-G, and three Näıve Bayes classifiers [5]: (1) Näıve
Bayes (NB) infer user profiles based on correlation between attribute values, (2)
Relational Näıve Bayes (RNB) consider the probability of having friends with
specific attribute values, and (3) Collective Näıve Bayes (CNB) combines NB
and RNB. Those three latter algorithms are adapted to work with a partial
graph by training them with maxFacts users chosen randomly of the full social
graph. We used a dataset of 20,000 user profiles from the Pokec social network
obtained at https://snap.stanford.edu/data/. We used 10 attributes, including
three numeric attributes. Synthetic data about groups was generated as in [4].

Fig. 1 shows the influence of the number of accessed facts on accuracy for
each algorithm when the maxFacts parameter is varied, for nominal attributes.
The accuracy is the number of correctly predicted values, divided by the number
of prediction opportunities. PGPI algorithms are not shown in this figure due to
lack of space. It can be observed that PGPI+/PGPI-N+/PGPI-G+ provides the
best results. No results are provided for PGPI-N+ for more than 6 facts because
the dataset do not contains enough links. It is interesting to note that PGPI-N+
only uses real data (contrarily to PGPI+/PGPI-G+) and still performs better
than all other algorithms.

Fig. 1. Accuracy w.r.t. number of accessed facts for nominal attributes

Table 1 shows the best results in terms of accuracy for each attribute and
algorithm. The last row of each table indicates the number of accessed facts
to obtain these results. The best accuracy was in general achieved by PGPI+
algorithms for all attributes.

Table 2 compares the best accuracy of PGPI/PGPI+ algorithms for numeric
attributes in terms of average error and standard deviation of predicted values
from the real values. PGPI+ performs the best on overall. Other algorithms
could not be compared because they are designed for nominal attributes.

Table 3 shows the best accuracy for each algorithm. The proposed PGPI+
algorithms provide an accuracy that is considerably higher than the accuracy of
the compared algorithms.

https://snap.stanford.edu/data/
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Table 1. Best accuracy results for nominal attributes

attribute PGPI+ PGPI-N+ PGPI-G+ NB RNB CNB

Gender 95.60% 61.40% 95.77% 52.80% 53.80% 53.60%

English 76.35% 63.79% 76.00% 69.74% 69.74% 69.74%

French 87.46% 84.48% 87.42% 86.91% 85.60% 86.87%

German 62.39% 54.31% 62.85% 47.83% 48.12% 47.83%

Italian 94.87% 94.25% 94.85% 94.65% 95.38% 95.41%

Spanish 95.15% 94.54% 95.14% 94.38% 95.08% 94.29%

Smoker 65.21% 62.34% 65.42% 63.43% 63.43% 63.12%

Drink 71.65% 63.36% 71.47% 70.41% 70.41% 70.41%

Marital status 76.57% 70.86% 76.40% 76.11% 76.02% 76.07%

Region 18.60% 10.20% 18.71% 6.20% 6.20% 6.20%

|facts| 334 6 347 375 378 278

Table 2. Average error and standard deviation for numerical attributes

algorithm age weight height

PGPI+ 2.94 (4.55) 9.83 (10.32) 7.70 (11.75)

PGPI-N+ 3.92 (4.56) 14.60 (12.56) 10.32 (12.55)

PGPI-G+ 2.89 (4.45) 9.83 (10.37) 7.71 (11.76)

PGPI 2.55 (4.80) 11.67 (11.53) 8.75 (12.43)

PGPI-N 4.35 (5.11) 17.28 (15.61) 14.0 (36.52)

PGPI-G 2.20 (4.78) 10.75 (10.86) 8.35 (12.45)

Table 3. Best accuracy for nominal attributes using the full social graph

algorithm accuracy algorithm accuracy

PGPI+ 73.8 PGPI-G 56.2

PGPI-N+ 73.9 NB 57.48

PGPI-G+ 65.9 RNB 56.37

PGPI 62.0 CNB 56.40

PGPI-N 62.1 LP 47.31

5 Conclusion

We proposed an algorithm named PGPI+ for user profiling in online social net-
works under the constraint of a partial social graph and using rich information.
PGPI+ improves PGPI’s prediction accuracy/coverage and handle numerical
attributes. Experimental results show that PGPI+ predicts user profiles with
much more accuracy and by accessing a smaller part of the social graph than
five state-of-the-art algorithms. Moreover, an interesting result is that profile
attributes such as gender can be predicted with more than 95% accuracy using
PGPI+.
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Abstract. In this paper, we will present an educational game that we developed 
in order to teach a chemistry lesson, namely drawing a Lewis diagram. We also 
conducted an experiment to gather data about the cognitive and emotional states 
of the learners as well as their behaviour throughout our game by using three 
types of sensors (electroencephalography, eye tracking, and facial expression 
recognition with an optical camera). Primary results show that a machine learn-
ing model (logistic regression) can predict with some success whether the 
learner will give a correct or a wrong answer to a task presented in the game, 
and paves the way for an adaptive version of the game. This latter will chal-
lenge or assist learners based on some features extracted from our data in order 
to provide real-time adaptation specific to the user. 

Keywords: Educational game · Electroencephalogram · Eye tracking · Facial 
expression recognition · Logistic regression model 

1 Introduction 

Today, the use of video games as an educational tool is widespread. Educational vid-
eo games, also known as Serious Games (SG), are mainly characterized by their abili-
ty to combine two fundamental aspects [1]: (1) an educational aspect and (2) a playful 
aspect. Some researchers believe that educational games are effective tools because 
they include more adequate learning strategies [19]. However, other researchers be-
lieve that educational video games are more effective because they include Game 
Based Features and allow learners to use certain mental states improving learning 
processes. Specifically, they increase motivation and engagement [13, 15]. Neverthe-
less, most existing educational games present some downfalls [17]. For example, 
many works focus on the playful aspect which increases motivation and pleasure but 
not necessarily contributes to improving the learning process that depends on the 
pedagogical content. 

In order to achieve an adequate balance between entertainment and educational aspects, 
we propose a first version of a 3D puzzle game called LewiSpace. We hypothesize that 
this game emphasizes learning how to draw Lewis diagrams rather than playful features. 
Our goal with the study described in the current paper is to investigate whether it is possi-
ble to predict a learner’s success and his desired level of help based on information  
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gathered through different types of data: electroencephalography, eye tracking, facial ex-
pression recognition and a self-report Big Five personality questionnaire. Since this is part 
of a larger project that aims to develop a game that will be able to adapt in real-time to 
learners, we first studied in this paper the importance of each sensor used and how it im-
proves the prediction of a learner’s success or failure in each mission encountered in our 
game. 

The organization of the paper is as follows: the first section reports previous works 
in similar fields. The second section describes our SG LewiSpace. In the third section, 
we describe the experimental procedure. Finally, the fourth section discusses the im-
portance of each type of sensor and suggests a machine learning model applicable to a 
future version of the game.  

2 Related Work 

The use of educational games instead of Intelligent Tutoring Systems (ITS) is becom-
ing of a great importance due to its benefits (attractive environment, motivational 
aspect, educational content, incitation, rewards, etc.). Therefore, new researchers are 
moving towards using this tool as a new learning environment in the Human Comput-
er Interaction field. Among these educational games, we cite as examples: PrimeC-
limb [4], iStart-me [10] and Crystal Island [18]. 

The main problem with these tools is that they do not integrate a sufficient degree 
of feedback specific to the current learners. In order to solve this problem, recent 
researchers focused on the possibility of integrating AI techniques in this type of envi-
ronment by incorporating machine learning algorithms and non-intrusive sensors. 

Among the existing intelligent educational games, we describe as an example Crystal 
Island [12]. In [12], Lester and colleagues reviewed the possibility of giving SG the 
intelligence criterion by focusing on four key issues: (1) the planning the narrative as-
pects tutorial, (2) the recognition of emotions of the learner, (3) the modeling of learner 
knowledge and (4) the recognition of goals of the learner. The authors developed an 
automatic dynamic framework integrated into the game for each issue.  

On the other hand, some works are focused on the recognition of cognitive states 
during the interaction with e-learning environments. For instance, D'Mello and his 
team [6] have used eye tracking data to dynamically detect emotions of boredom and 
disengagement. Dynamic tracking of eye movements was integrated into a tutor that 
identifies when a learner is bored. In the case of student disengagement, the tutor tries 
to speak and attract the learner’s attention. Recently, Jacques and colleagues [11] also 
used gaze data features in order to predict two main emotions: boredom and curiosity 
in Meta tutor system [2].  

In our work, rather than produce a system that detects specific states, we combine 
predictions from existing packages and use them as features for our machine learning 
model. The packages are FaceReader 6.0 tool, that we use this sensor to extract seven 
basic emotions in addition to the valence and arousal of each emotion [14], the  
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Table 1. Instructions and rules presented in LewiSpace 

Missions Instructions 
M1 - Hydrogen atoms can only bond once. This is because a single 

covalent bond involves one pair of electrons, and hydrogen needs 2 
electrons to be full. This is an exception, as other atoms need 8 
electrons. This is known as the octet rule, atoms tend to combine to 
satisfy it. 

M2 - Double covalent bonds involve 2 pairs of electrons. You can figure 
out if single or double bonds are needed with the octet rule and with the 
number of valence electrons the atoms have. 
- Open your Periodic Table by pressing I. Each column (except the 
pink-colored ones) group atoms by their number of valence electrons. 
For example, hydrogen has 1, calcium (Ca) has 2, aluminum (Al) has 3, 
fluorine (F) has 7. 
- When crafting a compound, each single bond you add represents 2 
electrons, shared between two atoms. If an atom doesn't have 8 
electrons after you sum up its lone electrons and those shared through 
bonds, you might have to add double bonds or to redraw the structure. 

M3 - It's often important to consider formal charges when drawing 
structures. You can calculate each atom's formal charge by substracting 
each bond (1 for a single, 2 for a double one) and each lone electron 
from its initial number of valence electrons. 
- If the formal charge is not zero, you might be able to reconfigure the 
diagram (change the shape or the type of bonds). The octet rule can be 
violated in some cases. 
- Also, keep in mind that elements in the third row of the Periodic 
Table can sometimes hold more than 8 electrons 

4 Experiment and Data Preprocessing 

We conducted an experiment where 40 participants (including 25 males) from University 
of Montreal participated voluntarily in the experimental process (figure 2). During the 
experiment, EEG data was recorded with the Emotiv headset (sample  rate of 128 Hz), eye 
tracking was performed with the Tobii Tx300, and facial expression recognition was done 
with FaceReader 6.0  and a webcam. FaceReader 6.0 allows us to obtain a real-time clas-
sification of seven basic emotions defined by Ekman [7]: happy, sad, angry, surprised, 
scared, disgusted, and neutral, as well as measures of  valence and arousal [14]. 

Given the data’s sequential nature, the data stream was divided in individual se-
quences according to the learners’ trials recorded by the game. Each sequence was 
then reduced to a feature vector consisting of the 4 metrics, median, standard de-
viation, maximum, and minimum values for each feature gathered during the game 
session: short-term excitement, long-term excitement, meditation, frustration, bore-
dom from the Affectiv suite from Emotiv, pupil diameter from the eye tracking sensors 
to measure learner’s workload [3], arousal, valence and the seven emotions  
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Fig. 2. The experimental process 

mentioned above from FaceReader (15 features at total). A total of 633 sequences 
(across 33 participants) were used to produce 60-dimensional feature vectors. 7 par-
ticipants were ignored for analysis as technical errors corrupted data segments essen-
tial for a correct synchronisation of all data streams. The Python Library, Scikit-learn 
[19], was used to manipulate data and train machine learning (ML) models. 

5 Results  

Support vector machine with a Radial Basis Function (RBF) kernel and logistic regres-
sion models were tested with a grid search on values of gamma (for SVMs) and C to 
produce the highest balanced accuracy with a leave-one-participant-out scheme. This 
scheme was used in order to promote the selection of a model that can generalize well 
for a new participant from previous participants. Both algorithms performed similarly. 
A more relevant comparison is the importance of the features gathered by the sensors 
throughout the game session. Table 2 describes the difference in accuracies, and Table 
3 presents a confusion matrix for the best model. Balanced accuracy is determined by 
the mean of correct classifications for each class while according both classes the same 
weight. Overall accuracy is the mean number of correct classifications with weighting 
for the number of samples (therefore giving more weight to the “failure” class), and the 
mean participant accuracy is the mean of the number of correct classifications per par-
ticipant, ignoring whether or not a participant produced more or less samples in the 
dataset, similarly to the balanced accuracy. 

Table 2. Feature selection through classification accuracies 

 All fea-
tures (3 
sensors) 

Ignores 
pupil di-
ameter 

Ignores 
Emotiv 

Ignores facial 
expression 
recognition 

Adding Big 
Five Ques-
tionnaire 

Balanced accu-
racy 

0.564 0.564 0.501 0.564 0.584 

Overall accura-
cy 

0.603 0.603 0.256 0.603 0.564 

Mean partici-
pant accuracy 

0.593 0.593 0.312 0.593 0.549 
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Table 3 shows that igno
whereas the other features d
five features from the self-r
the balanced accuracy is hig
that the classifier predicts m
sequences in total. Ideally, 
of accuracy. A model that 
therefore tested and produce
uses all features, with a bala
mean participant  accuracy 
useful and might even add 
where predicted values are s

Table 3. Confusion matrix

 

Failure 

Success 

Total number 

  
Finally, we present the 

with the random baseline u
Differences between partic
individually trained models

Fig. 3.   Receiver 

6 Conclusions and

In the current paper, we p
how to draw Lewis diagram
physiological data (electroe

oring the Emotiv has the highest impact on performan
do not seem to change the accuracies when ignored. Add
reported Big Five Questionnaire (5 measures), we note 
ghest, but at the cost of the overall accuracy, which me

more often that a task will be successful but mispredicts m
the model should be balanced between those two measu
measures only the features from the Emotiv headset w

es the best results so far but still very similar to one wh
anced accuracy of 0.570, an overall accuracy of 0.635 an
of 0.609. However, this indicates that other features are 
noise to the dataset. Table 3 shows its confusion mat

shown vertically, and true values horizontally. 

x for a logistic regression model with Emotiv headset features 

Failure Success Total number 

0.665 0.335 532 

0.525 0.475 101 

407 226 633 

ROC curves (see figure 3) for each participant compa
using our best model, a logistic regression (C value of 0
cipants suggest that we should more closely investig
s. 

 

operating characteristic curves for the 33 participants 
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ognition) in order to detect the performance of the learner using ML models. Our 
findings shows that a logistic regression model trained with EEG features is most 
suitable for detecting when learners will experience failures and need more help and 
examples to understand  the educational content. Future work will involve developing 
a version of the game that reacts in real-time to the players’ physiological data in 
order to help or challenge them accordingly.   
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Abstract. Automatic detection of special events in large data is often
more interesting for data analysis than regular patterns. In particular,
the processes in multivariate time series data can be better understood,
if a deviation from the normal behavior is found. In this work, we apply
a machine learning event detection method to a new application in the
marine domain. The marine long-term data from the stationary plat-
form at Spiekeroog, called Time Series Station, are a challenge, because
noise, sensor drifts and missing data complicate analysis of the data.
We acquire labels for evaluation with help of experts and test different
approaches, which include time context into patterns. The used event
detection method is local outlier factor (LOF). To improve results, we
apply dimensionality reduction to the data. The analysis of the results
shows, that the machine learning techniques can find special events,
which are of interest to experts in the field.

Keywords: Event detection · Anomaly detection · LOF · Time series ·
Marine systems · Wadden sea

1 Introduction

The growing infrastructures of information and sensor systems in the marine
domain lead to an increased demand of data mining solutions. Marine sensors col-
lect time series data for water measurements, including water salinity, pressure,
or temperature and meteorological measurements, like wind speed, direction,
and air temperature. An important task is the automatic detection of anomalies
or special event to support the human decision makers. Special events are in
some way different from the regular data. Even experts often disagree on the
definition of such events, which complicates to capture them in mathematical
form.

The marine data is collected by a stationary platform called Time Series
Station Spiekeroog (TSS), which is located between the islands of Langeoog and
Spiekeroog (53◦45′1.0′′ N, 7◦40′16.3′′ E) in the North Sea (German Bight) [2,13],
see Figure 1. Because of its position in a tidal channel, the currents are very

c© Springer International Publishing Switzerland 2015
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strong, which challenges the station’s hardware, but offers interesting data. The
difficulties in acquiring this real-world data result in high noise, sensor drifts,
and missing data. Since 2002, the long-term data collected by the TSS are used
for study of marine processes. One of the research interests is to find extreme
events in the past, like storm surges or unusual sensor value movements [16]. An
automatic detection helps to focus on the analysis of these events and possibly
reveal previously unseen events. Our approach introduced in this paper allows
the automatic detection of anomalous events that supports the expert’s decision
process. The evaluation is based on label information collected in a small expert
survey. At first, a general definition of time series events is given in Section 2.
Section 3 discusses related work. The experiments with marine data from the
Time Series Station will be shown in Section 4. Conclusions are presented in
Section 5.

Fig. 1. The Time Series Station Spiekeroog and it’s position in the Wadden Sea.

2 Time Series Event Definition

In literature, the terms extreme event, outlier, novelty, or anomaly haven often
similar meanings depending on the application [5]. For our marine application
the term event is best suited, which is why this paper will mainly use this term.
In its simplest form event detection for time series data can be described as
a binary classification problem: f(xt) = y with y ∈ Y = {normal, event}. To
get label y for a pattern xt ∈ X : {x1, . . . ,xn} we need to approximate func-
tion f : X → Y. A pattern xt is a vector of d features xi, with i ∈ {1, . . . , d}.
Set X is linear ordered by time with index t. Generally f(xt) = event will
be true if: oscore(A(t, δ), B(t, δ)) > γ, where oscore is an outlier score func-
tion, A is the reference set, B is the tested set with xt ∈ B, and δ is a
time span. Another representation of the problem just uses the outlier score
oscore(A(t, δ), B(t, δ)) = y, y ∈ [0, 1], where a higher score represents a higher
“outlierness”. Events are anomalous in relation to a family of sequential sets A
of the data X . Set A is subset of the power set:

A(t, δ) ⊆ P(X ) = {A(tj , δ)|A(tj , δ) ⊆ X} , tj ∈ {1, · · · , n} . (1)

with time span δ and start time tj = [1, n−δ]. The reference set may also contain
unknown events. In set B(t, δ) an event is suspected. It has a duration, which is
defined by its time span δ and time t = [ δ

2 , n − δ
2 ].
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It is the objective of event detection to find the optimal settings for parame-
ters A, B, δ and γ for an outlier function oscore. Usually, some of these param-
eters are known through domain knowledge. Because of the vague definition
of event detection, the optimal parameters vary, depending on the application
domain and dataset. Most interesting are events that are multivariate. Multi-
variate events can only be found by analyzing multiple feature sources simul-
taneously, which are a subset of the d feature sources. If a set B(t, δ) ⊆ X
has a time span δ > 1, the pattern is extended by δ additional time steps:
B(t, δ) := Xt− δ

2 :t+
δ
2

= (xt− δ
2

1 , · · · , x
t− δ

2
d , · · · , x

t+ δ
2

1 , · · · , x
t+ δ

2
d )T . This way a pat-

terns gains in previous and following features, which enables access to the time
context.

The outlier score oscore defines how much the sets in A differ from B and
what this difference is. Because of the lack of labels, we use an unsupervised
outlier score. Local outlier factor (LOF) by Breuning et al. [4] is one of the
standard methods for event detection. Here the outlier score for pattern x is
calculated by comparing to the local density of it k-nearest neighbors Nk(x):

LOFk(x) :=
1

|Nk(x)| ·
∑

x′∈Nk(x)

∑

x̂∈Nk(x)

rdk(x, x̂)

∑

x̄∈Nk(x′)

rdk(x′, x̄)
. (2)

To get the reachability-distance rdk of two points x and x′, either the distance
between them, or the k-distance dstk(x′) is used, depending on which value is
higher. The k-distance dstk(x′) is defined as distance of x to its k-th neighbor.
Often the Euclidean distance is used as distance metric.

An alternative to finding an appropriate threshold γ, is to use a top-k method,
where only the k patterns with the highest outlier score are marked as outlier [8].
For time series data there can be multiple high outlier scores around an event,
which mark the same event several time. To minimize this, we extended the
top-k method with a temporal border around the highest local outlier score, so
no pattern within the border can be chosen. Thereafter the next highest score
not within the border is chosen and so on. This adaption is called top-k-time.

3 Related Work

Although many event detection methods have been proposed, only a few appli-
cations can be found in the marine domain. For a state-of-the-art overview of
temporal outlier detection approaches, we recommend the survey of Gupta et
al. [7]. Modenesi et al. [12] compare several methods for detecting novelties in
synthetic time series data.

In the maritime domain, outlier detection is used by Auslander et al. [1] to
analyze video data. They compare global to local algorithms and report the con-
ditions under which these algorithms perform well. Another maritime application
is the detection of anomalies in vessel movement. There, the general objective is
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to find suspicious movements. Li et al. [10] use a rule- and motif-based frame-
work, which is able to learn at different granularity levels. A framework of Riveiro
et al. [14] is proposed, which combines a SOMS-method for event detection and
a user interface for easy usage.

4 Experimental Analysis

The minute-wise time series dataset is unlabeled and covers the time from Octo-
ber 10, 2014 until April 13, 2015. This period lies in the storm season, which
guarantees that at least extreme value events are included. We calculated the
centered rolling median of 15 minutes to clean the data of noise, like in [3]. In
addition, only every 15th data point is used to reduce the size of the dataset
without much loss of information. This results in 17,856 of originally 267,840
patterns. 5,285 (˜30%) are missing due to maintenance or connection issues.
Pattern are interpolated by piecewise cubic Hermite interpolation polynomial
[6], whenever less or equal than ten points in a row are missing. Of the avail-
able patterns, 5,627 are interpolated values. Experts recommend a selection of
sensors for our event detection as feature input. This selection contains water
salinity, pressure and temperature as well as air temperature, wind direction
and speed measurements. Overall, a pattern consists of 16 sensor values and
nine time features, which amounts to a total of 25 features.

4.1 Acquiring Labels For Evaluation

In order to evaluate any event detection method, it is necessary to have labeled
patterns. Those labeled patterns were acquired by letting five experts decide, if
a pattern is special. Every expert is asked to evaluate the same set of 60 patterns
with an easy-to-use web-based survey that displays the different sensors as time
series plots. The selection of these 60 patterns is done with the top-20-time results
of three different methods for feature handling: The first method just uses the
raw pattern with its 25 features. Further, the squared difference of each sensor
value to the centered rolling mean of time span δ is added to the raw pattern as
second method. This method emphasizes deviations, like extreme values or shift
of values. The last one builds a window of features around every pattern’s time
index t with all pattern in a time span δ. As observed time span δ the tidal cycle
of about 14 hours is chosen, to have enough margin to the average cycle of 12
hours and 25 minutes. This time span is logical, because the TSS’s is in a tidal
inlet, which creates most special events in this period. The oscore is averaged
over 30 runs and computed with LOF using a neighborhood size of 75.

To visualize this experiment we reduce the time series data to four dimen-
sions. The dimensionality reduction is employed by isometric mapping [15]
(ISOMAP) with 156 neighbors and the results are shown in Figure 2. ISOMAP
is a nonlinear dimensionality reduction method, which is capable of finding a
low-dimensional embedding for high-dimensional data with help of a neighbor-
hood graph. Further, we also added the last dimension as height of the plot.
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Fig. 2. Reduced time series to four dimensions and marked top-k-outliers and the
experts’ evaluation. Every found event by an expert must also be marked by the
method, because only method results are shown to the experts.

Colorized areas are events identified by the three methods and the areas marked
with hatches are confirmed by experts.

4.2 Results and Further Improvement

Of all expert-evaluated patterns 50 (83.33%) are marked by the experts as events
at least once. Not once all experts agree completely on the label of a pattern,
while over half of the experts agree on seven labels. Because of the different
opinions on the events that come with different expertise, we do not average the
expert’s results, but use every event that is marked by the experts as event. This
way, methods that encourage the finding of events for every expert are preferred.
For each method the F1-score is calculated and results are shown in Figure 3.
The calculation accounts for different settings for k, by labeling the k highest
scores as events and the rest as normal data. Interestingly, the F1-score for small
k is low, but rises with larger k. The reason is probably the high positive rate
in the test set. With a k of 20 the first method, with the raw features, performs
best and the others are only good while the k is small. The first method find
false-positives with their highest scored events, while the other methods have a
higher recall with small k.

To further analyze and improve our results, the methods need to be eval-
uated on all labeled patterns. Here, the average precision score is best suited,
because it considers the ranking of the scores and represents the area under
the precision-recall-curve. Probability values are needed for the average preci-
sion score, which is why the outlier scores of each method are normalized with
Gaussian normalization like in [9]. In addition, different setups are tested on this
test set: First, the smoothing of data is done via centered rolling median of 15
minutes and 60 minutes, but we retain the tumbling of every 15th data point to
keep the current dataset size. Second, dimensionality reduction from 25 features
to four and 10 features is done with ISOMAP that uses a neighborhood size of
156. Through this, the amount of features in the window method can be reduced
from 1,400 (= 25 · 56) to 224 (= 4 · 56) or 560 (= 10 · 56) features per pattern,
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while the observed 14 hours are 56 parts with length of 15 minutes. Table 1
summarizes the results. Additionally, the precision-recall-curve of the highest
scores per method are shown in Figure 3. Surprisingly the method with raw
features performs well, although it contains just one point in time. The highest
average precision scores are achieved with dimensional reduction. Responsible is
the high dimensionality that is introduced by the sliding window method and
the doubling of features by the rolling mean method. With applied ISOMAP,
the dimensionality is small enough for LOF to escape the curse-of-dimensionality
and use the potential time context information to detect events.
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Fig. 3. On the left side we show the change of F1-score with increasing k for the feature
handling methods used for label acquisition. On the right side the precision-recall-curve
of best runs of each method is presented.

Table 1. Comparison of feature handling methods. The highest scores of each method
are highlighted with bold fonts and the ∗-symbol shows the highest overall score.

Average Precision Score

Methods T = 15 T = 60 (T = 15 d = 4) (T = 60 d = 4) (T = 15 d = 10) (T = 60 d = 10)

Raw Values .821 .803 .841 .807 .761 .850
Roll. Mean .855 .877 .830 .885 .901 .850
Window .800 .801 .846 .938∗ .809 .801

It should be noted that these first results could be prone to overfitting and will
be tested in further research with other periods of the TSS. The setting k = 20 for
the top-k-time events is chosen to not overburden the experts and it is unknown
if a higher k setting for the top-k-time events would yield significantly more
events. Further experiments should also consider optimization of parameters,
like the neighborhood size of LOF or ISOMAP.

5 Conclusion

In this paper, we employ machine learning event detection to time series data in
the marine domain. Our data is based on marine sensors from the TSS, which
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collects long-term data in a tidal inlet of the Wadden Sea. For the experimental
evaluation labels for potential events, chosen by machine learning methods, were
acquired from experts. About 83.34% of the detected events were confirmed to
be true-positives. Dimensionality reduction preprocessing with ISOMAP led to
higher average precision scores. Further, ISOMAP was used to visualize the high-
dimensional time series with four features. The resulting plot is suited to visually
detect outliers.

In the future we will get more labels from experts and use semi-supervised
learning to further improve the results. In addition, other outlier score functions
could be used, like Isolation Forest [11].
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Abstract. This paper addresses the problem of fitting finite Gaussian
Mixture Model (GMM) with unknown number of components to the uni-
variate and multivariate data. The typical method for fitting a GMM is
Expectation Maximization (EM) in which many challenges are involved
i.e. how to initialize the GMM, how to restrict the covariance matrix of
a component from becoming singular and setting the number of compo-
nents in advance. This paper presents a simulated annealing EM algo-
rithm along with a systematic initialization procedure by using the prin-
cipals of stochastic exploration. The experiments have demonstrated the
robustness of our approach on different datasets.

1 Introduction

Finite mixture models provide a probabilistic tool for modeling arbitrarily com-
plex probability density functions and have been used in a variety of different
applications [9], [12,13]. The usual approach for fitting a GMM is EM, which
provides the maximum likelihood (ML) parameter estimate of the model. K-
means can be used for initializing EM. During EM the estimate may converge
to the boundary of the parameter space (singular covariance matrix), causing
likelihood to approach infinity. When this occurs, EM should be aborted and
restarted with different initialization of the parameters. Deterministic Anneal-
ing EM (DAEM) algorithm [21] has been proposed for avoiding the estimate to
converge at the boundary of the parameter estimate but it can get trapped at
saddle points [21].

Broadly speaking there are three main approaches for estimating the num-
ber of components [7]: EM based methods [6], [16], Variational Bayesian meth-
ods [23] and stochastic methods by using Markov Chain Monte Carlo (MCMC)
sampling [2], [19]. Variational Bayesian methods avoid overfitting but only pro-
vide an approximate solution while Stochastic methods are computationally very
expensive. Moreover there are two types of EM based methods in which the num-
ber of components need not to be fixed in advance: Firstly divisive where the
estimate starts from a single component which split into multiple components as
the algorithm proceeds [3,4], [25] and secondly agglomerative where the estimate
starts from a large number of components which are decreased as the algorithm
proceeds [7,8]. A variety of ways have been proposed for spliting or merging
GMM components [3], [14], [22], [24,25].
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-24489-1 25
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2 Overview of EM Algorithm

A GMM with k components is parameterized by Θ(k) = {πm,μm,Σm}k
m=1

where π1, . . . , πk are mixing coefficients / priors with constraints 0 < πm < 1
and ∑k

m=1 πm = 1, μ1, . . . ,μk are means and Σ1, . . . ,Σk are covariance matrices.
The log-likelihood of a dataset yobs = {y(1), · · · ,y(n)} for a GMM is defined as:

L(Θ(k),yobs) =
n∑

i=1

log
k∑

m=1

πmN (y(i); μm, Σm) (1)

The parameters are updated by cycling through the E-step and the M-step [6].
In the E-step, the expected value of complete data log-likelihood is calculated
using the old parameters estimate, which is used for maximization in the M-step.
It is a common practice to add a small regularization term λI in all covariance
matrics of the GMM at each update cycle. The EM is terminated when the
increase in log-likelihood becomes very small i.e. Lt+1

Lt − 1 < ε.

3 Stochastic Exploration Initialization Approach

Many nature inspired algorithms exist for solving discrete optimization prob-
lems [11]. It is a well known fact that humans by nature are social animals. A
person who is alone will tend to find other people and will stay in a community,
if possible. Not only humans but animals also exhibit such behavior [10]. Given
this, now consider a scenario where an individual is alone at a location. Seeking
someone is important due to the above mentioned reasons. If there is no heuristic
about the surrounding then with equal probability it will start to look in any
direction. Suppose that there are many individuals like this at a place, what will
happen when one comes in interaction with someone else? Most probably its
search pace will decrease, since living in a group provides more stability. Now
they also have a heuristic about the search direction.

Surprisingly it is not difficult to import the proposed approach for initializing
a GMM. Now each observation will act like an individual so we will place a Gaus-
sian at each observation. In the begining the covariance matrix is diagonal, with
small equal positive value δ in the diagonal. The prior value of each component is
1
n at this stage where n is the total number of observations. After this the next
step is exploration phase. The exploration is done by slightly expanding each
component and then testing that whether it has sufficient overlap with one of
its neighbouring Gaussians. The rate of expansion of each Gaussian is inversely
propotional to its prior value. For expanding a Gaussian, we add exploration
terms in the standard deviation (σ) of each eigenvector of its covariance matrix.
The magnitude of each exploration term is proportional to its corresponding σ.

Once two Gaussians have sufficient overlap we can merge them. For detecting
overlap between two components we define the coefficient C. When two Gaus-
sians are multiplied then the resulting density is again a Gaussian but multiplied
with this coefficient [17] i.e. N (μQ,ΣQ)×N (μR,ΣR) = CQRN (μS ,ΣS) where
CQR = N (μQ;μR,ΣQ + ΣR). The C has a property that as we expand the
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Gaussians via exploration, it keeps on increasing and then at a certain point it
starts to decrease. As the C passes its peak value, which is detected as its value
decreases in the next iteration, we merge the two Gaussians as in [25].

The exploration and merging cycles continue until the component count
reaches a predifined value kmax where kmax � koptimal. Since in the begining
of the algorithm k = n, this can pose significant computation load. An elegant
way to bound the computational load is to sample (without replacement) kstart

observations from the dataset and use them for initialization where kstart < n.
So now for the Stochastic Exploration initialization approach the algorithmic
complexity will be O(k2

start) instead of O(n2).

4 Component-Wise Simulated Annealing EM for
Mixtures

The proposed CSAEM2 algorithm is the combination of Component-Wise EM
for Mixtures (CEM2) and simulated annealing algorithm. As mentioned by [5]
that CEM2 is a serial decomposition of optimization problem with a coordinate-
wise maximization. It goes through E-step and then applies M-step to update
only one component at a time. For simulated annealing we have a temperature
parameter τ which is gradually decreased to zero. The temperature value defines
the probability of taking annealing step. The initial value of temperature is set
to a small value as higher value of temperature can completly disturb the discov-
ered GMM. During annealing iterations the responsibility (contribution of the
component q, for generating the data point i) is calculated as:

γq,i =

(
πqN (yi;μq, Σq)

)Φq

k∑

l=1,l �=q

πlN (yi;μl, Σl) + (πqN (yi;μq, Σq))
Φq

where 0 ≤ Φq ≤ 1. The amount of annealing Φq is inversely proportional to
the weight of a component q and is calculated as Φq =

πq
max(π) . The annealing

induces the fuzziness in the membership of the components with no annealing
(max(Φ) = 1) for the component with highest weight and highest annealing
(min(Φ)) for the component with lowest weight.

When CSAEM2 converges (after annealing iterations) then we generate all
the possible (k−1) component GMMs and switch to the one which yield highest
likelihood value. CSAEM2 and components merging are repeatedly applied until
the components count k reaches kmin (usually one). The parameters Θ̂(k) of all
the models generated after applying CSAEM2 are stored as candidate GMMs.

We remove a component m if nπm < α(d + 1) with α = 2. As mentioned
by [16], a component requires the support of at least d + 1 observations for
avoiding the covariance matrix to become singular i.e. nπm ≥ (d+1). For a large
value for kmax, many or all components can get removed simultaneously with
general EM [8]. With the CEM2, if a component dies, its weight is immediately
distributed among other components, thus increasing the survival probability of
the other components.
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Fig. 1. Initialization results of sythetic datasets with stochastic exploration approach

For model selection we have used Mixture Minimum Discription Length
(MMDL) criterion [7]. It is similar to the Bayesian Information Criterion
(BIC) [20] but it has an additional term for representing skewness. It is
defined as:

CMMDL

(
Θ̂(k), k

)
= −L(Θ̂(k),y) +

N(k)

2
log n +

N(1)

2

k∑

m=1

log(πm)

where N(k) is the number of free parameters in a k component GMM.

5 Experiments

We used following parameter values: kstart = 150 (kstart = 250 for Sythetic
Dataset 2) , kmax = 15, kmin = 1, Annealing Iterations= 400, τ = 0.05, ε =
10−5, λ = max(10−4,min(D > 0)) where D is a n × n matrix with D(Q,R) =
‖y(Q) − y(R)‖2.

5.1 Results of Stochastic Exploration Initialization Approach

Figure 1 shows the results of stochastic exploration approach on the synthetic
dataset (section 5.2 : Dataset 1). The first column contains the highly overfitted
k = n component GMM while the second column contains the simplified k =
kmax component GMM obtained by stochastic exploration. The third column
contains the MMDL value for the GMMs formed during transition from the
k = n component GMM to the k = kmax component GMM. The initialization
approach consistently decreases the MMDL value and thus improves the model
representation while decreasing the number of components. The same behaviour
can be observed in the last column which contains the MMDL value for the
GMMs formed during transition from the k = kstart component GMM to the
k = kmax component GMM.

5.2 Results of CSAEM2

Experiment with Synthetic Dataset
Dataset 1: 1000 samples were drawn from the four component bivariate GMM
with
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Fig. 2. (a) Result of 50 Monte Carlo simulations on synthetic Dataset 1 showing mean
MMDL value (of 50 experiments) for components, with vertical bars depicting standard
deviation in each value. (b) Same as (a) but for Dataset 2. GMM just before (c) and
after (d) annealing step.

π1 = π2 = π3 = 0.3, π4 = 0.1, μ1 = μ2 =

[ −4
−4

]
μ3 =

[
2
2

]
, μ4 =

[ −1
−6

]

Σ1 =

[
1 0.5
0.5 1

]
, Σ2 =

[
6 −2

−2 6

]
, Σ3 =

[
2 −1

−1 2

]
Σ4 =

[
0.125 0

0 0.125

]

This GMM has also been used by [8], [24] and [14]. It provides a challenging
scenario of overlaping components with two components having a common mean.
We performed a Monte Carlo (MC) simulation of 50 experiments. The results
are shown in Figure 2a. In all experiments our algorithm identified the right four
component GMM.

Dataset 2: 800 samples were drawn from the two component 10 dimensional
GMM with π1 = π2 = 0.5,μ1 = [0, . . . , 0]�,μ2 = [2, . . . , 2]�,Σ1 = Σ2 = I. The
GMM contain high dimensional fused components. Figure 2b contain the result
of 50 MC experiments and every time our approach correctly identified the two
component GMM.

Effect of Annealing: The effect of annealing during CSAEM2 can be observed
in Figure 2(c-d). The annealing increases the coverage and thus the survival
probability of the weak components while the components with high prior val-
ues are unaffected by annealing. Another interesting property of annealing is
depicted in Figure 3. The maximum value of f =

k∑

i=1
log(πi) is attained when

πi = 1
k . Similarly the minimum value of g =

k∑

i=1
( 1

k − πi)
2 is attained when πi = 1

k .
It can be observed in Figure 3 that there is a sharp decrease in the value of g
and a sharp increase in the value of f after annealing cycles (Dataset 1). Thus
annealing has a tendency of redistributing the values of π more equally.

Experiment with Real Datasets
Now we consider Acidity and Enzyme datasets having skewed gaussians. They
have been extensively studied by [18] and their optimal number of components
are three and four respectively [15,18]. We performed a Monte Carlo simulation
of 50 experiments and in all the experiments CSAEM2 detected the same three
and four component GMMs as shown in Figure 4(a-b). Then we also considered
a well known relatively higher (four) dimensional Iris dataset [1]. The dataset
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Fig. 4. Results of CSAEM2 on (a) Acidity, (b) Enzyme and (c) Iris datasets. In (a-b),
data is encoded in histograms while (c) contains the projection of data on the two axis
with highest variances

contains three classes with 50 samples for each class. Again we performed a
Monte Carlo simulation of 50 experiments and with hundred percent success
rate detected the three component GMM as shown in Figure 4(c).

Comparison with Similar EM Approaches: [7,8] has presented similar EM
based approaches where the components count starts from kmax and are brought
down to kmin. These algorithms explicitly target the components with low prior
values for switching to a (k−1) component GMM and thus often fail when there
is a component with very low prior value. Our approach increases the survival
probability of the weak components and hence overcomes this problem. Now we
performed a Monte Carlo simulation of 50 experiments. 710 samples were drawn
from the four component bivariate GMM:

π1 =
10
71

, π2 =
20
71

, π3 =
40
71

, π4 =
1
71

,μ1 =
[

1
0

]
,μ2 =

[
3
4

]
,μ3 =

[
3

−3

]

μ4 =
[

8
8

]
,Σ1 = Σ4 = I,Σ3 =

[
2 1.9

1.9 2

]
,Σ2 =

[
2 −1.5

−1.5 2

]

All algorithms used same kmax, kmin, ε and λ values. Although the components
are quite well separated from each other, the approaches presented in [7,8] per-
formed very poorly while our algorithm outperformed these methods as can be
seen in Table 1.

Robustness against kmax: Choosing kmax � koptimal provides robustness
against initialization issues but it can be underestimated. Now we test the per-
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Table 1. Percentage frequency of choosing k clusters for 50 experiments by our app-
roach and the approaches presented by Figueiredo et al. (1999,2002).

k Our method Figueiredo et al. (2002) Figueiredo et al. (1999)
3 0 0 1
4 47 1 17
5 3 13 16
6 0 14 7
7 0 10 4
8 0 8 2
9 0 2 2
10 0 2 1

Table 2. Percentage frequency of choosing kopt = 4 clusters for 100 experiments by
our approach with random initialization and stochastic exploration initialization.

kmax Random initialization Our initialization
6 62 88
7 84 93
8 91 95
9 93 97

formance of our approach with relatively smaller values of kmax for the simulated
dataset with a weak component. For comparison, the initial kmax component
GMM is obtained with two methods: the random initialization procedure pre-
sented in Figueiredo et al. (2002) and our initialization procedure. The results
are summarized in Table 2. We can see that our initialization has high frequency
of detecting right number of components, even when starting with relatively
smaller kmax.

6 Conclusion

We have proposed a novel nature inspired initialization approach for fitting a
GMM. It utilizes search strategy where each component looks for its nearby com-
ponent. Two components are merged when they have high overlap. CSAEM2 is
applied when the components count reaches kmax. A component is annihilated if
it becomes too weak. (k − 1) components GMM is obtained by selecting the one
which yields highest likelihood value. MMDL criterion is used to select the opti-
mal model complexity. Our approach has shown promising results on challenging
simulated and real datasets.
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Abstract. In this paper, we present the Polylingual Labeled Topic
Model, a model which combines the characteristics of the existing Polylin-
gual Topic Model and Labeled LDA. The model accounts for multiple lan-
guages with separate topic distributions for each language while restrict-
ing the permitted topics of a document to a set of predefined labels.
We explore the properties of the model in a two-language setting on a
dataset from the social science domain. Our experiments show that our
model outperforms LDA and Labeled LDA in terms of their held-out
perplexity and that it produces semantically coherent topics which are
well interpretable by human subjects.

Keywords: Thesauri · Classification · Probabilistic linking · Topic
models

1 Introduction

Topic models are a popular and widely used method for the analysis of tex-
tual corpora. Latent Dirichlet Allocation (LDA) [2], one of the most popular
topic models, has been adapted to a multitude of different problem settings,
such as modeling labeled documents with Labeled LDA (L-LDA) [9] or model-
ing multilingual documents with Polylingual Topic Models (PLTM) [7]. Textual
corpora often exhibit both of these characteristics, containing documents in mul-
tiple languages which are also annotated with a classification system. However,
there is currently no topic model which possesses the ability to process multiple
languages while simultaneously incorporating the documents’ labels.

To close this gap, this paper introduces the Polylingual Labeled Topic Model
(PLL-TM), a model which combines the characteristics of PLTM and L-LDA.
PLL-TM models multilingual labeled documents by generating separate distri-
butions over the vocabulary of each language, while restricting the permitted
topics of a document to a set of predefined labels. We explore the characteristics
of our model in a two-language setting, with German natural language text as
the first language and the controlled SKOS vocabulary of a thesaurus as the
second language. The labels of the documents, in our setting, are classes from
the classification system with which our corpus is annotated.

c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-24489-1 26
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Contributions. The main contribution of this paper is the presentation of the
PLL-TM. We present the model’s generative storyline as well as an easy-to-
implement inference strategy based on Gibbs sampling. For evaluation, we com-
pute the held-out perplexity and conduct a word intrusion task with human
subjects using a dataset from the social science domain. On this dataset, the
PLL-TM outperforms LDA and L-LDA in terms of its predictive performance
and generates semantically coherent topics. To the best of our knowledge, PLL-
TM is the first model which accounts for multiple vocabularies and, at the same
time, possesses the ability to restrict the topics of a document to its labels.

2 Related Work

Topic models are generative probabilistic models for discovering latent topics
in documents and other discrete data. One of the most popular topic models,
LDA, is a generative Bayesian model which was introduced by Blei et al. [2].
In this section, we review LDA, as well as the two other topic models whose
characteristics we are going to integrate into PLL-TM.

LDA. Beginning with LDA [2], we follow the common notation of a document d
being a vector of Nd words, wd, where each word wdi is chosen from a vocabulary
of V terms. A collection of documents is defined by D = {w1,...,wD}. LDA’s
generative storyline can be described by the following steps.
1. For each document d ∈ {1,...,D}, a distribution θd over topics is drawn from

a symmetric K-dimensional Dirichlet prior parametrized by α:

θd ∼ Dir(α) . (1)

2. Then, for each topic k = {1,...,K}, a distribution φk over the vocabulary is
drawn form a V-dimensional Dirichlet distribution parametrized by β:

φk ∼ Dir(β) . (2)

3. In the final step, the ith word in document d is generated by first drawing a
topic index zdi and subsequently, a word wdi from the topic indexed by zdi:

wdi ∼ Cat(φzdi) , zdi ∼ Cat(θd) . (3)

Labeled LDA. Ramage et al. [9] introduced L-LDA, a supervised version of
LDA. In L-LDA, a document d’s topic distribution θd is restricted to a subset
of all possible topics Λd ⊆ {1,..,K}. Here, collection of documents is defined
by D = {(w1,Λ1),...,(wD,ΛD)}. The first step in L-LDA’s generative storyline
draws the distribution of topics θd for each document d ∈ {1,...,D}

θd ∼ Dir(αμd) , (4)

where α is a continuous positive valued scalar and μd is a K-dimensional vector

μdk =

{
1 if k ∈ Λd

0 otherwise ,
(5)
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zldi wl
di φl

k βlθd

Λd

α

∀i ∈ [1,N l
d]

∀d ∈ [1,D]

∀k ∈ [1,K]

∀l ∈ [1,L]

Fig. 1. The PLL-TM in plate notation. Random variables are represented by
nodes. Shaded nodes denote the observed words and labels, bare symbols indicate
the fixed priors α and βl. Directed edges between the nodes then define conditional
probabilities, where the child node is conditioned on its parents. The rectangular plates
indicate replication over data-points and parameters. Colors indicate the parts which
are inherited from L-LDA (blue) and PLTM (green). Black is used for the LDA base.

indicating which topics are permitted. Once these label-restricted topic distri-
butions are drawn, the process of generating documents continues identically to
the generative process of LDA. In the case of Λd = {1,..,K} for all documents,
no restrictions are active and L-LDA is reduced to LDA.

Polylingual Topic Model. Ni et al. [8] extended the generative view of LDA to
multilingual documents. Mimno et al. [7] elaborated on this concept, introducing
the Polylingual Topic Model (PLTM). PLTM assumes that the documents are
available in L languages. A document d is represented by [w1

d,...,w
L
d ], where for

each language l ∈ 1,...,L, the vector wl
d consists of N l

d words which are chosen
from a language specific vocabulary with V l terms. A collection of documents
is then defined by D = {[w1

1,...,w
L
1 ],...,[w1

D,...,wL
D]}. The generative storyline is

equivalent to LDA’s except that steps 2 and 3 are repeated for each language.
Hence, for each topic k = {1,...,K} in each language l ∈ {1,...,L}, a language
specific topic distribution φl

k over the vocabulary of length V l is drawn:

φl
k ∼ Dir(βl) . (6)

Then, the ith word of language l in document d is generated by drawing a topic
index zldi and subsequently, a word wl

di from a language specific topic distribution
indexed by zldi:

wl
di ∼ Cat(φl

zl
di

) , zldi ∼ Cat(θd) . (7)

Note that in the special case of just one language, i.e. L = 1, PLTM is reduced
to LDA.

3 The Polylingual Labeled Topic Model

In this section, we introduce the Polylingual Labeled Topic Model (PLL-TM),
which integrates the characteristics of the models described in the previous section
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into a single model. Figure 1 depicts the PLL-TM in plate notation. Here, a collec-
tion of documents is defined by D = {[w1

1,...,w
L
1 ],Λ1)),...,[w1

D,...,wL
D],ΛD)}.

The generative process follows three main steps:
1. For each document d ∈ {1,...,D}, we draw the distribution of topics

θd ∼ Dir(αμd) , (8)

where μd is computed according to Equation 5.
2. For each topic k ∈ {1,...,K} in each language l ∈ {1,...,L}, we draw a distri-

bution over the vocabulary of size V l:

φl
k ∼ Dir(βl) , (9)

3. Next, for each word in each language l of document d, we draw a topic

wl
di ∼ Cat(φl

zl
di

) , zldi ∼ Cat(θd) . (10)

Note that PLL-TM contains both PLTM and L-LDA as special cases.
For inference, we use collapsed Gibbs sampling [6] for the indicator variables

z, with all other variables integrated out. The full conditional probability for a
topic k is given by

P (zldi = k | wl
di = t,...) ∝ n¬di

dk + α

n¬di
d. + Kα

× nl¬di
kt + βl

nl¬di
k. + V lβl

, (11)

where ndk is the number of tokens allocated to topic k in document d, and nl
kt is

the number of tokens of word wl
di = t which are assigned to topic k in language

l. Furthermore, · is used in place of a variable to indicate that the sum over
its values (i.e. nd. =

∑
kndk ) is taken and ¬di to mark the current token as

excluded. While the full conditional posterior distribution is reminiscent of the
one used in PLTM, the assumptions of the L-LDA model restrict the probability
P (zldi = k) to those k ∈ Λd with which document d is labeled.

Table 1. This table shows the five most probable terms for two classes in the CSS,
generated by PLL-TM, in two languages: TheSoz (TS) and German natural language
words with their translation (AB).

Population Studies, Sociology of Population:
TS: population development , demographic aging , population, demographic factors, demography
AB: wandel, demografischen, bevlkerung, deutschland, entwicklung

(change, demographic, population, germany, development)

Developmental Psychology:
TS: child , developmental psychology , adolescent , personality development , socialization research
AB: entwicklung, sozialisation, kinder, kindern, identitt

(development, socialization, children, children, identity)
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(a) Comparison of the held-out perplex-
ity (lower values are better) as a function
of iterations.

(b) Comparison of the semantic coher-
ence (word intrusion) of the generated
topics.

Fig. 2. Evaluation of the PLL-TM. These figures show that on the SOLIS dataset,
PLL-TM outperforms LDA and L-LDA in terms of its predictive performance and
produces topics with a higher semantic coherence than PLTM.

4 Evaluation

For our evaluation, we use documents from the Social Science Literature Infor-
mation System (SOLIS). The documents are manually indexed with the SKOS
Thesaurus for the Social Sciences (TheSoz) [10] and manually classified with the
Classification for the Social Sciences (CSS) by human domain experts. For our
experiments, we used all SOLIS documents which were published in the years
2008 to 2013, resulting in a corpus of about 60.000 documents.

We explore the characteristics of our model in a two-language setting, with
German natural language text as the first language (AbstractWords) and the
controlled SKOS vocabulary of a thesaurus as the second language (TheSoz).
The labels of the documents, in our setting, are classes from the CSS. After apply-
ing standard preprocessing to remove rare words and stopwords, TheSoz con-
sisted of 802.764 tokens over a vocabulary of 7.406 distinct terms, and Abstract-
Words consisted of 5.417.779 tokens over a vocabulary of about 43.000 distinct
terms. In our corpus, each document is labeled with an average of 2.14 classes.

We compare four different topic models: LDA, L-LDA, PLTM and PLL-TM.
The unilingual models (i.e. LDA and L-LDA) were trained on language TheSoz;
the polylingual models (i.e. PLTM and PLL-TM) were trained on TheSoz and
AbstractWords. The documents in our corpus were labeled with a total of 131
different classes from the CSS and we trained the unlabeled models with an equal
number of topics. α and βl were specified with 0.1 and 0.01, respectively. Table
1 shows the topics generated by PLL-TM for two classes of the CSS, reporting
the five most probable terms for the languages TheSoz and AbstractWords.

Language Model Evaluation. For an evaluation of the predictive perfor-
mance, we computed the held-out perplexity for all models. We held out 1.000
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documents as test set Dtest and, with the remaining data Dtrain, we trained the
four models. We split each test document in the following way:

– xd1: All words of language AbstractWords and a randomly selected 50% of
the words in language TheSoz which occur in document d.

– xd2: The remaining 50% of the words in language TheSoz which occur in
document d.

The test documents for the unilingual models were split analogously, with xd1

consisting of 50% percent of the words in language TheSoz which occur in doc-
ument d. For each document d, we computed the perplexity of xd2.

Figure 2a shows the results of this evaluation. One can see that the labeled
models both start out with a lower perplexity and need less iterations to achieve
a good performance, which is due to the fact that the labels provide additional
information to the model. In contrast, the unlabeled models need almost 100
iterations to achieve a comparable performance. On our corpus, PLL-TM out-
performed LDA and L-LDA, and even though PLL-TM had a higher perplexity
than PLTM, it is important to keep in mind that PLTM does not possess the
ability to produce topics which correspond to the classes of the CSS.

Human Evaluation of the Topics. Chang et al. [4] proposed a formal setting
in which humans evaluate the latent space of a topic model. For evaluating the
topics’ semantic coherence, they proposed a word intrusion task: Crowdworkers
were shown six terms, five of which were highly probable terms in a topic and
one was an “intruder” – an improbable term for this topic which had a high
probability in some other topic.

We conducted the word intrusion task for the four topic models on Crowd-
Flower [1], with ten distinct workers for each topic in each model. Figure 2b shows
the results of this evaluation for the different models. For each model, the figure
depicts the percentage of topics for which the ten workers collectively detected
the correct intruder. The collective decision was based on CrowdFlower’s confi-
dence score, i.e. the level of agreement between workers weighted by each worker’s
percentage of correctly answered test questions. The results show that PLL-TM
produces topics which are equally coherent as unilingual models, and more coher-
ent than the topics produced by PLTM.

5 Discussion and Conclusions

In this paper, we presented PLL-TM, a joint model for multilingual labeled doc-
uments. The results of our evaluation showed that PLL-TM was the only model
which produced both highly interpretable topics and achieved a good predictive
performance. Compared to L-LDA, the only other model capable of incorporat-
ing label information, our model produced equally well interpretable topics while
achieving a better predictive performance. Compared to PLTM, the only other
model capable of dealing with multiple languages, PLL-TM had a lower predic-
tive performance, but produced topics with a higher semantic coherence. For
future work, we plan an evaluation of the model in a label prediction task and
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an application of the model in a setting with more than two natural languages.
Furthermore, we plan an evaluation on a larger dataset using a more memory-
friendly inference strategy such as Stochastic Collapsed Variational Bayesian
Inference [5], which has been shown to be applicable outside of its original LDA
application [3].
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Abstract. The design of domain independent heuristic functions often
brings up experimental evidence that different heuristics perform well
in different domains. A promising approach is to monitor and reduce
the error associated with a given heuristic function even as the planner
solves a problem. We extend this single-step-error adaptation to heuristic
functions from Partial Order Causal Link (POCL) planning. The goal
is to allow a partial order planner to observe the effective average-step-
error during search. The preliminary evaluation shows that our approach
improves the informativeness of the state-of-the-art heuristics. Our plan-
ner solves more problems by using the improved heuristics as compared
to when it uses current heuristics in the selected domains.

1 Introduction

The performance of a domain independent planner is critically influenced by
the design of the heuristic function. The study of heuristics in classical state
space planning has received significant interest in the past. There are many good
heuristic evaluation functions with varying performances on different domains.
This is often due to the nature of the planning problem characterized by the
degree and nature of interaction between subgoals. One approach to finding
better heuristic functions is to learn from a set of solved examples in each
domain [1,9,16]. However such methods have considerable overheads in terms of
collecting training data and learning from it. Another approach is to examine the
single-step-error associated with the different heuristic functions on-the-fly. The
single-step-error also varies for individual domains. The last decade has also seen
a resurgence in use of heuristics derived from state space approaches [2,3,14] to
POCL planning [11,15]. We adapt and modify a procedure for monitoring single-
step-error associated with some state-of-the-art heuristic functions [19].

A partial plan is quite complex structurally and developing a well informed
heuristic function is comparatively a harder task [20]. The basic idea behind this
error monitoring approach is to avoid a heuristic function taking a similar view
of the problems in different domains, by measuring and trying to correct the
error in the heuristic value on-the-fly. We discuss the pros and cons of capturing
the single-step-error during search and empirically show that the performance
of a planner which is built on top of Versatile Heuristic Partial Order Planner
c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 302–308, 2015.
DOI: 10.1007/978-3-319-24489-1 27
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(VHPOP) [22] that uses fully grounded actions, can be improved. The prelim-
inary evaluations have shown very promising results over some domains with
different degree and nature of interactions between the subgoals and actions.
The evaluations also show that our approach results in more informed deci-
sion during search, even being competitive on the time required as well. For a
few problem instances in these domains we find shorter plan lengths too, more
specifically for larger instances over the domains.

In the background section we give a brief overview of POCL planning along
with the heuristic functions employed. Following to this we describe our adapted
procedure for minimizing single-step-error associated with a heuristic function.
Finally we briefly present our preliminary evaluations and the future work.

2 Background

POCL planning dissociates the task of finding actions that form a plan and
the placement of those actions in the plan. The search algorithm operates in a
space of partial plans, starting with a null plan. Actions are added to the plan
to achieve some objective, characterized as removing flaws in the partial plan.
Following [14,21,22] we work with fully grounded actions in lieu of partially
instantiated operators, trading delayed commitment for speed.

A partial plan is a tuple Π = (A,O,L,B), where A is a set of actions (with two
dummy actions a0 and a∞), O is a set of ordering constraints among actions, L is
a set of causal links (CL) among actions and B is a set of binding constraints. A
CL between two actions ai and aj can be represented as ai

p−→ aj which signifies
that the action ai produces a proposition p which is consumed, as a precondition,
by the action aj . An ordering constraint between actions (ai ≺ aj) signifies that
ai is scheduled before aj in the plan. An open condition (OC),

p−→ aj in POCL
planning is a proposition p that is a precondition for the action aj and for which
the supporting causal link is absent. An unsafe link (UL) (also called a threat) is
a causal link ai

p−→ aj that can potentially be broken by an action ak if it were
to be scheduled in between ai and aj and a negative effect of ak unifies with p.
The set F of flaws for a partial plan π is, F (π) = OC(π) ∪ UL(π). The threat
(mentioned above) can be resolved by (a) promotion that is adding an ordering
constraint (ak ≺ ai) or (b) demotion that is adding an ordering constraint
(aj ≺ ak). Here separation is not applicable as we use grounded actions.

A solution plan is a partial plan that has no flaws. Each possible linearization
of such a partial plan is a valid plan. A detailed algorithm of POCL planning can
be found in [22]. The POCL planning is a two stage process, the first - select the
most promising partial plan, and the second - select a flaw (if any) in the chosen
plan and resolve it. The process terminates when a partial plan without a flaw is
selected. For the early accomplishment of this two stage process, we need good
heuristic functions at both the stages. Following the literature [14,15,21,22] we
investigate an approach to enhance the informativeness of the state-of-the-art
(non-temporal) heuristics, employed in the first stage of POCL planning. In the
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next subsection, we give a brief description of the state-of-the-art heuristics for
POCL planning.

2.1 Heuristics for POCL Planning

A good heuristic reduces search (flaw resolutions) by making appropriate choices
during the planning process [18]. A good strategy in the second stage is to
select the most demanding flaw and a refinement that leaves minimum refine-
ments to be done subsequently. This enables to search to backtrack early from
wrong choices. We use the following flaw selection heuristics from literature
- Most-Cost (MC), Most-Cost-Local (MC-Loc), Most-Work (MW) and Most-
Work-Local (MW-Loc) [22]. A criterion for selecting a partial plan from the set
of candidates is the number of actions needed to resolve all the open conditions
in it [14]. Two powerful heuristics for POCL planning based on means ends anal-
ysis are, (a) the relax heuristic hrelax [14] and (b) the additive heuristic (with
and without actions reuse) hr

add [22]. These non-temporal heuristics are the best
ones for POCL planning, but they overlook the associated negative interactions
between the actions in partial plans. Often these heuristic functions produce
large overestimating or underestimating values.

Some improvements have been shown in [3] where heuristics computing using
state space approaches have been used in POCL planning. In this work, we
enhance heuristics directly in POCL planning. Therefore, we do not give any
direct comparison of our approach to the approach mentioned in [3]. We consider
the definition of h∗(π) from [14] which says,

Definition 1. For given a partial plan π, h∗(π) gives the minimum number of
new actions required to convert a partial plan to a solution plan [14].

A heuristic function should produce an estimate close to h∗. This is often
difficult due to the varying nature of interactions between subgoals in differ-
ent planning domains. We describe two state-of-the-art heuristic functions. The
references cited provide for more details.

Relax Heuristic - hrelax(π) : A simple approach is to count the number of
open goals (OC) in the partial plan [10,17,18]. Various techniques have been
proposed to cater to positive as well as negative subgoal interactions [5,8,12,
13]. Reviving Partial Order Planning (RePOP) [14] addresses positive subgoal
interactions using a serial planning graph for the subgoal reachability analysis.
The heuristic hrelax(π) (a variant of FF heuristic [8]) proposed by Nguyen et
al. [14] uses Graphplan [4].

Accounting for Positive Interaction - hr
add(π) : Younes et al. [22] address

the positive interactions between subgoals while ignoring the negative interac-
tions. This technique is used (as a variant of hadd [7]) for ranking the partial
plans for the first time by Younes et al. [22]. Here hr

add(π) is a substitute for
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hadd(π) as the latter has no provision for reusing actions. Younes et al. [22] define
hadd(π) as well that is an adaption of additive heuristic. The additive heuristic
hadd adds up the steps required by each open goal [5–7].

3 Improved Heuristics for POCL Planning

Adapting the concept introduced by Thayer et al. [19] of capturing the single-
step-error, we define the minimum number of refinements needed for a par-
tial plan (πi) as the sum of the cost of its current best possible refined
partial plan (πi+1) and the corresponding refinement Ri. That is, h∗(πi) =
cost(Ri)+h∗(πi+1). Estimating h∗(πi) during search is a tedious task and there-
fore we approximate it as, h(πi) = cost(Ri) + h(πi+1).

Theorem 1 is adapted from [19] for POCL planning. We refer to [19] for
the proof of Theorem 1 and also for the additional details.

Theorem 1. For given a heuristic function h and a partial plan πi that leads
to a solution plan after some refinement steps, the improved heuristic function
ha is,

ha(πi) = h(πi) +
∑

π∗ from
πi� solution plan

εh(π∗) (1)

where πi� solution plan, captures a set of partial plans along the path between
πi and the solution plan that includes πi and excludes the solution plan, and the
term ε is single-step-error associated with h.

3.1 Improvement Heuristic

The improved heuristic estimate based on a given inadmissible heuristic h is,
ha(πi) = h(πi)

/
(1 − εavgh ). The term εavgh is an average of the step errors, defined

later in this section. Here ha is an inadmissible heuristic as well but it is close to
h∗. This is just an assumption as we do not give any theoretical bound for ha to
h∗. We capture the single-step-error associated with h as, εh(πi) =

(
cost(Ri) +

h(πi+1)−h(πi)
)
. Here εh is either positive or negative since h is an inadmissible

and one cannot expect the property of monotonicity to be satisfied. We refer
to [19] for further explanation where we consider a node as a partial plan π
everywhere. By following Theorem 1, we approximate the total effort required
in resolving all the flaws of a partial plan π as,

ha(πi) = h(πi) +
∑

π∗ from
πi� solution plan

εh(π∗) (2)

The term εavgh used earlier is an average-step-error associated with h which is,

εavgh =
∑

π∗ from
πi� solution plan

εh(π∗)

/
ha(πi) (3)
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Table 1. Performance comparison in Gripper domain from IPC-1. MW-Loc is used
for flaw selection in both parts of this table.

Instance
hr
add with effort hr-a

add with effort

Algo Gen Vis PL CPU DE Algo Gen Vis PL CPU DE

gripper-06 IDA - - - - - IDA 1.5K 880 15 12 183
gripper-08 wA - - - - - wA 1.8K 1K 15 20 208

Instance hadd with effort ha
add with effort

gripper-08 IDA 1.1K 605 21 12 153 IDA 640 274 21 4 54

gripper-12 IDA 3.4K 2.0K 43 40 612 IDA 1.9K 767 33 24 195
gripper-20 IDA 20K 11K 79 365 3.7K IDA 8.7K 3.3K 59 168 1K

Table 2. Performance comparison in Logistics domain from IPC-2. MC-Loc and MW-
Loc are used for flaw selection in the top half and bottom half respectively. Instances
are also used for evaluating the performance of VHPOP in [22].

Instance
hr
add with effort hr-a

add with effort

Algo Gen Vis PL CPU DE Algo Gen Vis PL CPU DE

logistics-a IDA 317 174 51 76 13 IDA 308 169 51 76 13

logistics-b HC 244 127 42 88 8 HC 243 130 42 88 8

logistics-c IDA 307 158 50 116 9 IDA 309 159 50 116 9

logistics-d IDA 1.4K 678 73 420 68 IDA 654 338 70 412 42

Instance hr
add without effort hr-a

add without effort

logistics-a IDA 1.8K 1.4K 59 108 172 IDA 634 463 51 72 61
logistics-b IDA 1.4K 904 48 104 113 A 826 467 43 100 71
logistics-c IDA 1.7K 1.1K 57 260 138 IDA 1.0K 764 52 136 108
logistics-d wA - - - - - wA 3.5K 1.9K 70 484 367

Using the above derivation, we can improve a heuristic h′ just by replacing
h with h′. For example, after improvement, hr

add will become hr-a
add. In a similar

way, we use Eq. 2 to improve hadd and hr
add with their variants in the evaluation.

4 Empirical Evaluation

All the experiments have been performed on Intel dual-core PC with 4Gb of
RAM. These experimental results on planning domains from different interna-
tional planning competitions (IPC) are the basis for claims made in this paper.
The preliminary evaluations are performed in some domains that are Gripper,
Logistics and Rovers. We consider only non-temporal STRIPS problem instances
in these domains. We use an upper limit of 1,000,000 on the number of partial
plans generated, apart from a time limit of 900 seconds.
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Table 3. Performance comparison in Rovers domain from IPC-5. MW-Loc is used for
flaw selection.

Instance
hadd with effort ha

add with effort

Algo Gen Vis PL CPU DE Algo Gen Vis PL CPU DE

problem-15 wA 1.1K 702 44 12 44 wA 1.3K 826 43 20 45

problem-30 wA 84K 57K 162 8K 20K wA 16K 9.5K 130 632 920
problem-35 wA 447K 351K 466 210K 102K wA 186K 118K 377 38K 17K
problem-40 wA - - - - - wA 93K 66K 325 9.5K 1.8K

4.1 Experimentation

The evaluation demonstrates that the planner becomes more informed as search
progresses. We employed four well known search algorithms that are A∗ (A),
wA∗ (wA), Iterative Deepening A∗ (IDA), Hill Climbing (HC). We consider four
heuristics that are hadd and hr

add with their respective improvements ha
add and

hr-a
add. They are evaluated with effort and without effort [22]. Results mentioned

in the tables are very promising. In the tables, Algo indicates best of A, wA, IDA
and HC. Gen is nodes (partial plan) generated, Vis is nodes visited, PL is plan
length, CPU is execution time in milliseconds, DE is dead-ends. Best results are
shown in bold. Dash indicates no solution was found within the specified limits.

Table 1 to 3 contain different sized planning problems and the effort required
by the planner to find the plans. Table-1 shows that for larger problems the
heuristic gets more opportunity to see the overall global average-step-error. The
second half of Table-1 shows that on instances from gripper-10 to gripper-20
(only gripper-12 and gripper-20 are shown), the improved heuristic comprehen-
sively outperforms hadd. Currently we ignore some possible comparisons, for
example, current and improved versions of hr

add without effort etc due to lack of
space. In the second half of Table-2, the improved heuristic gives shorter plan
lengths, while also being competitive on the other standards. Table-3 shows the
evaluations performed in the rovers domain from IPC-5. We could solve 3 more
instances with improved heuristics out of 40 instances. We observe that the pro-
posed improvement for POCL planning consistently performs better in all of the
domains compared to current version of the heuristics.

5 Future Work

Considering the initial success of our approach, we intend to extend this work
in future to test the informativeness of the improved heuristics in other domains
from different IPCs. We also aim to exploit some other aspects of POCL planning
to achieve more accurate estimates. Recent literature [1,9,19] talks about the
usage of machine learning techniques to enhance performance of a planner. We
plan to incorporate some learning aspects into our approach, for example to learn
relations among features associated with a planning domain. This will allow us
to reap the benefit of both offline learning and online error correction.
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Abstract. Planning with diverse knowledge, i.e., hybrid planning,
is essential for robotic applications. However, powerful heuristics are
needed to reason efficiently in the resulting large search spaces. HTN
planning provides a means to reduce the search space; furthermore, meta-
CSP search has shown promise in hybrid domains, both wrt. search and
online plan adaptation. In this paper we combine the two approaches
by implementing HTN-style task decomposition as a meta-constraint in
a meta-CSP search, resulting in an HTN planner able to handle very
rich domain knowledge. The planner produces partial-order plans and if
several goal tasks are given, subtasks can be shared, leading to shorter
plans. We demonstrate the straightforward integration of different kinds
of knowledge for causal, temporal and resource knowledge as well as
knowledge provided by an external path planner. The resulting online
planner, CHIMP, is integrated in a plan-based robot control system and
is demonstrated to physically guide a PR2 robot.

Keywords: Robot planning · Hierarchical task networks · Cognitive
robotics

1 Introduction

Robot task planning has to be hybrid, i.e., span over temporal, spatial, and
resource reasoning, in addition to task sequence and condition achievement. Con-
sider a waiter robot as used as the demo example throughout the paper (Fig. 1).
To serve sugar and a hot coffee, it must reason about the consequences of each
action’s duration (reasoning about time), explore alternative ways of bringing
coffee and sugar considering available resources (reasoning about method decom-
position and resources), and obtain a kinematically feasible path (reasoning
about space). A solution to each subproblem has to take into account the solu-
tions of the others. In fact, any feasible plan fulfilling the high-level requirements
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Fig. 1. Demo scenario. Photo: PR2 carrying milk pot and coffee jug. Sketch: Part of
the fake restaurant layout and initial situation. Another counter2 is located far away.

(e.g., serve a “hot” coffee) is a solution in the cross-product of the individual
search spaces. Note that many of these search spaces correspond to domain-
dependent knowledge that varies among different robot platforms. Therefore, as
proposed by [8], the different sub-spaces should be integrated in a general way
to avoid designing a new integrated algorithm for each new application.

In response to this challenge, we use a meta-CSP approach [8] for achieving
hybrid problem solvers. It is based on principles of constraint reasoning and
the notion of abstraction through meta-constraints, which represent high-level
requirements. However, as casting hybrid robot planning as a meta-CSP means
searching for a plan in the cross-product of the different representation sub-
spaces (time, space, resources, etc.), a powerful means for guiding the search is
needed to keep this feasible. In this paper, we propose to use HTN planning [4] as
this means. It focuses dramatically the search through the cross-product search
space by its decomposition rules. We show how to integrate HTN planning in a
straightforward way in the disguise of a meta-constraint in the meta-CSP; this
is done in our new planner CHIMP (“Conflict-driven Hierarchical Meta-CSP
Planner”). The resulting plans are hybrid owing to the meta-CSP representation,
and they are hierarchical owing to the HTN decomposition structure, which
keeps being visible in the final plan representation.

2 Related Work

Integrating HTN planning with other forms of reasoning has been attempted in
several ways. ANML [10] is an expressive planning language supporting temporal
relations, resource usage, and HTN methods. The first planner to integrate most
of ANML, including HTN task decomposition, is the recently introduced planner
FAPE [3]. It interleaves deliberative acting, plan repair and re-planning.

Attaching a theory procedurally to a set of symbols (e.g., a task or state)
is common practice in combining task and motion planning, and is essential for
online planning. Predicates act as interfaces between the discrete space of high-
level specification and the continuous space of robot configuration. Many appli-
cation systems use HTN planning as a means of high-level domain modeling for
task planning. [9] interleave geometric planning and HTN-based task planning.
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Predicates are shared between the two planners, allowing them to backtrack to
a certain level in the joint search space. [5] integrate task and motion planning
with a hierarchical planner. It uses the hierarchy not only as a heuristic, but
commits to choices at an abstract level and starts to execute parts of the hierar-
chy without creating a full plan. This assumes that actions are reversible, which
is not required by our approach, and it does not include temporal and resource
reasoning, and it creates only total-order plans. [6] verifies kinematic feasibility
of choices made by HTN planning through geometric backtracking.

While the mentioned approaches aim at integrating specific forms of knowl-
edge, we argue that the problem should be solved in a more general way. There-
fore, we extend the work by [8], which casts the problem of reasoning about action
into a meta-constraint. Although capable of combining task planning with other
forms of reasoning, it does not leverage sophisticated planning heuristics, nor
does it provide hierarchical decomposition capabilities in its domain specifica-
tion language, an issue we address explicitly in this paper.

3 Approach

A meta-CSP [8] is a high-level CSP representing a hybrid problem in different
levels of abstraction. Meta-constraints impose high-level requirements on a com-
mon constraint network that is called a ground-CSP. Parts of this constraint
network that do not adhere to these requirements are called meta-variables.
Meta-variables represent flaws, the resolution of which are meta-values, i.e., dif-
ferent ways of resolving a flaw. Meta-constraints and their meta-variables define
a meta-CSP, i.e., a constraint network at a higher abstraction level.

Therefore, our planner CHIMP uses a constraint-based representation for its
state and tasks. This allows CHIMP to impose requirements by adding con-
straints or variables. Its variables in the ground-CSP are fluents that consist of a
predicate symbol, a set of symbolic variables, a flexible temporal interval, within
which the predicate evaluates to true, and a function that indicates the fluent’s
use of reusable resources. We distinguish state fluents and task fluents. They can
be bound by three types of constraints: temporal, binding and causal constraints.
We use convex relations in Allen’s Interval Algebra (IA) [1,7] as temporal con-
straints. Binding constraints restrict the domain of symbolic variables of fluents.
They are used to ground methods and operators. Causal constraints represent
the causal relations of the resulting plan. For details we refer to [11].

To do HTN planning in the meta-CSP approach, we represent standard
HTN task decomposition as a meta-constraint. Its meta-variables are the set
of unplanned task fluents with no unplanned predecessors. These conflicts get
resolved either by applying an operator or method to the unplanned task, or by
unifying the unplanned task to a previously planned task fluent. In both cases
additional constraints or variables are added to the ground-CSP. As usual in
the meta-CSP approach, propagation in the underlying constraint networks is
applied. If this leads to an inconsistency in one of those constraint networks, we
backtrack.
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Fig. 2. Left: Constraint network of the initial situation. Predicates and variables of a
fluent are green, time intervals are red. Right: Result of applying a method. Causal
constraints are black, binding constraints are green and temporal constraints are red.

Fig. 3. Result of applying a method and an operator.

Fig. 2, left, shows an example. The constraint network consists of two flu-
ents representing the initial situation (the robot is at counter 1 and mug 1 is on
counter 1) and a fluent for the task of getting some mug. Applying a method
to get object results in the right constraint network of Fig. 2. The method con-
nects the RobotAt and On fluents as preconditions to the task fluent. This adds
binding and temporal constraints, too, by which the symbolic variables of the
get object fluent are ground. Furthermore, the new task fluent !grasp is created
and connected to get object with a decomposition relation (dc) and temporal
and binding constraints. As the robot is already at counter 1, the task get object
is decomposed to the single subtask !grasp. If the robot were at a different posi-
tion, another method that involves driving would be used.

Next, we can apply an operator to the fluent !grasp (cf. Fig. 3). Analogously
to the previous method, it adds constraints for the preconditions. The fluent On
is a negative effect of grasping. Therefore, the causal relation closes is added. As
a positive effect the robot is now Holding mug 1. The finish times of both effects
are updated according to the temporal relations they have with the operator.

Fig. 4 gives an example for unifying a task to a task that was already planned.
There are two goal tasks for getting mugs: one for mug 1 and another for mug 2.
Initially, the conflict is the second task for driving, which is unplanned. This can
be resolved by adding a unification constraint to the other driving tasks that
has already been planned. This way the second drive need not be decomposed.
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Fig. 4. Constraint network after unifying the tasks for driving. The Binding and tem-
poral constraints and preconditions and effects are omitted for simplicity.

Whereas the HTN approach as such provides a very powerful means to reduce
the search space, choosing appropriate value-ordering heuristics is important.
The value-ordering heuristic used in our scenario favors, first, unification of tasks;
second, a low number of subtasks; and third, binding preconditions to fluents
with a late starting time. Details of this are out of the scope of this paper.

An advantage of the meta-CSP approach is that we can enforce other kinds
of high-level requirements by adding further meta-constraints. In our demon-
stration scenario it is important for the robot to estimate the time it takes to
drive from one area to another to make sure that tasks that have a deadline will
not take too long. This depends on the restaurant layout itself but also objects
like unforeseen chairs that block the robot’s path. An appropriate source for this
kind of knowledge is the robot’s path planner. Therefore, a meta-constraint is
created whose meta-variables are tasks of type !move base for which no duration
was assigned. Such a conflict is resolved by setting its expected duration based
on a the distance between the start and goal poses calculated by the robot’s
path planner by way of procedural attachment.

Resource reasoning becomes crucial when generating partial-order plans. To
ensure resource feasibility a meta-constraint is added like in [8], who use a prece-
dence constraint posting method as proposed by [2].

4 Performance Example

We demonstrate our approach in the restaurant scenario shown in Fig. 1. Our
robot gets the goal task of serving a coffee to guest 1, The latest finish time is
set to 600 sec. to make sure that the coffee is served hot. Serving a coffee implies
that a sugar pot and a milk jug have to be on the table, too. We model this
requirement as subtasks in the method for serving coffee.

The initial situation has two sugar pots, one on counter 2 and one on table 1.
The only milk jug is on counter 1. Standard HTN planning could create a plan
that involves driving to counter 2 in the kitchen to get the sugar. This is causally
feasible, but the guest would get served cold coffee. As CHIMP is aware of time,
it notices that this plan takes too long, i.e., is temporally infeasible. Therefore, it
tries alternative HTN methods that lead to using the other sugar from table 2.

An estimate of the expected duration of driving is added to the constraint
network as a meta-value posted by the meta-constraint encapsulating the path
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planner (see previous section). This duration accounts for the actual restaurant
layout and provokes the search to choose method decompositions that do not
conflict with the temporal requirement. This is but one example of other kinds of
external knowledge that the planner can use, thanks to the meta-CSP approach.

A domain representation consisting of 11 operators and 28 methods was used.
After sending the goal to the robot, it generated a plan containing 39 operators,
of which Listing 4.1 shows the first 8 with their predicates and flexible temporal
intervals in milliseconds. The time points indicate that the plan is partially
ordered, e.g., !move torso and !tuck arms have the same earliest start time, and
both arms may be moved to the side in parallel. By using resource constraints
we made sure that it can only manipulate one object at a time, as the robot has
to look at the object. Therefore, it picks up coffee 1 after picking up milk 1. In
the remainder of the plan the robot completes the goal task, using sugar 2 from
table 1. Note that the domain contained no methods for moving multiple objects.
The planner used its partial-order planning capability and the task unification
to already planned tasks for interleaving the tasks of moving the coffee and the
milk. As a result of its limited holding capacity it was planned to bring the sugar
after the first two objects.

The complete plan-based execution cycle was run on a physical PR2 robot.
CHIMP’s planning time was 20.5 seconds. For plan execution, a time-line based
dispatching approach was employed. The constraint network is permanently
updated as the time proceeds and actions are finished. An action is dispatched
as soon as its earliest start time is less than the robot’s time. For details about
the integration on the real robot and an evaluation of the runtime for various
demo problems we refer to [11], which also describes how plans for additional
goal tasks can be merged online into an existing plan that is being executed.

!move_base(preMAreaECnt1 ) [12, 464970] , [30012 , 494970]

!move_torso(TorsoUpPosture) [30013 , 498972] , [34013 , 502972]

!tuck_arms(UnTucked UnTucked) [30013 , 494971] , [34013 , 498971]

!move_arm_to_side(lArm1) [34014 , 498972] , [38014 , 502972]

!move_arm_to_side(rArm1) [34014 , 498972] , [38014 , 502972]

!move_straight (mAreaEastCnt1 ) [38015 , 502973] , [42015 , 506973]

!pick_up_object(milk1 rArm1) [42016 , 506974] , [46016 , 510974]

!pick_up_object (coffee1 lArm1 )[46016 , 510974] , [50016 , 514974]

Listing 4.1. First 8 operators of the plan for serving a hot coffee with milk and sugar.

5 Conclusion and Outlook

We have presented the hierarchical hybrid planner CHIMP that combines the
advantages of HTN planning and meta-CSP reasoning; and have integrated it
on a physical PR2 robot. With HTN task decomposition as a meta-Constraint it
employs a powerful tool to restrict the huge hybrid search space – a part that was
lacking in the meta-CSP approach. It produces partial-order plans with actions
that can be executed in parallel. This and the sharing of subtasks may lead to
shorter plans without the need of modeling further HTN methods.



Hierarchical Hybrid Planning in a Mobile Service Robot 315

More kinds of knowledge may be introduced by attaching further meta-
Constraints. We demonstrated this by example of an external path planner;
we will extend it with spatial knowledge as done in [8]. In other future work we
will investigate means for repairing parts of the plan and we will explore value
ordering heuristics for meta-values in more detail.
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5. Kaelbling, L.P., Lozano-Pérez, T.: Hierarchical planning in the now. In: IEEE
Conference on Robotics and Automation (ICRA) (2011)

6. Lagriffoul, F., Dimitrov, D., Saffiotti, A., Karlsson, L.: Constraint propagation on
interval bounds for dealing with geometric backtracking. In: Proc. of IEEE/RSJ
Int’l Conf. on Intelligent Robots and Systems (2012)

7. Ligozat, G.: A new proof of tractability for ORD-Horn relations. In: AAAI Work-
shop on Spatial and Temporal Reasoning (1996)

8. Mansouri, M., Pecora, F.: More knowledge on the table: Planning with space,
time and resources for robots. In: IEEE International Conference on Robotics and
Automation (ICRA) (2014)

9. de Silva, L., Pandey, A.K., Alami, R.: An interface for interleaved symbolic-
geometric planning and backtracking. In: IROS. IEEE (2013)

10. Smith, D.E., Cushing, W.: The ANML language. In: Proc. of the Scheduling and
Planning Applications Workshop at ICAPS (2008)

11. Stock, S., Mansouri, M., Pecora, F., Hertzberg, J.: Online task merging with a
hierarchical hybrid task planner for mobile service robots. In: Proc. IEEE/RSJ
Int’l Conf. on Intelligent Robots and Systems (IROS) (2015) (in press)



Towards Episodic Memory Support
for Dementia Patients by Recognizing
Objects, Faces and Text in Eye Gaze

Takumi Toyama(B) and Daniel Sonntag

DFKI GmbH, Saarbrücken, Germany
takumi.toyama@dfki.de

Abstract. Humans forget events or certain types of information some-
times even when the information is important. There are patients who
suffer from diseases such as dementia that result in memory loss. Using
an eye tracker and image analysis modules, we develop a system that
recognizes everyday objects, faces and text that the user looks at. This
system can be effectively used to support an individual user’s memory
by logging certain types of everyday information that the user perceives
and tries to organize in his or her memory. We present a technical imple-
mentation of an episodic memory support.

1 Introduction

Worldwide, there are more than 24 million people living with some form of
dementia that results in memory loss, such as Alzheimer’s disease [8]. For these
people, it is hard to recall a certain type of information, e.g., names of family
members, what they have had for breakfast, etc. These types of memory disorder
result in loss of episodic memory [15], in particular, which accounts for our
memory of specific events and experiences that can be associated with contextual
information. Towards compensating such mental disorder, our goal is to provide
the user with episodic memory augmentations by using AI technologies.

Autobiographical events (times, places, associated emotions, and other con-
textual who, what, when, where, why knowledge) that can be explicitly stated
constitute information fragments for which a prosthetic memory organization
would be needed. A major question concerns the recall of only useful informa-
tion along the thought process of the individual (and not to slow it down).

For everyday memory support, we aim to develop a system that can recognize
everyday visual content that the user gazes at and construct an episodic memory
database entry of the event1. The episodic memory database is used to save and
retrieve the user’s personal episodic memory events. As an initial step for such a
system, we present a method for recognition of everyday objects, faces, and text
that the user looks at. For this, we combine a wearable eye tracking system with
image analysis modules. More specifically, we prioritize the eye gaze information

1 https://vimeo.com/132704158
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extracted from the eye tracker in order to recognize the visual contents in the
video. By applying multiple recognition modules in parallel, we recognize the
visual content of different categories (objects, faces, and text). The recognition
result is stored in the database, which is later used to be retrieved by the user
(or the system).

2 Related Work

Several systems were presented towards everyday memory aid. For example, a
video diary system was presented by Kawamura et al. [7] in which they provided a
framework for retrieving the user’s location and object from his or her egocentric
view. Lee and Dey have shown the potential of life-logging systems for providing
memory cues for episodic memory impairment [9]. Orlosky et al. presented a
system that can help the user for context recognition and recall in a reading
scenario by using an eye tracker and a head-mounted display (HMD) [12]. A
system for augmenting facial memory was presented by Iwamura et al. [6].

For human-computer interaction (HCI), eye gaze input is often used to infer
where in a scene the user’s region-of-interest exists. This information can be
effectively used to recognize the object that the user gives attention to [14,18].
Recently, there has also been considerable interest in the potential of eye gaze
for sensing people’s everyday activities, see for example [2,5]. Furthermore, eye
gaze in Intelligent User Interfaces opens the way to design novel attention-based
intelligent user interfaces. Attention and salience are of particular interest to
generalize the identification of key objects in special activities. A new interesting
direction is the combination with bio-inspired vision systems [20].

Towards HCI and memory compensation, to support older adults and help
them cope with the changes of aging, in particular with cognitive decline, and
automation as caregiver, see the work of [4,13,16] as well as opportunities and
challenges for human factors engineering according to the dramatic changes that
are taking place in the demographic structure [3].

3 Approach

Eye Tracking Apparatus. To apply the memory aid system to everyday various
situations, we need to have a wearable eye tracking device. Recently, wearable
eye trackers have become very light-weight and robust. In Figure 1, we show
examples of wearable eye tracking devices (SMI Eye Tracking Glasses (ETG)
and PupilLabs Eyetracker). Using this type of eye tracker, we extract the user’s
gaze position and the scene image, which are later used to recognize the visual
content that the user gazes at.

Local Gaze Region Cropping. In order to remove irrelevant information in the
scene image and to recognize only the content that is currently being focused by
the user, we crop a local gaze region from the entire scene image. In the bottom of
Figure 1, an example of the cropping process is shown. As shown in this example,
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Fig. 1. Wearable eye trackers. Left) PupilLabs Eyetracker, Right) SMI ETG with
Brother AirScouter (HMD), Middle) Scene camera image, and Bottom) Cropped local
gaze region.

Fig. 2. Three databases.

background (irrelevant) objects and faces are excluded from recognition. We crop
a local gaze region with a fixed window size (lwidth × lheight). Based on initial
recognition test and previous work by [18], we tune the window size for individual
image analysis modules, i.e., 320× 240 for object recognition, 640× 480 for face
recognition, and 320 × 160 for text recognition, which give a good balance for
system recall and precision.

Databases. We use three different databases for our episodic memory support
system as shown in Figure 2. In the resource database, we store the information of
resources (objects and faces) including IDs (e.g., “object:fork”, “face:PersonA”,
etc.), descriptions, and image features. The activity database stores the informa-
tion about everyday activities. From this activity database, the system retrieves
how to describe an event for each recognized visual content. For example, the
type of event that the user reads textual descriptions of a pill case can be repre-
sented by “read text”. We would extend this activity database for storing more
complex episodic events in the future; however, we only use three primitive activi-
ties (“look at faces”, “look at object”, and “read text”) in this paper for the sake
of simplicity. Finally, we have the episodic memory event database which stores
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Fig. 3. The recognition modules.

all the recognized events. When any visual content is recognized by the system,
the event information is added in the event database; the event entry consists
of the beginning and end time, resource ID, and activity ID: e.g., [2015/01/02
10:20:32:345, 2015/01/02 10:20:38:706, “object:fork”, “look at object”].

For retrieval of previous events, our current investigations include case-based
reasoning: CBR is used for detecting scenarios where a patient would need help
or the scenarios where the patient has to be reminded of some important activity,
such as taking medicines [11]. All the scenarios are modeled as event sequences
and stored as cases in CBR. The user would be able to see real life events that
he or she has forgotten as something that was really experienced - either video
sequences or pictures from the individual memory can be projected into the
user’s field of view [12].

Recognition of Objects, Faces, and Text. We recognize everyday visual con-
tent that the user gaze at by running three different recognition modules in
parallel as shown in Figure 3. The three modules are: local feature-based object
recognition, face recognition, and text recognition. The recognition modules used
here have already shown the feasibilities in combination with a mobile eye tracker
in individual recognition scenarios such as [18] and [17]. They respectively corre-
spond to the activity entries: “look at object”, “look at face”, and “read text”.
Each recognition module calculates the confidence score of the recognition, which
is used to reject less confident recognition results, i.e., if the confidence score is
less than a threshold value, the result is rejected.

– Local Feature-based Object Recognition: We use Scale-invariant features
transform (SIFT) [10] for object recognition. First, from the images in the
resource database, we extract SIFT features for individual objects. When a
new local gaze region image (query image) is provided from the eye tracker, the
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system extracts SIFT features from the query image and retrieve the closest
SIFT feature vector (using the Euclidean distance) in the database. Then,
the closest feature cast a vote for the recognition result. The one collects the
majority votes is the final recognition result. To calculate the confidence score
cobj , the votes are normalized to have norm 1 and the highest value is the
confidence score of recognition result.

– Face Recognition: We use Haar-like features and cascaded AdaBoost pro-
posed by Viola and Jones [19] for face detection and LBP features [1] with
a nearest-neighbour (NN) method for face recognition. Similar to the object
recognition, we first save the LBP image features from the facial images in
the resource database. Then, a new query image is given, the system extracts
the closest face to the gaze position. For the extracted facial image, we com-
pute the LBP feature vector. The resource ID of the closest (in terms of the
Euclidean distance) facial LBP vector is returned as the recognition result.
The confidence score cfac is calculated by the inverse value of the Euclidean
distance to the closest LBP feature vector.

– Text Recognition: For text recognition, we use an open-source library called
Tesseract2. The cropped local gaze region image is directly sent to the Tesser-
act recognition engine. Because the center of the local image is the gaze posi-
tion, we take the word which is the closest to the center as the gazed text.
To filter out noisy recognition results, we search for the recognized word in a
word dictionary. In this work, we used an English dictionary which contains
10,000 everyday words. The Levenshtein distance is used to calculate the sim-
ilarity between the recognized word and words in the dictionary (standard
approach). The closest word in terms of the Levenshtein distance is returned
as the recognition result. The confidence score ctex is given by multiplication of
the confidence score provided by the Tesseract and the Levenshtein distance.

4 Preliminary Experiment

We conduct an experiment to evaluate the performance of the proposed recogni-
tion system to understand the principles that should control the way information
is stored and retrieved from the episodic memory database. For the evaluation,
we recorded gaze data with scene image videos in a particular everyday scenario,
which we call a ‘breakfast’ scenario. To evaluate the proposed recognition sys-
tem in an everyday scenario, we recorded gaze and scene image videos where the
wearer had breakfast with four other participants.

Setup. We prepared a breakfast table where we placed objects of 21 different
categories as shown in Figure 4. One participant wore the SMI ETG and sat
at the table. Other two participants sat at the other side and the other two
participants sat at the left side of the table. To record natural eye gaze data
and the video images, we only asked the participants to enjoy the breakfast as
they normally do. During the recording, they talked naturally and the wearer

2 https://code.google.com/p/tesseract-ocr/

https://code.google.com/p/tesseract-ocr/
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Fig. 4. The setup for the breakfast scenario.

of the glasses was allowed to eat and drink whatever he wants. We recorded an
8 minute video with eye gaze data and applied the recognition of objects and
faces. To test the text recognition as well, we recorded additional video sequences
(after having breakfast) where the users read labels written on a pill box (intake
management after meal).

Results. To distinguish the objects and faces that the wearer actually gazed at
from those that the user only glanced at, we set that 10 frames was the minimum
duration for labeling, i.e., we labeled the objects and faces that the wearer looked
at more than 10 frames. The goal of recognition was to recognize those actually
gazed objects and faces.

The wearer gazed at the faces of participants 46 times in total. The recall
and the precision of the face recognition was 90.9% and 91.5%, respectively.
Overall, the face recognition performed quite well because we always had similar
distances to the faces and viewing perspectives. On the other hand, we found that
the object recognition failed for some objects such as cheese, utensils, and glass
where we cannot extract many SIFT features (For these objects, the number of
extracted features within a local region was normally less than 20). With the
best case (among different threshold values), we had 37.1% of recall and 70.2%
of precision. We also tested the text recognition when the wearer read labels on
a pill case. If the letter size in the image is too small (less than 30 pixels), it
could not recognize the text at all. If the size is large enough (approx. more than
40 pixels), it could recognize the text relatively good (79.7% accuracy). Thus,
though it is not feasible to recognize small characters, it would be sufficient for
large text such as one written on a poster.

5 Conclusion

Towards constructing episodic memory event database of the user, we developed
a method for recognition of the visual content that the user gazes at in an
everyday scenario. Though the face recognition showed robustness, we still have
to improve object recognition in natural environments. In future work, we will use
an HMD (as shown in Figure 1) to present the information of previous events
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or recognized objects to the user to further evaluate the presented technical
implementation of episodic memory along the thought-process of the user.
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Abstract. Support vector machines (SVMs) have become a very popu-
lar machine learning method for text classification. One reason for their
popularity is the possibility of using different types of kernels, which
makes them very flexible and allows for dividing data sets that are not
linearly separable. This paper shows a method how the primal form of
the quadratic power kernel can be derived by using complex numbers.
The paper also describes an application of this kernel to text catego-
rization following the Dewey Document Classification (DDC) scheme. In
our evaluation, the power kernel (PK) led to a competitive f-measure to
those of the compared kernels and was faster to compute than all but
the linear kernel.

1 Introduction

SVMs have become a very popular machine learning method for text classifica-
tion. One reason for their popularity is the possibility of using different types of
kernels. This paper derives a decomposition of the quadratic PK with complex
numbers and describes an application for this kernel for document classification.
In our evaluation, the PK led to a similar f-measure as those of the compared
kernels and was faster to compute than all but the linear kernel. The application
part of the paper is related to text classification employing the Dewey Document
Classification scheme [5].

The decision function of an SVM [10] is given by dc : Rn → {1, 0,−1}, which
assigns a given vector to the predicted class: dc(x) := sgn(〈w,x〉 + b) where
sgn : R → {1, 0,−1} is the signum function and the vector w as well as the
constant b are determined by the SV optimization.

The decision function above is specified in the so-called primal form. It can
be converted into the equivalent dual form: dc(x) = sgn(

∑m
j=1 yjαj〈x,xj〉 + b)

where αj and b are constants determined by the SV optimization and m is the
number of SVs, since the previously unseen vector (the vector to classify) must
only be compared with the SVs xj . The vectors that are located on the wrong
side of the hyperplane, i.e., the vectors which prevent a perfect fit of the SV
optimization, are also considered as SVs. Thus, the number of SVs can be quite
large. The scalar product, which is used to estimate a similarity value between
feature vectors, can be generalized to a kernel function. A kernel function K is
a similarity function between two vectors or datasets where the matrix of kernel
c© Springer International Publishing Switzerland 2015
S. Hölldobler et al. (Eds.): KI 2015, LNAI 9324, pp. 324–330, 2015.
DOI: 10.1007/978-3-319-24489-1 30
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values is symmetric and positive semidefinite. The decision function for a kernel-
based SVM is given in the dual form by: dc(x) := sgn(

∑m
j=1 yjαjK(x,xj) + b).

Let Φ : Rn → R
l be a function that transforms a vector into another vector space

(often higher dimensional) and chosen in such a way that the kernel function can
be represented by: K(x1,x2) = 〈Φ(x1), Φ(x2)〉. With that, the decision function
in the primal form is given by: dc(x) := sgn(〈w, Φ(x)〉 + b).

Note that the function Φ might convert the data into very high dimensional
space. In this case, the dual form should be used for the optimization process
as well as for the classification of previously unseen data. One might think that
the primal form is not needed. However, the primal form has one important
advantage. If the normal vector of the hyperplane is known, the classification
of a previously unseen vector can be accomplished just by applying the signum
function, the function Φ and one scalar multiplication. This is often much faster
than computing the kernel function for the previously unseen vector and each SV,
which is required for classifying a previously unseen vector with the dual form.
The most popular kernel is the scalar product, also called the linear kernel. In this
case, the transformation function Φ is the identity: Klin(x1,x2) := 〈x1,x2〉. A
further popular kernel function is the RBF, given by: Kr(x1,x2) := e−γ||x1−x2||2

where γ ∈ R, γ > 0 is a constant that has to be manually specified. In the primal
form, this kernel function can be represented by a function Φr that transforms
the argument vector into infinite dimensional space [8, p.47].

2 The Power Kernel

The PK is a conditionally positive definite kernel and is given by Ks(x1,x2) :=
−||x1 − x2||p for some p ∈ R [2,6,9]. A kernel is called conditionally positive-
definite if it is symmetric and satisfies [8]

n∑

j,k=1

cicjK(xj ,xk) ≥ 0 ∀ci ∈ K with
m∑

i=1

ci = 0 (1)

and cj is the complex-conjugate of cj . We consider here a generalized form of the
PK for p := 2 with Kpow(x1,x2) := −a||x1−x2||2+c with a, c ∈ R and a > 0. The
expression −a||x1−x2||2+c can also be written as: −a〈(x1−x2), (x1−x2)〉+c =
−a(〈x1,x1〉−2〈x1,x2〉+〈x2,x2〉)+c. For deciding which class a previously unseen
vector belongs to we can use the decision function in the dual form:

dc(x) : = sgn(
m∑

j=1

yjαjKpow (x,xj) + b) = sgn(
m∑

j=1

yjαj(−a||x − xj||2 + c) + b)

(2)
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The decision function shown in formula (2) has the drawback that the previ-
ously unseen vector has to be compared with each SV, which can be quite time
consuming. This can be avoided, if we reformulate formula (2) to:

dc(x) = sgn(
m∑

j=1

yjαj(−a〈x,x〉 + 2a〈x,xj〉 − a〈xj ,xj〉 + c) + b)

= sgn(−a〈x,x〉
m∑

j=1

yjαj + 2〈x, a

m∑

j=1

yjαjxj〉

−a
m∑

j=1

yjαj〈xj ,xj〉 + c
m∑

i=1

yjαj + b)

(3)

With z := a
∑m

j=1 yjαjxj , u := a
∑m

j=1 yjαj〈xj ,xj〉 and c′ = c
∑m

i=1 yjαj , for-
mula (3) can be rewritten as:

dc(x) = sgn(−a〈x,x〉
∑m

i=1 yjαj + 2〈x, z〉 − u + c′ + b). The expressions u,
z, (

∑m
i=1 yjαj), and c′ are identical for every vector x and can be precomputed.

Note that there exists no primal form for the PK based on real number vectors
which is stated by the following proposition.

Proposition 1. Let a,c ∈ R with a > 0 and n, l ∈ N. Then there is no func-
tion Φre : R

n → R
l (re indicates that Φre operates on real numbers) with

〈Φre(x1), Φre(x2)〉 = −a||x1 − x2||2 + c (∀x1,x2 ∈ R
n).

Proof. If such a function existed, then, for all x ∈ R
n,

||Φre(x)||2 = 〈Φre(x), Φre(x)〉 = −a · 0 + c = c

which requires that c ≥ 0 since the square of a real number cannot be negative.
Now, consider x,y ∈ R

n with ||x−y||2 > 2c
a ≥ 0. On the one hand, we have, by

the Cauchy-Schwartz inequality,

|〈Φre(x), Φre(y)〉| ≤ ||Φre(x)|| · ||Φre(y)|| =
√

c ·
√

c = c.

On the other hand, it holds that

|〈Φre(x), Φre(y)〉| = | − a||x − y||2 + c| = |a||x − y||2 − c| > 2c − c = c,

a contradiction.

Although no primal form and therefore no function Φre exists for real number
vectors, such a function can be given if complex number vectors are used instead.
In this case, the function Φc is defined with a real domain and a complex co-
domain: Φc : Rn → C

4n+1 and

Φc(x) :=(
√

a(x2
1 − 1),

√
ai,

√
2ax1,

√
aix2

1, . . . ,√
a(x2

n − 1),
√

ai,
√

2axn,
√

aix2
n,

√
c)�.

(4)
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Note that no scalar product can be defined for complex numbers that ful-
fills the usual conditions of bilinearity and positive-definiteness simultaneously1.
Thus, the bilinearity condition is dropped for the official definition and only
sesquilinearity is required. The standard scalar product is defined as the sum of
the products of the vector components with the associated complex conjugated
vector components of the other vector. Let x1,x2 ∈ C

n, then the scalar product
is given by [1]: 〈x1,x2〉 :=

∑n
k=1 x1kx2k. In contrast, we use a modified scalar

product (marked by a “∗”) where, analogously to the real vector definition, the
products of the vector components are summated: 〈∗x1,x2〉 :=

∑n
k=1 x1kx2k.

This product (not a scalar product in strict mathematical sense) is a bilinear
form but no longer positive definite. For real number vectors this modified scalar
product is identical to the usual definition. With this modified scalar product
we get

〈∗Φc(x1), Φc(x2)〉 = −ax2
11 − ax2

21 + 2ax11x21 − · · · − ax2
1n

−ax2
2n + 2ax1nx2n + c = −a||x1 − x2||2 + c

(5)

which is just the result of the PK. The SVM model can be determined using the
dual form. Thus, no complex number optimization is necessary. For the decision
on the class to which a data vector should be assigned we switch to the primal
form. The vector w ∈ C

4n+1 is calculated by: w :=
∑m

j=1 αjyjΦc(xj) for all SVs
xj ∈ R

n. The decision function is then given by: dc(x) := sgn(〈∗w, Φc(x)〉 + b).
Note that the modified scalar product 〈∗w, Φc(x)〉 must be a real number. This
is stated in the following proposition.

Proposition 2. Let w =
∑m

j=1 αjyjΦc(xj) with xj ∈ R
n, αj ∈ R, yj ∈ {−1, 1},

j = 1, · · · ,m, Φc as defined in formula (4) and x ∈ R
n. Then 〈∗w, Φc(x)〉 is a

real number.

Proof. 〈∗w, Φc(x)〉 is given by:

〈∗w, Φc(x)〉 = 〈∗
m∑

j=1

αjyjΦc(xj), Φc(x)〉

=
m∑

j=1

〈∗αjyjΦc(xj), Φc(x)〉 (〈∗.〉 is bilinear)

=
m∑

j=1

αjyj〈∗Φc(xj), Φc(x)〉

=
m∑

j=1

αjyj(−a||xj − x||2 + c) (see formula (5))

(6)

which is clearly a real number.
1 This can be verified by a simple calculation: Consider some vector x �= 0 and x ∈ C

n.
Since 〈., .〉 is positive definite: 〈x,x〉 > 0, by bilinearity: 〈√−ix,

√−ix〉 = −i〈x,x〉 �>
0).
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The PK is related to the polynomial kernel (PyK) since it can also be represented
by a polynomial. However, it has the advantage over the PyK that it is faster
to compute and that the number of dimensions in the target space grows only
linearly and not exponentially with the number of dimensions in the original
space [2,9]. It remains to show that the decision functions following the primal
and dual form are also equivalent for the modified form of the scalar product.
This is stated in the follow proposition:

Proposition 3. Let x,x1, · · · ,xm ∈ R
n, α ∈ R

m, y ∈ {−1, 1}m,
w :=

∑m
j=1 αjyjΦc(xj) and 〈∗Φc(z1), Φc(z2)〉 = K(z1, z2) ∀z1, z2 ∈ R

n. Then
sgn(〈∗w, Φc(x)〉 + b) = sgn(

∑m
j=1 αjyjK(x,xj) + b).

Proof . sgn(〈∗w, Φc(x)〉 + b) = sgn(〈∗
m∑

j=1

αjyjΦc(xj), Φc(x)〉 + b)

= sgn(
m∑

j=1

〈∗αjyjΦc(xj), Φc(x)〉 + b) (〈∗.〉 is bilinear)

= sgn(
m∑

j=1

αjyj〈∗Φc(xj), Φc(x)〉 + b) = sgn(
m∑

j=1

αjyjK(xj ,x) + b)

= sgn(
m∑

j=1

αjyjK(x,xj) + b) (K is symmetric)

(7)

We use the PK for text classification where a text is automatically labeled
with its main topics (called categories). The classification scheme we employ is
the so-called DDC (Dewey Document Classification), which is the leading clas-
sification scheme in libraries [5]. It consists of a three digit number and one
decimal position. We classify documents into their appropriate 10 DDC top
level categories. For that, a training set is given, where the DDC categories are
already annotated. A set of features is then extracted from this training set and
these features are afterwards employed by an SVM (here libsvm [3]) to assign
one or more DDC categories to previously unseen examples. The features of one
instance (document) are the geometric means of the tfidf-values of the terms
occurring in this document and their GSS coefficients [4,7].

3 Evaluation and Discussion

The evaluation and training was done with 4 000 German documents, containing
in total 114 887 606 words and 9 643 022 sentences, requiring a storage space of
823.51MiB. There are 400 documents of each toplevel DDC category. 2 000 of
the texts were used for training, 2 000 for evaluation. The corpus originates from
the OAI (Open Archive Initiative) and was collected by the Bielefeld University
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Library. We tested the correctness of the category assignments for the first DDC
level (10 categories). Each document is assigned at least one DDC category.
Multiple assignments are also possible. First, precision, recall and f-measure
were computed for each OAI category for the PK, the square, the cubic, the RBF
kernel and the linear kernel (see Table 1). The free parameters of the square, the
cubic and the RBF kernel are determined by a grid search on an independent data
set containing 2 000 texts. On the same held-out dataset, we adjusted the SVM-
threshold parameter b to optimize the f-measure. Second, the time (on an Intel
Core i7) was determined required to obtain the classifications for the PK (primal
and dual form), the RBF, square, and linear kernel (see Table 1). The time
needed for building the model was not counted, since this time is only required
once and therefore irrelevant for the practical document classification task. The
f-measure for the PK is higher than the f-measures of all other kernels and is
faster to compute than all kernels except the linear (naturally, the classification
with the primal form of the linear kernel is faster than the classification with the
PK). Furthermore, the complex decomposition of the PK leads to a considerable
acceleration of the classification process in comparison with the dual form.

In this paper we derived a primal form for the power kernel with complex
numbers. By using complex numbers we can obtain a much simpler and nicer
representation than the modified dual form. Although the primary focus of this
paper is to contribute to the theory, the obtained results can also be useful in
practice. We demonstrated that the primal form and the modified dual form can
both speed up the classification process considerably, since it is no longer neces-
sary to compare the vector to be classified with every SV. Finally, the evaluation
shows that the f-measure of the PK is competitive to the other evaluated kernels
and its runtime superior to that of the PyK (exponent 2 and 3) and the RBF
kernel.

Table 1. F-measures and runtime for different kernels evaluated on the OAI corpus.

F-Measure Runtime
C. Power Square Cubic RBF Linear Power Power Square Cubic RBF Lin.

Primal Dual Dual Dual Dual Dual

0 0.810 0.800 0.803 0.793 0.796 6 426 46 200 50 256 50 979 47 246 44 322
1 0.753 0.746 0.723 0.726 0.735 9 339 98 289 115 992 132 845 122 751 93 550
2 0.869 0.877 0.757 0.874 0.875 5 822 48 359 57 603 67 200 65 508 46 786
3 0.603 0.594 0.577 0.621 0.589 23 774 134 636 165 604 177 211 159 897 111 516
4 0.653 0.219 0.057 0.537 0.625 10 103 118 322 77 634 93 613 111 153 103 548
5 0.740 0.700 0.742 0.700 0.743 32 501 104 865 72 772 135 820 138 107 96 637
6 0.683 0.685 0.661 0.668 0.692 24 375 105 614 116 892 120 919 126 498 95 423
7 0.710 0.709 0.652 0.663 0.668 19 206 113 971 122 128 143 562 120 371 100 640
8 0.687 0.674 0.569 0.671 0.692 11 236 99 288 106 215 118 378 105 942 84 381
9 0.726 0.699 0.478 0.675 0.695 20 822 125 358 139 004 168 837 138 395 111 245

All 0.723 0.670 0.602 0.693 0.711 16 361 99 490 102 410 120 936 113 587 88 805
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Abstract. Differential diagnoses in the field of neurology are very com-
plex whereas a fast and precise treatment is absolutely necessary for a
positive outcome for patients. Support through expert systems has shown
to improve practitioners performance in certain areas. In this paper an
approach for an expert system for the field of neurology based on fuzzy
logic is presented. The client and server side applications, as well as the
knowledge base are explained. Furthermore an overview of remaining
challenges and issues is given.

Keywords: Expert system · Fuzzy logic · Health care · Neurology

1 Introduction

Finding a valid diagnosis and a subsequent treatment is a very complex process.
Especially in that case when multiple differential diagnoses need to be taken
into consideration. Finding the right diagnosis is most of the time a lengthy
process. In the field of neurology practitioners often need to deal with varying
and unclear symptoms and indications, which are sometimes not directly related
to the disease being diagnosed. A fast treatment is absolutely necessary and
improves a patients outcome significantly.

Whilst it has been shown that support by expert systems could improve
performance of practitioners in certain areas, they are usually not used in health
care. Reasons for this are for example: lack of transparency of the results, a large
and unmaintainable knowledge base, lack of usability and the reliance on crisp
rules [2,9].

In this paper we present an approach for an expert system for the field of
neurology based on fuzzy logic. The paper is structured as follows. An intro-
duction and motivation is given in Section 1, in Section 2 the related work is
presented, the approach for the expert system is presented Section 3 and the
paper concludes with a summary in Section 4.

c© Springer International Publishing Switzerland 2015
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2 Related Work

In a recent survey we searched PubMed, Mendeley and Google Scholar with the
terms neurology, expert systems, diagnosis support systems, decision support sys-
tems and healthcare in various combinations. The survey has been conducted in
accordance to the PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) statement [16]. We identified more than 15,000 references.
After further filtering only seven full text references, actually dealing with diag-
nosis support systems in neurology, remained [14].

Bunke et al. [6] discuss two different approaches for expert systems in neurol-
ogy. Their main intention is to compare a rule-based approach with a database
approach. Two prototypes have been developed and compared. The authors
decide to only implement their expert systems focusing on diagnoses related to
the median nerve. They create the necessary rules by using statements like if con-
dition then conclusion and using a commercial expert system shell called EXSYS.
The authors implement 163 rules and 17 possible diagnoses. The database is cre-
ated in a similar fashion but using relations. Subsequently the two approaches
are compared regarding their response time and accuracy. No details are given
on how the knowledge base is created or its validation. Bickel and Grunewald
[3] present an expert system for the field of neurology developed on top of the
commercial program Filemaker-7.0. They added about 400 diagnoses with their
corresponding symptoms. The authors evaluated their approach in two steps.
First, the performance was tested with 15 predefined cases. The test persons
had minor neurological experience. In that case the program was able to find
the correct diagnosis in every time. Second, real cases were used. With real cases
a correct diagnosis was found in approximately 80% of the trials. The authors
are both practicing physicians and therefore derived the data necessary for the
expert system from their daily work and corresponding specialized literature.
Vaghefi and Isfahani [18] present an expert system named Roses, developed
with the objective to support the diagnostic process of six neurological diseases
of children. The knowledge base is modeled by using the Java Expert System
Shell (JESS) [10]. In its last incarnation the system suffers from low reliability.
Only about 65% correct diagnoses can be made. Another major issue identified
during testing, is the need for a graphical user interface, enabling the modi-
fication of the knowledge base by users. Reimers and Bitsch [17] develop and
distribute an expert system which aims at supporting medical staff in finding a
correct diagnosis to a hypothesis. The authors create a comprehensive knowledge
base by evaluating specialized literature. Neither information on how the knowl-
edge base is represented nor validation results are given. Borgohain and Sanyal
[4,5] present two expert systems which share the same approach but a different
knowledge base. Both systems have been created using JESS and therefore do
not contain any fuzzy information. The main source for creating the knowledge
base for the systems are interviews with doctors and postgraduate students of
a nearby hospital. The knowledge base is thereafter extended by using special-
ized literature and internet research. The systems is evaluated by testing its rule
base against a few test cases which have not been further specified. Both systems
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provide accurate diagnoses when the symptoms were fully given. However, the
authors described no practical application experiences or tests with real cases.
Ghahazi et al. [11] present an approach for an expert system based on fuzzy logic
for diagnosing Multiple Sclerosis. They perform the diagnosis on base of basic
patient data, symptoms and signs. They work with crisp inputs which lead to
uncertain results. For storing their data they use a spreadsheet. The system is
evaluated with multiple test cases from specialized literature and performs well.
The integration of a spreadsheet based solution in the daily work flow of medical
staff is perceived as problematic.

No references which show or hint at a routine application of any expert
system were found for the approaches discovered with our survey. This supports
our previous findings [19]. In all cases no considerations regarding user interface,
comprehensibility of suggestions, expandability and customizability of knowledge
are published. For practitioners in healthcare it is crucial that the results of the
expert systems are comprehensible.

3 NeuroRec Approach

The framework conditions for our approach are determined by a theoretical
concept and a corresponding business process. Both were developed in close
cooperation with experts from the health care domain. The process formalizes
how practitioners can be supported by an expert system in their daily routine.
Multiple sub-processes specify how case data, meta data and patient data are
prepared and provided. The concept is formalized using the Business Process
Modelling and Notion (BPMN) [19].

Persistence
«Database»

KnowledgeBase

DGN PubMed

ServiceFactoryRecommender

MaintenanceMain

DGN PubMed

ServiceFactoryRecommender

Server application

MaintenanceMain

Web client

Fig. 1. NeuroRec Architecture

Based on this concept the develop-
ment of the NeuroRec approach began.
The approach itself consists of a knowl-
edge base, a processing component and
a metadata provider which fetches addi-
tional information in form of literature
references etc. from third party services.
NeuroRec is implemented as a client–
server solution. Figure 1 shows a sim-
plified architecture of the prototypical
implementation. The knowledge base, as
well as additional data (e.g user informa-
tion) are stored in a relational database.
The implementation is described in more
detail in Section 3.2 and the creation of the knowledge base is described in
Section 3.1.

3.1 NeuroRec Knowledge Base

A main requirement derived from various expert interviews is that the rule
base should be expandable and maintainable by domain experts. Another very
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important requirement is that results from the system should transparent and
comprehensible [12]. Moreover it is necessary to transform the expert knowledge
and knowledge derived from specialist literature into a meaningful knowledge
base which can be utilized for an expert system. During the process of defining
linguistic variables and basic rules it became obvious that crisp rules are not
sufficient for a medical context. Many information can be interpreted in differ-
ent ways and often there are soft transitions in the classification of symptoms.
For example body temperature can be classified as hypothermia, normal, fever,
hyperthermia or hyperpyrexia. The exact classification depends on where the
temperature has been measured (e.g. anus, oral, arm or ear). Based on these
findings we decided to adopt an approach based on fuzzy language. We chose
to use Fuzzy Control Language (FCL) as a representation for the knowledge
base. FCL was standardized by IEC 61131-7 and different Java implementations
exist, eg. jFuzzyLogic [7]. This allows for using the knowledge base in different
applications.

The foundation for finding linguistic variables and specifying rules are the
guidelines and pathways provided by the DGN. The guidelines are very com-
prehensive, are constantly extended and reworked and can, in some parts, be
interpreted in different ways. But, in cooperation with medical specialists from
a local hospital, we are continually expanding the knowledge base.

Listing 1.1 shows a set of rules for the diagnosis of vestibular neuritis. The
underlying fuzzy controller takes the symptoms vertigo, tendency to fall, nystag-
mus, Unterberger test and their classifications as an input. The rules shown in
listing 1.1 are derived from these inputs. According to which symptoms and clas-
sifications have been determined a quantifiable value, according to the defuzzifi-
cation method, is calculated. This can be mapped to a linguistic variable which
represents a certain probability for a certain diagnosis is given.

RULE 1 : IF Drehschwindel IS ploetzlich AND Fallneigung IS links AND Spontannystagmus IS rechts AND

Unterbergerversuch IS links THEN Neuritis_vestibularis IS wahrscheinlich;

RULE 2 : IF Drehschwindel IS ploetzlich AND Fallneigung IS rechts AND Spontannystagmus IS links AND

Unterbergerversuch IS rechts THEN Neuritis_vestibularis IS wahrscheinlich;

RULE 3 : IF Drehschwindel IS dauernd AND Fallneigung IS rechts AND Spontannystagmus IS links AND

Unterbergerversuch IS rechts THEN Neuritis_vestibularis IS moeglich;

RULE 4 : IF Drehschwindel IS ploetzlich AND Fallneigung IS rechts AND Spontannystagmus IS links THEN

VestibulaeresSyndrom IS moeglich;

RULE 5 : IF Drehschwindel IS dauernd AND Fallneigung IS rechts AND Spontannystagmus IS links THEN

Neuritis_vestibularis IS kaum_moeglich;

Listing 1.1. FCL Example for Vestibular neuritis

Usually multiple fuzzy controllers with diagnoses with similar symptoms are
used to obtain multiple differential diagnoses. It is then up to the specialists to
use the provided metadata and the given differential diagnoses to chose the most
reliable diagnosis and a subsequent treatment.

3.2 NeuroRec Software

The NeuroRec software is in ongoing development [15]. It consits of a Web client
and a server side application. The implementation of the client emphasizes self-
service and the usage of metadata for supporting practitioners [13].
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For developing the server side part of the prototype, we chose JAVA as a
programming language and some lightweight frameworks (e.g. Spark). The pro-
totype does not require a dedicated application server but only a Java Virtual
Machine. Moreover, it relies on a relational database for storing data. The appli-
cation is organized in loosely coupled components. We implemented a structure
conforming to the Representational State Transfer (REST) software architecture
style. Corresponding Web services for data exchange between client and server
are implemented. This allows for a multi-client approach in further iterations.
For different functionality individual components were developed. The recom-
mender component, as can be seen in Figure 1, handles the processing of the
knowledge base.

In addition, meaningful metadata is provided through the integration of
third-party services. Domain specific knowledge is fetched, regarding diagnoses,
symptoms and clinical pathways, from the “Deutsche Gesellschaft f?r Neurolo-
gie (DGN)” [8]. Also PubMed is searched for supplementary literature to the
recommendations produced by the corresponding component.

Our prototypical Web client uses the Web services of the server side proto-
type. It is developed using HTML5/JavaScript, especially AngularJS [1]. Main-
taining the knowledge base is critical for experts. They must be able to modify
the individual function blocks without the need of dealing with the details of
fuzzy logic and FCL. We developed a set of GUI elements to support experts in
doing so abstracting the FCL into form fields. Figure 2 shows part of a dialog
with which users can create FCL function blocks. Prior to this they can add
diagnoses and related symptoms with similar dialogues. We are still improving
the user interface and there will be more help assistance for creating function
blocks.

Figure 3 shows a screenshot of the main view where users can actually work
with the created data. 1 shows a selected patient. Basic information about
the patient is provided (e.g. name, address etc.). Possible other fields to display
would be age, sex etc. Information about medication, planned treatments etc can
be seen at 2 . 3 shows a fever curve and other related information is displayed.
To this date patient data is only sample data. 4 shows the selected symptoms
with a short description. Possible diagnoses with additional information can be
seen at 5 . For selecting symptoms a dedicated dialog is available. Metadata in
form of literature references is provided at 6 .

4 Summary and Further Procedure

As stated in Section 3.2 the system is still in active development. Whilst the
feedback from practitioners and other stakeholders from the health care domain
was very positive, further formalizing the guidelines will take more time. When
all parts of the system are reasonable mature we strive for making them accessible
to the public. This will hopefully lead to increased feedback and therefore to an
improved expert system.

What we have to focus later on are legal issues. This is because offering
computer based diagnosis support solution, which offers potential diagnoses as
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Fig. 2. Fuzzy Control Language Function Block Creation

Fig. 3. Client Prototype

a result, is, from a legal point of view, quite complicated. We are well aware of
those issues which is why, for the moment, we see the main use case for such
a system as teaching platform and support platform for assistant doctors or
students.

Various concepts and parts of the approach were evaluated through expert
interviews [12,15,19]. In addition, the knowledge base is constantly discussed
with experts and evaluated with cases from specialized literature. We work in
close cooperation with different experts from local hospitals and public health
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researchers to improve NeuroRec. At the end of the year we plan to have com-
pleted a fully working prototype. It is planned to start with user tests afterwards.
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Abstract. The dynamics of belief and knowledge is one of the major
components of any autonomous system that should be able to incorpo-
rate new pieces of information. In order to apply the rationality result
of belief dynamics theory to various practical problems, it should be
generalized in two respects: first it should allow a certain part of belief
to be declared as immutable; and second, the belief state need not be
deductively closed. Such a generalization of belief dynamics, referred to
as base dynamics, is presented in this paper, along with the concept of a
generalized revision algorithm for knowledge bases (Horn or Horn logic
with stratified negation). We show that knowledge base dynamics has an
interesting connection with kernel change via hitting set and abduction.
In this paper, we show how techniques from disjunctive logic program-
ming can be used for efficient (deductive) database updates. The key
idea is to transform the given database together with the update request
into a disjunctive (datalog) logic program and apply disjunctive tech-
niques (such as minimal model reasoning) to solve the original update
problem. The approach extends and integrates standard techniques for
efficient query answering and integrity checking. The generation of a hit-
ting set is carried out through a hyper tableaux calculus and magic set
that is focused on the goal of minimality. The present paper provides a
comparative study of view update algorithms in rational approach. For,
understand the basic concepts with abduction, we provide an abductive
framework for knowledge base dynamics. Finally, we demonstrate how
belief base dynamics can provide an axiomatic characterization for inser-
tion a view atom to the database. We give a quick overview of the main
operators for belief change, in particular, belief updates versus database
updates.

Keywords: AGM · Belief revision · Belief update · Horn knowledge
base dynamics · Kernel change · Abduction · Hyber tableaux · Magic
set · View update · Update propagation

1 Introduction

We live in a constantly changing world, and consequently our beliefs have to be
revised whenever there is new information. When we encounter a new piece of
information that contradicts our current beliefs, we revise our beliefs rationally.

Thesis consists of following publications [8],[9],[10],[11],[12] and [13].
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In the last three decades, the field of computer science has grown substan-
tially beyond mere number crunching, and aspires to imitate rational thinking
of human beings. A separate branch of study, artificial intelligence (AI) has
evolved, with a number of researchers attempting to represent and manipulate
knowledge in a computer system. Much work has been devoted to study the
statics of the knowledge, i.e. representing and deducting from fixed knowledge,
resulting in the development of expert systems. The field of logic programming,
conceived in last seventies, has proved to be an important tool for handling
static knowledge. However, such fixed Horn knowledge based systems can not
imitate human thinking, unless they are accomplish revising their knowledge in
the light of new information. As mentioned before, this revision has to take place
rationally. This has led to a completely new line of research, the dynamics of
belief.

Studies in dynamics of belief are twofold: What does it mean to rationally
revise a belief state? How can a belief state be represented in a computer and
revised? The first question is more philosophical theory, and a lot of works have
been carried out from epistemological perspective to formalize belief dynamics.
The second question is computation oriented, and has been addressed differ-
ently from various perspectives of application. For example, a lot of algorithms
have been proposed in logic programming to revise a Horn knowledge base or
a database represented as a logic program; number of algorithms are there to
carry out a view update in a rational database; algorithm to carry out diagnosis;
algorithm for abduction reasoning and so on. We need the concept of “change”
in some form or other and thus need some axiomatic characterization to ensure
that the algorithms are rational. Unfortunately, till this date, these two tracks
remain separate, with minimal sharing of concepts and results. The primary
purpose of the paper is to study these two developments and integrate them.

When a new piece of information is added to a Horn knowledge base
[14,15,25], it may become inconsistent. Revision means modifying the Horn
knowledge base in order to maintain consistency, by keeping the new informa-
tion and removing the least possible previous information. In our case, update
means revision and contraction, that is insertion and deletion in database per-
spective. Previous works [3,4] have explained connections between contraction
and knowledge base dynamics. Our Horn knowledge base dynamics is defined in
two parts: an immutable part (Horn formulae) and updatable part (literals) (for
definition and properties see the works of [17,19,27,30]. Knowledge bases have a
set of integrity constraints. In the case of finite knowledge bases, it is sometimes
hard to see how the update relations should be modified to accomplish certain
Horn knowledge base updates. .

2 Motivation

In the general case of arbitrary formulae, the revision problem for knowledge
bases is hard to solve. So we restrict the revision problem to Horn formulae.
The connection between belief change and database change is an interesting one
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since so far the two communities have independently considered two problems
that are very similar, and our aim is to bring out this connection.

We aim to bridge the gap between philosophical and database theory. In such
a case, Hansson’s [18] kernel change is related to the abductive method. Aliseda’s
[2] book on abductive reasoning is one of our key motivation. Wrobel’s [31] def-
inition of first-order theory revision was helpful to frame our algorithm. On the
other hand, we are dealing with the view update problem. Keller and Minker’s
(Keller 1985 and Minker 1996) work is one the motivation for the view update
problem. In Figure 1 understand the concept of view update problem in ratio-
nal way. Figure show that foundation form Belief Revision theory, intermediate
step handle to Horn knowledge base, this step very impairment that agent have
background knowledge and he/she made decision with postulate may require
to process next step. Target of the application is connect database updates via
Horn knowledge base with abduction reasoning. All clear procedure shown in
each section.

Fig. 1. Layout of the paper

Following example illustrates the motivation of the paper:

Example 1. Consider a database with an (immutable) rule that a staff member
is a person who is currently working in a research group under a chair. Addi-
tional (updatable) facts are that matthias and gerhard are group chairs, and
delhibabu and aravindan are staff members in group infor1. Our first integrity
constraint (IC) is that each research group has only one chair ie. ∀x, y, z (y=z) ←
group chair(x,y) ∧ group chair(x,z). Second integrity constraint is that a person
can be a chair for only one research group ie. ∀x, y, z (y=z)← group chair(y,x)
∧ group chair(z,x).
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Immutable part: staff chair(x,y)← staff group(x,z),group chair(z,y).

Updatable part: group chair(infor1,matthias)←
group chair(infor2,gerhard)←
staff group(delhibabu,infor1)←
staff group(aravindan,infor1)←

Suppose we want to update this database with the information, staff chair
(aravindan,gerhard); From the immutable part, we can deduce that this can
be achieved by asserting staff group(aravindan,z)

∧
group chair(z,gerhard)

If we are restricted to definite clauses, there are three plausible ways to do
this: first case is, aravindan and gerhard belong to infor1, i.e, staff group(aravind-
an,infor1)

∧
group chair(info1,gerhard). We need to delete both base facts

group chair(infor1,matthias)← and group chair(infor2,gerhard)←, because our
first IC as well as second IC would be violated otherwise. In order to change
the view, we need to insert group chair(infor1,gerhard)← as a base fact. Assume
that we have an algorithm that deletes the base facts staff group(delhibabu,-
infor1)← from the database. But, no rational person will agree with such an
algorithm, because the fact staff group(delhibabu,infor1)← is not “relevant” to
the view atom.

Second case, aravindan and gerhard belong to infor2, that is staff group
(aravindan,infor2)

∧
group chair(infor2,gerhard). Simply, insert the new fact

staff group(aravindan,infor2)← to change the view. Suppose an algorithm
deletes the base facts staff group(aravindan,infor1)← from the database, then it
can not be “rational” since these facts are not “relevant” to the view atom.

Third case, aravindan and gerhard belong to infor3 (free assignment of the
group value), that is staff group(aravindan,infor3)

∧
group chair(info3,gerhard).

Suppose, we insert new base fact group chair(infor3,gerhard) ←, our sec-
ond IC does not follow. Suppose an algorithm inserts the new base fact
staff group(aravindan,infor2)← or staff group(aravindan,infor1)← is deleted,
then it can not be “rational”.

The above example highlights the need for some kind of “relevance policy”
to be adopted when a view atom is to be inserted to a deductive database.
How many such axioms and policies do we need to characterize a “good” view
update? When are we sure that our algorithm for view update is “rational”?
Clearly, there is a need for an axiomatic characterization of view updates. By
axiomatic characterization, we mean explicitly listing all the rationality axioms
that are to be satisfied by any algorithm for view update.

The basic idea in [5,6] is to employ the model generation property of hyper
tableaux and magic set to generate models, and read off diagnosis from them.
One specific feature of this diagnosis algorithm is the use of semantics (by trans-
forming the system description and the observation using an initial model of the
correctly working system) in guiding the search for a diagnosis. This semantical
guidance by program transformation turns out to be useful for database updates
as well. More specifically we use a (least) Herbrand model of the given database
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to transform it along with the update request into a logic program in such a way
that the models of this transformed program stand for possible updates.

We discuss two ways of transforming the given database together with the
view update (insert and delete) request into a logic program resulting in two vari-
ants of view update algorithms. In the first variant, a simple and straightforward
transformation is employed. Unfortunately, not all models of the transformed
program represent a rational update using this approach. The second variant of
the algorithm uses the least Herbrand model of the given database for the trans-
formation. In fact what we referred to as offline preprocessing before is exactly
this computation of the least Herbrand model. This variant is very meaningful
in applications where views are materialized for efficient query answering. The
advantage of using the least Herbrand model for the transformation is that all
models of the transformed logic program (not just the minimal ones) stand for
a rational update.

When dealing with the revision of a Horn knowledge base (both insertions
and deletions), there are other ways to change a Horn knowledge base and it
has to be performed automatically also [16] and [28]. Considering the informa-
tion, change is precious and must be preserved as much as possible. The prin-
ciple of minimal change [7,17,20,29] can provide a reasonable strategy. On the
other hand, practical implementations have to handle contradictory, uncertain,
or imprecise information, so several problems can arise: how to define efficient
change in the style of Carlos Alchourrón, Peter Gärdenfors, and David Makin-
son (AGM) [1]; what result has to be chosen [22,23,26]; and finally, according
to a practical point of view, what computational model to explore for the Horn
knowledge base revision has to be provided?

The significance of our work can be summarized in the following:

– To define a new kind of revision operator on Horn knowledge base and obtain
axiomatic characterization for it.

– To propose new generalized revision algorithm for Horn knowledge base
dynamics, and study its connections with kernel change and abduction pro-
cedure.

– To develop a new view insertion algorithm for databases.
– To design a new view update algorithm for stratifiable Deductive Database

(DDB), using an axiomatic method based on Hyper tableaux and magic sets.
– To study an abductive framework for Horn knowledge base dynamics.
– To present a comparative study of view update algorithms and integrity

constraint.
– Finally, to shown connection between belief update versus database update.

3 Conclusion

The main contribution of this research is to provide a link between theory of
belief dynamics and concrete applications such as view updates in databases.
We argued for generalization of belief dynamics theory in two respects: to han-
dle certain part of knowledge as immutable; and dropping the requirement that
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belief state be deductively closed. The intended generalization was achieved by
introducing the concept of Horn knowledge base dynamics and generalized revi-
sion for the same. Further, we studied the relationship between Horn knowledge
base dynamics and abduction resulting in a generalized algorithm for revision
based on abductive procedures. The successfully demonstrated how Horn knowl-
edge base dynamics provide an axiomatic characterization for update an literals
to a stratifiable (definite) deductive database.

In bridging the gap between belief dynamics and view updates, we observe
that a balance has to be achieved between computational efficiency and ratio-
nality. While rationally attractive notions of generalized revision prove to be
computationally inefficient, the rationality behind efficient algorithms based on
incomplete trees is not clear at all. From the belief dynamics point of view,
we may have to sacrifice some postulates, vacuity, to gain computational effi-
ciency. Further weakening of relevance has to be explored, to provide declarative
semantics for algorithms based on incomplete trees.

On the other hand, from the database side, we should explore various ways
of optimizing the algorithms that would comply with the proposed declarative
semantics. We believe that partial deduction and loop detection techniques, will
play an important role in optimizing algorithms. Note that, loop detection could
be carried out during partial deduction, and complete SLD-trees can be effec-
tively constructed wrt a partial deduction (with loop check) of a database, rather
than wrt database itself. Moreover, we would anyway need a partial deduction
for optimization of query evaluation.

We have presented two variants of an algorithm for update a view atom from
a definite database. The key idea of this approach is to transform the given
database into a logic program in such a way that updates can be read off from
the models of this transformed program. We have also shown that this algorithm
is rational in the sense that it satisfies the rationality postulates that are justified
from philosophical angle. In the second variant, where materialized view is used
for the transformation, after generating a hitting set and removing corresponding
EDB atoms, we easily move to the new materialized view. An obvious way is to
recompute the view from scratch using the new EDB (i.e., compute the Least
Herbrand Model of the new updated database from scratch) but it is certainly
interesting to look for more efficient methods.
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1 Motivation

Humans have become extremely sophisticated in their use of tools compare to
their animal counterparts. It is not just the dexterity but also the diversity in tool
use that makes humans alpha-males of tool-use. Consider the following typical
scenarios:

Scenario 1: George’s 2 years old son, James, could not reach the water tab of the
wash basin. Since George was already using the stool, George quickly grabbed a
suitable plastic container box and settled it by the front side of the wash basin.
Now James could easily reach the basin by standing over the box.

Scenario 2: Fred wanted to hammer a nail into a wall for hanging a painting he
bought recently. Since he lost his hammer the other day, he grabbed an suitable
shoe and hammered the nail into the wall using the heel of the shoe.

In both the scenarios, a substitute was chosen from the existing objects and
was maneuvered in a similar way to the original tool when the original tool was
not available. Moreover, it is worth noting in the above scenarios that neither
Georg nor Fred interacted physically with every single object present in the
environment to determine a substitute. In situations like these, humans seem to
know what kind of object is appropriate as a substitute. This skill is significant
because it allows humans to adapt to unforeseen situations when performing
tasks. Similar to above scenarios, when a robot is operating in a dynamic envi-
ronment, it can not be assumed that a tool required to solve a given task will
always be available. For instance, a service robot is asked to serve drinks on a
tray, but the tray is broken; such mishaps in day-to-day activities are common. In
situations like these, an effective way for a robot would be to adapt like humans,
for example, by using a substitute, like an eating plate for serving. However the
question is how to enable a robot to find a substitute without interacting with
the objects.

In my doctoral research, I would like to address this problem using the tech-
niques from the area of knowledge representation and reasoning in the context of
c© Springer International Publishing Switzerland 2015
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a service robot. The primary goal of the research is to propose a representation
to express the knowledge about objects and develop a reasoner based on the pro-
posed representation to determine a possible substitute. Such a system would be
helpful since, when a tool is found to be unavailable during the task execution,
finding the substitute in a reasonable amount of time will be necessary to ensure
the successful completion of the task in a timely manner. However, it would be
time consuming if a robot interacts with every detected object in the environ-
ment to determine a substitute. In the next section, the research questions are
discussed with a focus on the problems in dealing with the challenges in the
object representation and substitute computations.

2 Research Question

One may wonder what is perceived as a tool. The common sense dictates that
in a real-world a tool is some physical object and something one can use. As
Samuel Butler [2] has put it “Nothing is tool unless during actual use”. There
are multiple definitions of a tool in the literature. For the proposed research, the
definition offered by Parkar and Gibson [10] is adopted:

[Goal directed] manipulation of one detached object relative to another (and
in some cases through a force field) involving subsequent change of state of one
or both of the objects.

In other words, when an object is used to perform a certain function such
that it changes the state of itself or both the objects, for example, hammering a
nail with a hammer or eating food with a spoon, it is perceived as a tool. The
definition offers a simplified account of what is considered as a tool in general.
However, an actual tool use is quite an elaborate business involving complex
physical and cognitive activities. Consider, for example a heel of a shoe. Though
its primary function is to increase the height of a person, it can also be used for
hammering a nail. This raises a question, how does one know that a heel can be
used as a hammer. The answer lies in the representation of a tool which includes
conceptual knowledge and functionalities of a tool, and the cognitive processes
involved in the decision making [3]. Both of these factors leads to the following
research questions.

2.1 How to Acquire and Represent a Knowledge About a Tool?

There is a consensus in the cognitive science literature that the properties of
objects play a crucial role when a tool selection is involved. The challenge posed
by this theory in the context of knowledge acquisition is twofold. The first chal-
lenge is how a robot can acquire the required knowledge. The visual perception
can be used to detect and recognize object instances in the scene however the cor-
responding semantic information of the recognized object can be obtained from
the external knowledge bases such as OpenCyc [5], RoboEarth [14], WordNet
[15]. For instance, a rock can be visually recognized by the perception system in
an online manner, however the semantic information such as rigidity, solid mass,
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surface topology can be obtained from WordNet for example. The viability of
these sources including perception systems relies on the complexity of a required
knowledge which unfolds the next problem.

It is clear that a sufficient knowledge is required to describe an object in
terms of its properties and functionalities. The question is, what is the desired
granularity of the knowledge to be acquired. In other words, whether knowledge
should describe an object down to the smallest details. For example, if a rock is
to be used in place of a hammer, the properties such as rigidity, solid mass, palm
size may be sufficient to determine its suitability. However, if a heel of a shoe is to
be used then in addition to rigidity, mass and palm size, properties such as heel on
back side, higher mass on a heel side etc are required to determine its suitability.
The granularity can also be seen in terms of the relevant and irrelevant features
of an object with respect to the required function. For example, the color of a
shoe is relevant to the choice of the clothes one wants to wear, but irrelevant if
one wants to use a shoe for hammering. Apart from the relevance, the details may
also include information about an object’s geometrical properties such as shape,
size; surface topology such as roughness, waviness; elasticity such as flexible,
rigid; material such as wood, metal etc.

Given the different kinds of information to be included, knowledge about an
object can not simply be seen as a set of assertions. This means that knowl-
edge needs to be sorted into different classes of properties. Thus, to be able
to express the knowledge systematically, it needs to represented formally. The
research question, what is an appropriate representation for object properties,
explores the representation approaches such as ontological or conceptual. The
typical symbolic approach to represent ontological knowledge would be descrip-
tion logic, while in case of conceptual representation, an approach of conceptual
spaces [6] would be an interesting option. Conceptual space is a representa-
tion that complements symbolic and sub-symbolic representation and uses geo-
metrical structures to model similarity relations. Conceptual space is a multi-
dimensional space where each axis in the space represents a quality dimension
or a property of an object. A point in space is considered as an object while a
region is regarded as a concept. The coordinates of a point in space are partic-
ular values of each dimension. The similarity between two objects is measured
by the distance between their corresponding points in the space. Representing
knowledge about objects in an adequate language is closely associated with the
process of determining a substitute which leads to the second research question.

2.2 How to Determine a Reasonable Substitute?

There is an evidence that in case of a tool-selection, possible substitutes can be
short-listed based on their similar physical appearances, for example, there is some
similarity in the appearance of hammer and a shoe with a heel [4]. However this
manner of tool-selection is based on the perception which may not be an adequate
choice. For instance, a rock can also be used to hammer a nail, but its physical
appearance is not similar to a hammer. The selection of a rock is more driven by
the properties of a head of a hammer which are similar to that of the rock.
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It is also important to note that appearance alone may not be a sufficient
factor to select a substitute, for example, tobacco pipe has a similar appearance
but it can not be used for hammering because there is a hole on a head of a pipe
which can obstruct the hammering. Recall that not all properties of a substitute
are relevant with respect to the required function. Thus the key issue here is how
to select a substitute which are somewhat similar in appearance to the original
tool and also has relevant properties with respect to the function. The main
challenge in this case is how to determine the appearance similarity as well as
identify relevant properties at the knowledge level.

The primary focus of this research is on developing a system which can
compute one or more possible substitutes without interacting with the existing
objects. Thus, the research will address the second research question by explor-
ing the computational techniques in the area of machine learning and formal
reasoning such as analogy reasoning to determine a substitute.

3 Related Work

The area of tool substitution has not received enough attention in the robotic
research, although there have been attempts in the area of affordances where
the focus is to learn the object affordances by performing a given set of actions
on an object and learning from its effect on the environment. In this context,
an affordance is defined as an opportunity for action to exert an effect on the
environment or on some other object with the help of a tool [7]. By contrast, the
proposed approach does not require a robot to learn to maneuver a tool, instead
it relies on the assumption that a substitute can be used in a similar manner
to the original tool which a robot already knows. In this section, work which
explicitly addresses the problem of determining a substitute for an original tool
is discussed.

In the approach proposed in [1], a substitute is determined by comparing
the functional affordances and a conceptual similarity of the original tool with
a possible substitute. The functional affordances [8] of an object are affordances
that help or aid to the user in doing something to achieve a goal. The main
focus of this work is to develop a robust and flexible planner where the require-
ment is that a planner should be able to cope with the unforeseen situations
such as, if a required tool is missing then a substitute can be used to prevent a
plan from failing. The required object related knowledge such as properties and
functional affordances are modeled after dictionary definitions of the objects
and expressed as OWL-DL ontologies while the lower-level representation of an
object is represented using conceptual spaces in a sub-symbolic manner. How
the objects are represented in conceptual spaces and how the conceptual simi-
larity between objects is learned in the conceptual spaces are not explained in
the paper, as according to the author it is still being investigated. As echoed
by the author, another issue with this approach is object properties and func-
tional affordances are provided off-line and not acquired autonomously or semi-
autonomously. Thus, if an unknown object is introduced in the environment
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during the task execution, the knowledge base will not be updated, making the
approach less flexible.

4 Computational Framework

Figure 1 shows a simplified illustration of a proposed reasoner. In the following,
an exemplary scenario is described to explain the working of a reasoner. Consider
a scenario in which a service robot is given a task of serving drinks. It is assumed
that a robot is provided with a plan for serving and all the necessary knowledge
required to complete the task including how to use a tray. During the plan
execution, when a tray is found to be unavailable, the planner halts the execution
and redirects a request to the reasoner to find a substitute. Along with the
properties of a tray, the reasoner retrieves the properties of detected objects from
a knowledge base. Recall that the properties of objects and of the original tool
are required to determine the similarities between the two. To form a basis for
similarity comparison, the relevant properties required in an object with respect
to the function are identified. In the next step, the reasoner then compares the
properties of the tray with the properties of other objects to determine the
similarity. For example, in case of a conceptual space, those objects that are
close to a tray with respect to some similarity measures, can be treated as viable
substitutes. If more than one substitute is found in this step, then they are ranked
according to the distance to the tray (recall conceptual spaces in Section 2). If the
planner is able to replace a tray with a substitute successfully then this substitute
can be used further for learning a general model of a substitute for a tray for
serving. Such a model can be handy when a similar situation is encountered in
which a tray is not available. In that case, existing objects can be checked against
the model to determine the substitutability. The reasoner is intended to be a
stand-alone system whose service can aid a robot during, for example, planning
or affordance learning. For example, the learned affordance of an object can be
transferred to the other similar looking objects, thereby avoiding the redundancy
in the learning of the similar affordances. The framework shown in the Figure 1
will be evaluated initially in a simulated environment to examine its performance
and later will be tested on a robotic system to analyze its applicability in a real-
world environment.

5 Conclusion and Future Work

This is a work-in-progress report. In this extended abstract, a problem of tool
selection from the possible set of objects is discussed and an approach to compute
a tool substitution is suggested. In the coming months, the focus will be on
experimenting with analogy reasoning techniques such as structure mapping
engine [12], Heuristic Driven Theory Projection [13] to study their usefulness in
determining the similarity between two tools and their suitability in the proposed
reasoner.
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Fig. 1. The framework of a reasoner for tool substitution
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Abstract. Image interpretation is a dynamic research domain involving
not only the detection of objects in a scene but also the semantic descrip-
tion considering context information in the whole scene. Image interpre-
tation problem can be formalized as an abductive reasoning problem, i.e.
an inference to the best explanation using a background knowledge. In
this work, we present a framework using a tableau method for generating
and selecting potential explanations of the given image when the back-
ground knowledge is encoded using a description that is able to handle
spatial relations.

1 Introduction

High-level semantics extraction from an image is an important research area in
artificial intelligence. Many related fields like image annotation, activity recog-
nition and decision-support systems take advantage of semantic content. Scene
understanding, which translates low level signal information into meaningful
semantic information, belongs to one of the fundamental abilities of human
beings. In this work, beyond a single object understanding based on low level
features such as colors and forms, we focus on a complex description which relies
on context information like spatial relations as well as prior knowledge on the
application domain. Our aim is to extract high-level semantic information from
a given image and translate it at a linguistic level. Concretely, we are interested
in the interpretation of cerebral images with tumors. The high-level information
corresponds to the presence of diverse types of pathologies as well as descrip-
tions of brain structures and spatial relations among them in a brain image. For
instance, according to different levels of anatomical prior knowledge on brain
pathology, two possible descriptions of the image in Figure 1 could be:

– an abnormal structure is present in the brain,
– a peripheral non-enhanced tumor is present in the right hemisphere1.

1 We use the classical “left is right” convention for display. The “right” structure is
on the left side in Figure 1 (i.e. on the right side of the brain).

c© Springer International Publishing Switzerland 2015
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Fig. 1. A slice of a pathological brain
volume (MRI acquisition), where some
structures are annotated.

Fig. 2. A general schema of image
interpretation task in this work.

In the context of this this work, the decision process is modeled as an abduc-
tive reasoning [1] using Description Logics. Abductive reasoning is a backward-
chaining inference, consisting in generating hypotheses and finding the “best”
explanation of a given observation. New knowledge should be added in order to
positively entail the observation. Image interpretation can be expressed as an
abductive reasoning mechanism. Figure 2 shows the major components of our
framework. The main components encompass an observation of a given image,
a prior knowledge base of the application domain and the reasoning service for
the purpose of image interpretation. The given image is translated into symbolic
representations in terms of logical formulas by segmentation and recognition
of objects using image processing tools. The recognized structures are repre-
sented as individuals of concepts, and spatial relationships are computed and
represented as role individuals. The future work will involve concrete domains.
Concrete domains [6], considered as a real world model (e.g. image space) linked
with abstract terminologies, is as well a useful part which benefits from comple-
mentary information of abstract level of knowledge in the image representation.
Hypotheses are formulated with the help of the reasoning process taking both the
observation and the background knowledge into account. The relations between
the hypothesis and the reasoning are in two directions. One is backward-chaining
for generating potential hypotheses. The other is forward-chaining reasoning to
select satisfiable and preferred explanations.

To achieve our goal, we need to answer the following questions:

– How to model the prior knowledge and formalize an appropriate representa-
tion in a given application domain? (Section 2)

– How to generate hypotheses to explain the observed scene? (Section 3 and 4)
– How to define a criterion to choose the “best” explanation in our case?
(Section 3 and 4)

2 Background and Related Work

Description Logics (DLs) are a family of knowledge representation formalisms [4].
We use ALCHIR+ including inverse roles, symmetric roles and transitive role
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axioms [11] in this paper. The role axioms are represented in a restricted form
such as r ≡ s− (inverse roles) and r ◦ r � r (transitive role axioms). A more
complete overview of Description Logics can be found in [4].

The knowledge base used in our framework is built with three blocks: termi-
nologies (TBox), role axioms (RBox) and assertions (ABox) (K = {T ,R,A}).
An example of a knowledge base referring to brain anatomy is as follows, where
LV l and LV r denote left and right lateral ventricles, and left and right cau-
date nuclei are denoted by CNl and CNr. The general knowledge is represented
in the TBox, which describes basic axioms of the background knowledge. The
ABox represents the assertions, involving the facts in the observation (such as
information extracted from an image). The complete knowledge base is given as
follows:

TBox = {Hemisphere � ∃isPartOf.Brain

BrainStructure � ∃isPartOf.Brain

BrainDisease � ∃isPartOf.Brain � ¬BrainStructure

Tumor � BrainDisease

LV l � BrainStructure � ∃(rightOf � closeTo).CNl

LV r � BrainStructure � ∃(leftOf � closeTo).CNr

CNl � BrainStructure

CNr � BrainStructure

PeripheralHemisphere � Hemisphere

CentralHemisphere � Hemisphere � ¬PeripheralHemisphere

PeripheralTumor � Tumor � ∃isPartOf.PeripheralHemisphere � ∃farFrom.(LV l � LV r)

SmallDeformingTumor � Tumor � ∃closeTo.(CNl � CNr)}

RBox = {rightOf ≡ leftOf
−

above ≡ below
−

closeTo ≡ closeTo
−

farFrom ≡ farFrom
−

isPartOf ◦ isPartOf � isPartOf

hasPart ◦ hasPart � hasPart

isPartOf ≡ hasPart
−}

ABox = {a : CNl

b : unknown

c : Brain

〈a, b〉 : leftOf, closeTo

〈b, c〉 : isPartOf}

This knowledge base example demonstrates a practical way to represent brain
anatomy. For instance, LV l � BrainStructure � ∃(rightOf � closeTo).CNl
expresses that the left lateral ventricle belongs to the brain structure which
is on the right of and close to the left caudate nucleus. In the RBox, inverse
relations (rightOf ≡ leftOf−) and transitive relations (hasPart ◦ hasPart �
hasPart) are used to represent spatial relation properties. In the ABox, a, b, c
are individuals corresponding to observed objects in the image. a : CNl is a
concept assertion and 〈b, c〉 : isPartOf is a role assertion, expressing that b is a
part of c.

High level image interpretation is important in image analysis, for various
tasks such as image annotation [17], event detection [14] and diagnostic prob-
lems [2,3]. Image interpretation combines image processing with artificial intel-
ligence techniques to derive reasonable semantics.

Image interpretation task was regarded as an abduction problem in [2,9,15].
In [15], DL-safe rules were proposed to map high level concepts and occurrence
objects in the scene and their relationships. The rules ensure the expressivity
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and preserve the decidability of the reasoning. However, only the concept defined
in the rules can be inferred using this formalism. In [2], the image interpretation
was formulated as a concept abduction problem. The DL is EL. The knowledge
base is processed using formal concept analysis and the abductive reasoning
utilizes morphological operators. In [9], a probabilistic model is integrated into
the abductive reasoning in order to facilitate the preference selection.

The tableau method was first adapted in Description Logics formalisms for
a market matchmaking problem [7]. Colucci et al. modeled this problem as a
concept abduction in the DL ALN [7], where the observations are the demand
and the supply is treated as the explanation for the meet of the request. The
tableau method has also been studied by Halland et al. in [10] for a TBox
abduction problem. For a TBox abduction problem, a TBox axiom in the form
φ = C � D is an explanation enforcing the entailment of the observation, which
is also in the form of a TBox subsumption form. Similar to the tableau method for
the concept abduction, if the disjunction of two concepts A1 and ¬A2 can create
a clash of the tableau, then A2 � A1 is considered as a potential explanation.

Klarman et al. [13] present a tableau method for ABox abduction in ALC.
This method integrates first-order logic reasoning techniques. First, the back-
ground knowledge and the observation are transformed into first-order syntax.
Then, a tableau in the context of the first-order logic is built and solutions are
selected in the open branches. The results are transformed into Description Logic
from the first-order logic in the end. In [8], Du et al. introduced a tractable app-
roach to ABox abduction, called the query abduction problem. However, the
potential hypotheses are restricted to atomic concepts and roles in the TBox.

Another ingredient in abductive reasoning is the selection of the “best” expla-
nation. As a set of syntactical candidates generated using the tableau method,
the selection relies on explicit restrictions for choosing the “best” explanation.
Restrictions concern filtering out inappropriate hypotheses, for instance, incon-
sistent hypotheses (H1 such that K∪H1 |= ⊥) and independent hypotheses (H1

entails the observation independently without background knowledge, such that
H1 |= O). These types of hypotheses need to be removed. In addition, mini-
mality criteria are required to select the “best” among the filtered candidates.
Though the desired candidates are selected, the solutions can be infinite. There-
fore, defining minimality criteria is an important manner to find a preference
among all the potential hypotheses. Bienvenu discussed a set of basic minimal-
ity criteria for abductive reasoning in DLs in [5] such as semantic minimality
and cardinal minimality.

3 Abductive Reasoning Using Tableau Method

In this section, we will introduce how abduction is applied to image interpre-
tation from two aspects (generation of hypotheses and selection of a preferred
explanation).

Definition 1 (Concept Abduction). Let L be a DL, K = {T ,A} be a knowl-
edge base in L, C,D two concepts in L and suppose that they are satisfiable with
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respect to K. The logical formalism of abduction in DLs is represented as fol-
lows: given an observation concept O, a hypothesis is a concept H such that
K |= H � O.

As all observed objects in the ABox can be formulated by an appropriate
concept, our problem is modeled as a concept abduction. K |= H � O. H is
an explanation of the given observation O if H is subsumed by O w.r.t. K. The
subsumption problem can be converted into a test of satisfiability which requires
to prove that H � ¬O is unsatisfiable. According to the strategy proposed by
Aliseda [1], a potential hypothesis H is the concept which makes the tableau of
H � ¬O closed as a consequence.

In the forward-chaining inference such as deduction, the corresponding
axioms of the TBox are integrated in the tableau method using the normal-
ization process [4]. The more general concept (in the right of a subsumption
relation) can be obtained if the more specific concept is satisfied (in the left side
of a subsumption relation). In Colucci’s method, the authors employ this replace-
ment strategy. In other words, the more specific concept cannot be inferred from
the more general concept. For instance, a concept D can be inferred by getting
a concept C with the axiom C � D in a deductive way since a model of the
concept C is also a model of D. However, this is not suitable for a backward-
chaining inference, which intends to find a concept C as a hypothesis for D.
A possible solution is to add the internalized concept (see Definition 2) in the
tableau.

Definition 2 (Internalized concept [4]). Let T be a TBox and a set of
axioms formulated as Ci � Di. The internalized concept of the TBox is defined
as follows:

CT ≡ �(Ci�Di∈T )(¬Ci � Di)

For example, the internalized concept of the axiom LV l � BrainStructure �
∃(rightOf � closeTo).CNl is ¬LV l � (BrainStructure � ∃(rightOf �
closeTo).CNl).

If Ci � Di, then � � ¬Ci�Di and CT ≡ �. As a consequence, all interpreta-
tions of the TBox T are equivalent to interpretations of the internalized concept
CT . Therefore, every interpretation element belongs to CI

T and C ≡ C � CT is
proved.

We reformulate the subsumption checking in terms of satisfiability: the con-
cept H � ¬O is not satisfiable w.r.t. T , where H is an explanation, O is an
observation, T is a TBox. This problem can be reduced by testing the satisfia-
bility of a concept H�¬O �CT , where CT is the internalized concept of T . The
concept H that causes unsatisfiability of H � ¬O � CT is a potential hypothesis,
i.e. the tableau built from this concept is closed. We follow this strategy and
propose an extension of the work by Colucci et al. in [7].

Each interpretation element in the tableau has now four label functions: T(x),
F(x), T(〈x, y〉), F(〈x, y〉), where x, y are interpretation elements in ΔI . They
are defined as follows:
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Let K = 〈T ,R,A〉 be a knowledge base, x, y interpretation elements, C,D
two concepts and r, s two roles in the given DL, we have:

– T(x) represents a set of concepts such that x is one possible interpretation
element: C ∈ T(x) iff x ∈ CI .

– F(x) represents a set of concepts such that x is not one possible interpretation
element: D ∈ F(x) iff x /∈ DI .

– T(〈x, y〉) represents a set of roles between x and y: r ∈ T(〈x, y〉) iff 〈x, y〉 ∈
rI .

– F(〈x, y〉) represents a set of unsatisfiable roles between x and y: s ∈ F(〈x, y〉)
iff 〈x, y〉 /∈ sI .

In the initialization step, the root node of the tableau is initialized with the
concept CT � ¬O. As CT � ¬O belongs to T(1), we add its negation to F(1).
This technique avoids adding the negation before selecting concepts to generate
contradictions in the tableau. We can prove the equivalence between C ∈ T(x)
and ¬C ∈ F(x). Suppose that for x ∈ ΔI , x is an interpretation element of a
concept C, and x is also an interpretation individual of the concept ¬C. As a
consequence, x is an interpretation of the concept C � ¬C ≡ ⊥. There is no
such interpretation. Thus, if x ∈ CI , then x /∈ (¬C)I , and conversely, x ∈ CI is
proved when x /∈ (¬C)I .

We assume that the concepts are expressed in a negation normal form (NNF).
For a concept C ∈ ALC, ¬C in the NNF is denoted by C. The expansion rules
used in our work are:

1. Conjunction
T) if C � D ∈ T(x), we add C and D in T(x).
F) if C � D ∈ F(x), we add C and D in F(x).

2. Disjunction
T) if C �D ∈ T(x), the branch is divided into two (T(x1),T(x2)). T(x1) =

T(x) ∪ {C} and T(x2) = T(x) ∪ {D}
F) if C � D ∈ F(x), the branch is divided into two (F(x1),F(x2)). F(x1) =

F(x) ∪ {C} and F(x2) = F(x) ∪ {D}
3. Existential restriction

T) if ∃r.C ∈ T(x) and there does not exist a y such that r ∈ T(〈x, y〉) and
C ∈ T(y), we create a new interpretation element y and then add r in
T(〈x, y〉), and C in T(y).

F) if ∀r.C ∈ F(x) and there does not exist a y such that r ∈ T(〈x, y〉) and
C ∈ F(y), we create a new interpretation element y and then add r in
T(〈x, y〉), and C in F(y).

4. Universal restriction
T) if ∀r.C ∈ T(x) and for all y such that r ∈ T(〈x, y〉) and C /∈ T(y), we

add C in T(y).
F) if ∃r.C ∈ F(x) and for all y such that r ∈ T(〈x, y〉) and C /∈ F(y), we

add C in F(y).
5. Replacement of axioms in T

T) if A ∈ T(x) and A ≡ C ∈ T , we add C in T(x).
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T) if ¬A ∈ T(x) and A ≡ C ∈ T , we add C in T(x).
F) if ¬A ∈ F(x) and A ≡ C ∈ T , we add C in F(x).
F) if A ∈ F(x) and A ≡ C ∈ T , we add C in F(x).

6. r−-rule
T) if r ∈ T(〈x, y〉), then r− ∈ T(〈y, x〉).
F) if r ∈ F(〈x, y〉), then r− ∈ F(〈y, x〉).

7. ∀rtrans-rule
T) if ∀r.C ∈ T(x) and r is a transitive role, then for all y such that r ∈

T(〈x, y〉), ∀r.C ∈ T(y).
F) if ∃r.C ∈ F(x) and r is a transitive role, then for all y such that r ∈

T(〈x, y〉), ∃r.C ∈ F(y).
8. r�-rule

T) if r � s ∈ T(〈x, y〉), we add r and s in T(〈x, y〉).
F) if r � s ∈ F(〈x, y〉), we add r and s in F(〈x, y〉).

The contradiction is classified into two types: homogeneous clash and het-
erogeneous clash.

Definition 3 (Clash [7]). A clash in a branch can be divided into two cate-
gories:
1. A branch is defined as a homogeneous clash if:

– ⊥ ∈ T(x) or � ∈ F(x).
– {A,¬A} ∈ T(x) or {A,¬A} ∈ F(x).

2. A branch is defined as a heterogeneous clash if:
– {A or ¬A} ∈ T(x) ∩ F(x).

We illustrate this procedure on the brain MR image with a tumor (Figure 1)
using the knowledge base described in Section 2. In this example, the observation
is a concept for an unknown object considering the background knowledge: O ≡
∃(leftOf− � closeTo−).CNl � ∃isPartOf.Brain2.

LV l � BrainStructure � ∃(rightOf � closeTo).CNl

SmallDeformingTumor � Tumor � ∃closeTo.(CNl � CNr).

By applying expansion rules, the construction process of the tableau is shown
in Figure 3. We explain only the first part of the development of the tableau
procedure. The hypotheses are generated from open branches. In this example,
we have two sets of concepts for the expanded part:

H1 = {LV l, SmallDeformingTumor}
H2 = {LV l, ∀closeTo.¬CNr, ∀closeTo.CNl}.

The concepts in these two sets are basic elements to build a hypothesis H. We
assume that the second part of the tableau is closed. Therefore, a hypothesis H
is a conjunction of one concept from each set Hi. To avoid redundancy, we take
the minimum hitting set in order to construct hypotheses from the candidate
sets.
2 We use image processing tools to recognize some known structures and to compute
their spatial relationships. The description in logical formalism is given manually.
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T(1) = {}
F(1) = {(∃(leftOf− � closeTo−).CNl) � ∃isPartOf.Brain
�(LV l � (¬BrainStructure � ∀(rightOf � closeTo).¬CNl))

�(SmallDeformingTumor � (¬Tumor � ∀closeTo.¬(CNl � CNr)))}

T(1) = {}
F(1) = {(∃(leftOf− � closeTo−).CNl) � ∃isPartOf.Brain
(LV l � (¬BrainStructure � ∀(rightOf � closeTo).¬CNl))

(SmallDeformingTumor � (¬Tumor � ∀closeTo.¬(CNl � CNr)))}

T(1) = {}
F(1) = {..., ∃(leftOf− � closeTo−).CNl}

F(1) = {...,
LV l}

F(1) = {...,
SmallDeformingTumor}

�

F(1) = {...,¬Tumor
∀closeTo.¬(CNl � CNr)}

F(2) = {¬CNl � ¬CNr}
T(1, 2) = {closeTo, closeTo−}

F(2) = {...,¬CNl,CNl}
T(1, 2) = {

closeTo, closeTo−}

�

F(2) = {...,¬CNr,CNl}
T(1, 2) = {

closeTo, closeTo−}

�

F(1) = {...,
¬BrainStructure,

∀(rightOf � closeTo).¬CNl}

F(2) = {¬CNl}
T(1, 2) = {rightOf, closeTo,

leftOf−, closeTo−}

F(2) = {..., CNl}

�

T(1) = {}
F(1) = {..., ∃isPartOf.Brain}

F(1) = {...}

Fig. 3. The process of constructing the tableau by applying expansion rules.

Definition 4 (Hitting set). Let {S1, . . . , Sn} be a collection of sets. A hitting
set T is a subset T ⊆ ∪n

i=1Si such that T contains at least one element of each
set in the collection T ∩ Si �= ∅ (1 ≤ i ≤ n). The minimal hitting set is a hitting
set Tm if � hitting set T ′ such that T ′ ⊂ Tm.

The inconsistent hypotheses (K ∪ H |= ⊥) and irrelevant hypotheses (H |= O)
also need to be removed during the construction process. An exhaustive algo-
rithm (Algorithm 1) is elaborated from the minimal hitting set algorithm [16].

Algorithm 1. Exhaustive search algorithm of selecting hitting sets.
1: input: A collection of sets {S1, . . . , Sn}
2: output: A collection of hitting sets H
3: H = ∅
4: Root node initialization.
5: for i from 1 to n do
6: Create new children nodes for all concepts of Si in every leaf node
7: An intermediate hypothesis hypj is the conjunction of all the concepts in the same branch
8: Delete the branch j if hypj is inconsistent w.r.t. the TBox
9: end for
10: The conjunction of all concepts in each branch j represents a potential hypothesis Hj

11: return: H =
⋃{Hj}

In order to choose a preferred solution among the hitting sets, two basic min-
imality criteria are used in our framework: subsumption criterion and cardinal
minimality.
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Definition 5 (Subsumption criterion). For an abduction problem P =
〈T ,H,O〉, Hi is a �minimal explanation if there does not exist an explanation
Hj for P such that Hi � Hj.

Definition 6 (Cardinal minimality criterion). For an abduction problem
P = 〈T ,H,O〉, H is a set of concepts {C1, · · · , Cn} and H = C1 � · · · � Cn. Hi

is a ≤minimal explanation if there does not exist an explanation Hj for P such
that |Hi| ≤ |Hj |.
In our example, H1 = LV l and H2 = SmallDeformingTumor �
∀closeTo.¬CNr are equally preferred if we choose the subsumption criterion.
However, H1 = LV l is preferred if we consider the cardinal minimality criterion.

4 Conclusions and Perspectives

We have exploited Description Logics and an associated tableau method for
knowledge representation and reasoning in image interpretation. A first model
of background knowledge of brain anatomy including spatial information is pro-
posed. At this stage, we have adapted the tableau method for generating pre-
ferred hypotheses w.r.t. the TBox.

Several directions will be considered in the future. A first direction is to gen-
erate adaptive hypotheses iteratively. We have shown that the tableau method
produces a large amount of hypotheses, however, most of them are irrelevant
or unsatisfiable. In order to avoid getting these hypotheses, an iterative method
will be considered. Instead of adding all internalized concepts into the tableau,
only relevant axioms are added to corresponding branches that cause a closure.
This action can avoid generating unsatisfiable hypotheses. Since the observa-
tion is a conjunction of the concepts, the partial hypotheses in each branch
will be ordered according to the minimality criterion. The selection process for
the “best” explanation will be directly embedded into the tableau construction
process.

Concrete domains are necessary in image interpretation since they provide
an interface between abstract logical level and concrete image space, because
semantic truth models may not have corresponding regions in concrete domains.
For example, a concept CNl � ∃rightOf.CNr could be verified to be satisfiable
w.r.t. to a defined TBox. However, this concept may not have a model in the
image space. This aspect will also be studied in the future.

Fuzzy logic is also a useful ingredient in knowledge representation dealing
with imprecision and vague information. This aspect has been proved to be
important for spatial reasoning by combining fuzzy relations in the concrete
domains to Description Logics for image interpretation [12]. Another strategy to
integrate fuzzy set theory into knowledge representation is to add fuzzy values
to terminological and assertional knowledge at the logical level. This part of the
work will allow dealing directly with satisfaction degrees of spatial relations.
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