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Preface

The 2015 International Conference on Data Science, ICDS 2015, held its 2nd meeting
at the University of Technology Sydney on August 8–9, 2015, in co-location with the
21st ACM SIGKDD Conference on Knowledge Discovery and Data Mining, held on
August 10–13 in Sydney. The 24 papers accepted in this year's ICDS conference
covering a wide variety of topics within the field of big data science were divided into
five oral sessions and one poster and reception session. We are particularly indebted to
our 12 keynote speakers: Yixin Chen, Huan Liu, Ramamohanarao Kotagiri, Jian Pei,
Yong Shi, Geoff Webb, Wei Wang, Hui Xiong, Philip Yu, Albert Zomaya, Yangyong
Zhu, and Zhi-Hua Zhou. The keynote speakers are world-renowned researchers in big
data analytics. The keynote talk title and abstract can be found online at http://ic-
datascience.org/icds2015/.

The editors would like to thank all of the presenters who made this conference so
interesting and enjoyable. A special thanks should also be extended to the session
chairs and to the over 50 reviewers, who gave of their time to evaluate the record
number of submissions. We are grateful to all of the faculty, staff, and volunteer
students of the Research Centre on Quantum Computation and Intelligent Systems
(QCIS), University of Technology Sydney (UTS), especially to the committee chair,
Chengqi Zhang, and QCIS staff, Dr. Jing Jiang and Ms. Li Liu. They have contributed
much time in coordinating the conference. Special thanks also go to Dr. Ling Chen, the
general chair of the 13th Australian Data Mining conference, AusDM 2015. We owe
all these people a great debt as this conference would not have been possible without
their constant efforts. Finally, we would like to especially thank the Research Center on
Fictitious Economy and Data Science, and the CAS Key Laboratory on Big Data
Mining and Knowledge Management, of the Chinese Academy of Sciences, China; the
University of the Chinese Academy of Sciences, China; the Shanghai Key Laboratory
of Data Science, Fudan University, China; the School of Management, Xi’an Jiaotong
University, China; and the Centre for Quantum Computation & Intelligent Systems
(QCIS), Australia. We hope that all of you reading this enjoy these selections as much
as we enjoyed the conference.

July 2015 Chengqi Zhang
Jing He

Peng Zhang
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http://ic-datascience.org/icds2015/
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Design of Personalized News Comments
Recommendation System
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Yiyi Zhou4, and Lina Lan3
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Beijing, China

Abstract. Nowadays people spend lots of time on browsing news on the
Internet. News comment as one of the most common things that people find on
the website, is earning more attention than before. News comments have sig-
nificant impacts on people’s decision and behavior as news itself. People find
that they are always overwhelmed by massive comments and valuable com-
ments are drowned in large amounts of uninteresting comments. This paper
presents a multi-dimensional classification system and the personalized rec-
ommendation system of news comments, which aims to provide comments
classification and personalized recommendation services. With this system,
users will get a better users experience and get a comprehensive view of the
news and comments with cheaper time cost.

Keywords: Multi-dimensional classification � Personalized recommendation �
Comments

1 Introduction

Nowadays people are facing a growing number of information. News is one of the most
important parts of the information that people read every day. According the research,
users even pay more attention to the news comments, some of which contain more

Supported by National Grand Fundamental Research 973 Program of China under Grant
No. 2013CB329605; Key Project of Science and Technology in Henan Province (2014) under
Grant No. 144300510001; Transformation Project of Scientific and Technological Achievements in
Henan Province (2014) under Grant No. 142201210009; Chinese Universities Scientific Fund
(BUPT2014RC0701); BUPT (Beijing University of Posts and Telecommunications) Undergraduate
Innovation Research Fund.
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useful information, but some not. Reading the valuable comments can let users have a
good habit of calm thinking. Many comments on the websites are valid and repeated,
which means the comments should be screened, classified and recommended. So this
system is designed to produce a better and more efficient way for users to read the news
comments on the Internet.

2 Related Works

It is extraordinarily important for the news website to give a special and scientific order
for the news comments. This paper has made an investigation of the most popular news
website, and found the following standard to give the order of the comments: (a) Posted
time: Its disadvantage is the latest comment may not be the most valid one and could
not give more meaningful information. (b) The number of “hearts”: At present there is
usually an icon of heart just under each piece of the comments. If someone like some
comment, he could just lick the button to show his opinion or attitude. Its disadvantage
is that the most popular comments may not fit you. Everyone has his own view and
standard of judgment, so it is not so scientific to order with only one dimension. (c) The
counts of the discussion: The number of discussion under a comment reflects the fact
that it attracts more attention from the Internet. Some website manager puts the most
attracted one in the front of the comments queue [1]. Its disadvantage is sometimes the
number of discussions under some comment may not tell the true popularity. Two users
can have a long conversation that is unrelated with the news.

3 System Architecture

The system contains three main parts: the comments collecting and filtering system, the
multi-dimension classification system and the personalized recommendation system
(Fig. 1).

Data Collecting. The system uses crawler to collect data from the website Sina (www.
sina.com.cn), which is one of the biggest websites of the news with comments coming
from a large variety of people. The layout of the comments of the Sina is more complex

Fig. 1. System architecture

2 M. Zhou et al.

http://www.sina.com.cn
http://www.sina.com.cn


than other website. We use ICTCLAS [2] to do Chinese word segmentation for news
and comments, where a piece of news or a comments is seen as a sequence of words
and weights which valued with the word frequency.

Information Filtering. The initial comments collected from the websites contain
much repeat and unrelated information 78.3 % of the news has similar comments that
provides less information for users, and 37.3 % of the news contains meaningless
information. So the initial filtering is important for the system and it contains joking
words, advertisements and repeating words.

The Multi-dimensions Classification. This is the most important part of the system.
There is a multi-dimensional standard including attitude aspects, relativity, length of
comments, hottest comment, region aspects, and profession of the comments. SVM
(support vector machine) algorithm [3, 4] is used to do the emotion classification.

The Personalized Recommendation. The recommendation system evaluates the
value of the comments based on the classification and the habits of the users. And to
present objective and meaningful comments, the system will mix different kinds of
information to do recommend.

4 Multi-dimensional Classification

1. Profession Dimension: This dimension is used to get ‘views from experts’. It will
be classified through the source of information. The comments in this category are
collect from the ‘expert comments’ area on the websites.

2. Length of the Comment: The length of the comments is used to distinguish
‘insightful views’ and ‘informal discussion’. We found comments of below 20
words are 35 %, 20–30 words are 17 %, 30–40 words are 9 %, 40–50 words are
8 %, 50–60 are 10 %, 60 words and over are 21 %. According to the statistics, 60 %
of the comments are under 39 words (include 39). So that the comments which over
39 words are defined as ‘long comment’ and classified in ‘insightful view’. The
comments that are under 39 words (include 39) are classified in ‘informal
discussion’.

3. Relativity: Relativity between the news and a comment is used to further distin-
guish ‘insightful views’ and ‘informal discussion’. The cosine similarity metric is
used to calculate the relativity between the news and a comment, following the

Eq. (1) C
!

i and N
!

are the comment and the news vector weighted with word
frequency. After the calculation, some comments are classified as ‘insightful views’.

SimðC!i; NÞ
�! ¼ cos\C

!
i; N
!

[ ¼ C
!

i � N!

jC!ij � jN!j
ð1Þ
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4. Attitude Consideration: The comments of the news contain both rational and
emotional information. For emotion, the comments of specific news often have lots
of comments that show similar attitude. In our system, the comments are simply
classified into two categories: positive and negative (Table 1).

The training dataset is labeled with 3500 comments of 100 news posts, which form
a dataset containing over 5800 features. The trained model can be used to make
classification. Comments are put into the model to make prediction.

5. Region: The authenticity is important. Some news writers come to the place of the
incident themselves to observe what happened, but some may not. The later groups
of people may only judge and analysis the property from others, but not the fact.
The people live locally may know more information and details, so their critics have
stronger voice than others.

5 Personalized Recommendation

The recommendation system is used to provide a better user experience, let the users
get what they interested in rapidly and help them understand the news in detail.

• Collecting user information
This system uses an implicit way to collect user information that mainly comes from
users’ personal records. Users will leave their respective log data on Web servers
when visiting these sites. These log data are usually stored in servers in the form of
document files [5]. Every user will have their own log, which contains their record
of liking and the comment they wrote before.

• The standard of recommendation
Three aspects are designed to present the information for each user.

(a) Attitude collocation: The system gives each comment a label. And the habit of
users is collected and it can be used to predict which kind of comment they prefer
and present the information.

(b) Region based recommendation: Sometimes only the local people know the truth.
So the comments written by indigenes will get marks and are recommended
firstly.

Table 1. The attitude of news comments (sample numbers: 500 source: news.sina.com)

Political news Social news Military news Processed news

Positive 74 % 61 % 34 % 45 %
Negative 20 % 25 % 40 % 45 %
Neural 6 % 14 % 26 % 10 %

4 M. Zhou et al.
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(c) The valuable comments recommendation with our classification algorithm:

‘Views from experts’ collects the professional comments from the experts.
‘Insightful views’ collects the insightful and useful comments from the users.
‘Informal discussion’ collects some low-value comments from the users.

6 Conclusion

By using this system, users can read the comments more convenient, which means they
can get the valuable and expected information effectively and broaden their horizon
through reading. The classification and recommendation of the comments will bring a
totally new user experience. Next we’re trying to build a recommendation model, to
score each comment and to rank the comments for recommendation.

Acknowledgements. Thanks for the valuable comments from Ruifang Liu and technical dis-
cussion with Yongjiang Zhao, Qinlong Wang.
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Abstract. In this paper, we address the problem of minimizing the neg-
ative influence of undesirable things in a network by blocking a limited
number of nodes from a topic modeling perspective. When undesirable
thing such as a rumor or an infection emerges in a social network and part
of users have already been infected, our goal is to minimize the size of ulti-
mately infected users by blocking k nodes outside the infected set. We first
employ the HDP-LDA and KL divergence to analysis the influence and rel-
evance from a topic modeling perspective. Then two topic-aware heuristics
based on betweenness and out-degree for finding approximate solutions
to this problem are proposed. Using two real networks, we demonstrate
experimentally the high performance of the proposed models and learn-
ing schemes.

Keywords: Influence minimization · Blocking nodes · Social networks

1 Introduction

In the past decade, the online social networks are providing convenient plat-
forms for information dissemination and marketing campaign, allowing ideas and
behaviors to flow along the social relationships in the effective word-of-mouth
manner [1,2]. From the functional point of perspective, networks can mediate
diffusion including not only positive information such as innovations, hot topics,
and novel ideas, but also negative information like malicious rumors and dis-
information [3]. Take the rumor for example, even with a small number of its
initial adopters, the quantity of the ultimately infected users can be large due
to triggering a word-of-mouth cascade in the network. Therefore, it is an urgent
research issue to design effective strategies for reducing the influence coverage of
the negative information and minimizing the spread of the undesirable things.

This problem has received a good deal of attention by the data mining
research community in the last decade [4,5], but quite surprisingly, the char-
acteristics of the item being the subject of the influence minimization has been
left out of the picture.
c© Springer International Publishing Switzerland 2015
C. Zhang et al. (Eds.): ICDS 2015, LNCS 9208, pp. 6–15, 2015.
DOI: 10.1007/978-3-319-24474-7 2



Minimizing the Social Influence from a Topic Modeling Perspective 7

In this paper, we aim to minimize the spread of an existing undesirable thing
by blocking a limited number of nodes in a network from a topic modeling
perspective. More specifically, when some undesirable thing starts with some
initial nodes and diffuses through the network under the topic-aware independent
cascade (TIC) model, we consider finding a set of k nodes such that the resulting
network by blocking those nodes can minimize the expected contamination area
of the undesirable thing, where k is a given positive integer. We refer to this
combinatorial optimization problem as the influence minimization problem. For
this problem, we first employ the HDP-LDA and KL divergence to analysis the
authoritativeness, influence and relevance from a topic modeling perspective.
Then we propose two topic-aware heuristics based on betweenness and out-degree
for finding approximate solutions to the problem. With two large real networks
including Sina microblog and Facebook, we experimentally demonstrate that
the proposed topic-aware node-removal heuristics outperform the well-studied
notions of centrality measures.

2 Related Works

The research on finding influential nodes that are effective for the spread of
information through a social network, namely Influence Maximization Problem,
has attracted remarkable attention recently due to its novel idea of leverag-
ing some social network users to propagate the awareness of products [2,6]. To
improve the efficiency of seed selection, many heuristics and optimized greedy
algorithms have been proposed, e.g., DegreeDiscount [2], MIA [7], DAG [8],
SIMPATH [9], ShortestPath [10], SPIN [11], CELF [12], CELF++ [13] and
UBLF [14–16]. Besides, Guo et al. [17] investigated the influence maximization
problem from the item-based data. Rodriguez et al. [18] studied the influence
maximization problem in continuous time diffusion networks. Goyal et al. [19]
proposed an alternative approach to influence maximization which, instead of
assuming influence probabilities are given as input, directly uses the past avail-
able data. In the works [20,21] the authors discussed the integral influence max-
imization problem when repeated activations are involved. Zhou and Guo [22]
established a constraint influence maximization framework for special targeted
users. As a reverse problem, the source detection in a social network was dis-
cussed by Zang et al. [23,24]. However, the problem of minimizing the negative
influence of undesirable things gets less attention, although it is an important
research issue.

Some related research work has been made on minimizing the influence of
negative information by removing nodes or links from a network [25,26]. It has
been shown in particular that the strategies of removing nodes in decreasing
order of out-degree can often be effective [5,27,28]. Kimura et al. proposed a
links blocking method to minimize the expected contamination area of the net-
work [4]. However, the fact of part nodes infected is not considered. Yu et al.
addressed the problem of finding spread blockers are simply those nodes with
high degree [29]. Budak et al. investigated the problem of influence limitation
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where a bad campaign starts propagation from a certain node in the network
and use the notion of limiting campaigns to counteract the effect of misinforma-
tion [3]. Different from previous work, our research cares more about a specific
contamination scenario in the social network, and how to minimize the negative
influence by blocking a small set of nodes from a topic modeling perspective.

3 Problem Formulation

To model the topic-aware social influence, we adopt the Topic-aware Independent
Cascade (TIC) Model [30], where the user-to-user influence probabilities depend
on the topic. Therefore, for each arc (v, u) ∈ E and each topic z ∈ [1,K] we are
given a probability pz

v,u, representing the strength of the influence exerted by
user v on user u on topic z. Moreover for each item i ∈ I that propagates in the
network, we have a distribution over the topics, that is for each topic z ∈ [1,K]
we are given γz

i = P (Z = z|i), with
∑K

z=1 γz
i = 1. In this model a propagation

happens like in the IC model: when a node v first becomes active on item i, has
one chance of influencing each inactive neighbor u, independently of the history
thus far. The tentative succeeds with a probability that is the weighted average
of the link probability w.r.t. the topic distribution of the item i:

pi
v,u =

K∑

z=1

γz
i pz

v,u. (1)

Under the directed graph G = (V,E), the influence spread of the initially infected
set S, which is the ultimately expected number of infected nodes, is denoted as
σ(S|V ).

Now we present a mathematical definition for the influence minimization
problem. Assume the negative information spreads in the network G = (V,E)
with initially infected nodes S ⊆ V , our goal here is to minimize the number of
ultimately infected nodes by blocking k nodes (or vertices) of set D ∈ V , where
k (� |V |) is a given const. It can be formulated as the following optimization
problem:

D∗ = arg min
D⊆V,|D|≤k

σ
(
S

∣
∣V \D

)
(2)

where σ(S|V \D) denotes the influence (number of ultimately infected nodes) of
S when the node set D is blocked.

4 Topic Model Analysis

Before we solve this problem above, we should introduce the Latent Dirichlet
Allocation based on Hierarchical Dirichlet Process (HDP-LDA) method first.

In the first step, we adopt the hierarchical Dirichlet processes to learn the
topic distribution θeu,v

for each link eu,v. HDP-LDA is non-parametric topic
model which can automatically determine the proper number of topic K based on
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Fig. 1. Graphical Model for HDP. γ,α0 and H are hyper parameters. Gd denotes
random measure at the document level while G0 at the corpus level. zdi denotes the
topic of word wdi while wdi denotes the ith word in document d.

the data at hand. It has been proved that HDP outperforms other unsupervised
topic models, e.g. LDA [31] and LSI [32], on modeling large scale web texts.

This step contains three sub-steps. First, we collect all the messages on the
links, which forms a document set D = {deu,v,i|eu,v ∈ E, i = 1, · · · , Neu,v

},
where Neu,v

is the number of messages on link eu,v. Second, we adopt HDP-
LDA to learn the number of topic K and the topic distribution θeu,v,i for each
message. Third, the topic distribution for link θeu,v

is calculated by averaging
the topic distribution θeu,v,i and the topic distribution of the target information
θd′ is predicted (Fig. 1).

4.1 Model Description

HDP defines a set of random measures Gd, one for each document, and a global
random measure G0. Gd models the topic distributions at the document level
while G0 at the corpus level. Each word wdi is associated with a topic zdi sam-
pled from Gd. To share the topics across documents, the document-specific ran-
dom measures Gd are drawn from the global measure with Dirichlet process
DP (α,G0), where α is a concentration factor. The global measure G0 is also
sampled from a corpus-level DP with a concentration parameter γ and a base
probability measure H. In summary, we define the generative process of HDP
as follows.

G0|γ,H ∼ DP (γ,H), Gd|α,G0 ∼ DP (α,G0)
zdi|Gd ∼ Gd, wdi|zdi ∼ F (zdi)

(3)

HDP can be constructed with the Chinese Restaurant Franchise processes
(CRF). In the metaphor of CRF, a restaurant franchise corresponds to a corpus,
and each restaurant corresponds to a document. A global menu of dishes in the
restaurant corresponds to a topic φ1, · · · , φK . A customer corresponds to a word
in a document. And the process of a customer picking a table corresponds to
generating a word with a topic. In particular, we need to maintain the counts
of customers and tables. Here, ndbk denotes the number of customers in the
restaurant d at table b eating dish k and mdk denotes the number of tables in
the restaurant d serving dish k. In this paper, marginal counts are represented
with dots. Thus, ndb· represents the number of customers in the restaurant d
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at table b, and so on. In metaphor of CRF, for a word wid, the conditional
distribution for the word’s topic selection zdi given zd1, · · · , zd,i−1 and G0 as in
Eq. (4), where Gd is integrated out.

zdi|zd,1:i−1, α,G0 ∼
md·∑

b=1

ndb·
i − 1 + α

δψdb
+

α

i − 1 + α
G0 (4)

And the conditional distribution of ψdbnew is given in Eq. (5).

ψdbnew |ψ1:d−1,·, ψd,1:md·−1, γ,H ∼
∑

k∈K

m·k
m·· + γ

δφk
+

γ

m·· + γ
H (5)

Equations (3), (4) and (5) together describe the CRF construction of HDP.

4.2 Model Inference

We adopted the Gibbs sampling algorithm to infer the latent state of HDP. In
Gibbs sampling scheme [33], the state of one variable is sampled with all the other
states fixed. We sample the latent variables in sequence until convergence. In
HDP, the latent variables of interests are the corpus-level topic distribution β, the
topic for each word zdi, and the number of tables for each topic in document mkj .

– Sampling G0. Given CRF construction of HDP, the corpus-level topic distri-
bution G0 can be instantiated as G0 =

∑
k βkδφk

+βuH. And it is distributed
as in Eq. (6):

β = (β1, ..., βK , βu)|m·,P ·, γ ∼ Dir(m·1, ...,m·K , γ) (6)

– Sampling zji. Given CRF construction of HDP, It can be realized by group-
ing together terms associated with each k.

p(zji = k|z−ji,m, β) =

{
(n−ji

j·k + α0βk)f−xji

k (xji, wji) for existing k ,

α0βuf
−xji

knew (xji) for new topic k = knew.

(7)
– Sampling m. Given the CRF construction of HDP, the number of tables is

determined by the scaling factors as well as the number of words in the doc-
uments. Antoniak(1974) [34] has shown that mjk is distributed as in Eq. (8):

p(mjk = m|z,m−jk = k, β) =
Γ (α0βk)

Γ (α0βk + nj·k)
s(nj·k,m)α0βk

m (8)

where s(n,m) are unsigned Stirling number of the first kind.

Given the samples, the posterior of topic distribution of message j can be
calculated as in Eq. (9)

θj = (θj1, θj2, · · · , θjK) ∼ Dir(nj·1 + α0β1, nj·2 + α0β2, · · · , nj·K + α0βK) (9)

And the distributions of the link can be computed by averaging the distrib-
ution of messages on that link:

θeu,v
=

∑
i∈deu,v

θi

Neu,v

(10)
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4.3 Prediction

We have trained the model on a fully observed data of social network G = (V,E)
at hand, and get the word distribution for each topic denoted as φk, where
k = 1, 2, ...,K and K is the number of topics. We will use the φk to predict the
topic distribution θd′ for the new message d

′
with EM algorithm. In the E-step,

given fixed φk and random topic distribution θd′ , we can compute the topic of
every word zji. And in the M-step, we will compute the new θd′ with the result
from E step. The E-step and M-step is conducted iteratively until convergence.

5 Analysis and Solution for Influence Minimization

The problem of learning the parameters of the TIC models takes in input the
social graph G = (V,E), a log of past propagations D, and an integer K,
which can be learnt by the Latent Dirichlet Allocation based on Hierarchi-
cal Dirichlet Process (HDP-LDA) method. The propagation log is a relation
(User, Item, Time) where a tuple (u, i, t) ∈ D indicates that user u adopted item
i at time t. The output of the learning problem is the set of all parameters of the
TIC propagation model, which we denote Θ: these are γz

i and pz
v,u for all i ∈ I,

(v, u) ∈ E, and z ∈ [1,K]. Assuming that each propagation trace is independent
from the others, the likelihood of the data given the model parameters Θ, can
be expressed as: L(Θ;D) =

∑
i∈I log L(Θ;Di). We then adopt the standard EM

inference of parameters Θ for TIC. We calculate the topic distributions of each
uninfected node w and negative information i via HDP-LDA, then calculate
the KL divergences d(w, i) between node w and information i from the topic
perspective.

Now we are back to the optimal problem (2), any straightforward method for
exact solution suffers from combinatorial explosion for a large network. There-
fore, we consider approximately solving the problem, while a natural idea is to
block the nodes in the neighborhood of infected set. Specifically, given the ini-
tially infected set S and the negative information i, define the neighborhood set
N(S) like

N(S) :=
{
v ∈ V \S : ∃u ∈ S, s. t. (u, v) ∈ E

}
.

We want to block k susceptible nodes in the set N(S) to minimize the negative
influence. Since the set N(S) is usually very large (i.e. |N(S)| � k), a natural
question arises, how to select k susceptible nodes from the set N(S) to block in
order to make the ultimate influence as small as possible? In this paper, given
the negative information i ∈ I, we introduce two scoring methods for the nodes
in N(S), and then select k nodes with the highest scores as the objectives to
block.

Topic-aware Betweenness Scoring Method. Given the initially infected nodes S,
the betweenness score b(w) of a node w ∈ N(S) is defined as follows:

b(w) =
∑

u∈S,v∈V \S

n(w;u, v)
N(u, v)

(11)
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where N(u, v) denotes the number of the shortest paths from node u to node v
in G, and n(w;u, v) denotes the number of those paths that pass w. Here we set
n(w;u, v)/N(u, v) = 0 if N(u, v) = 0. We defined the topic-aware betweenness as

tb(w) =
b(w)

d(w, i)
. (12)

Topic-aware Out-degree Scoring Method. Previous work has shown that simply
removing nodes in order of decreasing out-degrees works well for preventing
the spread of contamination in most real networks [5]. Here we focus on the
contaminated set S and the corresponding i ∈ I. We define the out-degree score
o(w) of node w ∈ N(S) as the number of non-contaminative nodes around w.
We defined the topic-aware out-degree as

to(w) =
o(w)

d(w, i)
. (13)

Equations (12) and (13) are reasonable, since we can find that the smaller
d(w, i) is, the more susceptible the node w is; and the bigger b(w) or o(w) is, the
more pivotal the node w is. Hence blocking the nodes with the highest topic-
aware betweenness and outdegree score should be effective for preventing the
spread of contamination in the network.

Fig. 2. Experiment result on two data sets.
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Fig. 3. The time comparison among the four methods.

6 Experiment Results

We experimentally evaluate the performance of our proposed approaches on two
networks. One is crawled from Sina microblog containing 2,000 nodes, 14,426
edges and the propagation log. The other is Facebook data acquired from Stan-
ford Network Analysis Project containing 4,039 nodes and 88,234 edges, where
the topic probability for each user is created by the HDP-LDA model. We use
the Gibbs sampling method to estimate the hyper parameters γ, α0 and H in
HDP-LDA. We employ the Monte-Carlo simulation of TIC model to estimate
the influence spread.

From the results in Fig. 2, we can observe that the ultimate influence spreads
by Topic-aware heuristics are significantly reduced compared to that by Out-
degree and Betweenness centralities, especially in the early stage. For the infected
set S with |S| = 50 on Sina microblog, we can observe that the proposed method
can reduce the negative spread from 320 to 180 by blocking 60 nodes. Here the
blocked 60 nodes only accounts to 15 % of the nodes that are connected to
infected nodes. From the running results in Fig. 3, we can draw a conclusion
that, although the performance is improved greatly, the time cost of topic-aware
heuristics are still in the same magnitude with centrality measures.

7 Conclusion

In this paper we investigate the problem of minimizing the spread of negative
things by blocking nodes in social networks from a topic modeling perspective.
We use the HDP-LDA and KL divergence to analysis the influence and relevance,
then two topic-aware heuristics based on betweenness and out-degree for finding
approximate solutions are proposed. Using two real networks Sina Microblog and
Facebook, we demonstrate experimentally the high performance of the proposed
algorithms.

There are several interesting future directions. First, how to extend it to a
dynamic network when the network structure changes over time is an interesting
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question [35]. Second, how to minimize the negative influence with the real cas-
cade data is also a practical problem.
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Abstract. In the age of big data, it is a challenging task for ERP systems to
maintain data timeliness over changing data sources. Purchase data is an
important dynamic data and its timeliness directly affects the accuracy of
inventory data and purchase plans. According to the characteristics of Markov
decision process, we design a dynamic programming algorithm to obtain the
optimal purchase data updating policy. Its effectiveness is tested by comparing
with traditional fixed interval policies with real-life enterprise data. The com-
parison results show the proposed updating policy outperforms the fixed interval
policies and can be applied to enterprises when updating ERP systems.

1 Introduction

Implementing enterprise resource planning (ERP) systems is the most pervasive
organizational change [1, 2]. In the era of big data, data is changing at an alarming
velocity [3]. This requires ERP systems react to data changes rapidly. For inventory
data, if a new purchase order has arrived and the ERP system is not updated in time, the
staleness cost for making decisions on inaccurate inventory data will occur. An obvious
solution is to update the ERP system once there is a change in data source, but it is
costly because personnel cost in updating process is higher than the equipment and
computational cost [4]. Therefore, this necessitates the analysis when and how to
update the ERP data to optimize the staleness cost and updating cost.

2 Literature Review

2.1 Data Timeliness

Timeliness is an important data quality dimension. A general definition comes from [5]
which referred timeliness to whether the data was out of date. They employed currency
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and volatility to measure timeliness. Currency is the time difference between data
changes in the real-world and users use it. Volatility is the time interval that data
remains valid and s is a sensitivity factor of timeliness.

Data timeliness ¼ max 0; 1� Currency=Volatility

� �h is
ð1Þ

Equation (1) denotes data timeliness is a time-related concept. The literature on data
timeliness is classified into two categories. The first stream stresses when to extract data
changes in the real-world into information systems. The second stream stresses how to
quickly deliver data changes to users. Our research problem is when to update ERP
systems with changing data, belonging to the first research stream. We need to review
the related literature in the first research field.

2.2 Updating Policy

The process of determining the optimal updating policies is called synchronization or
materialized view maintenance. Segev and Fang [6] proposed a stochastic model to
obtain the optimal time-based and query-based updating policies. Adelberg et al. [7]
discussed four updating strategies to balance the transaction deadlines with database
currency. Ling and Mi [8], Dey et al. [9] formulated the synchronization process as a
stochastic model to determine the optimal updating frequency by minimizing the
staleness cost and synchronization cost. However, the optimal polices in these studies
are mainly based on fixed intervals. In this paper, we propose an aperiodic purchase
data updating policy in ERP systems and validate its optimality by comparing with the
results obtained by fixed interval policies.

3 Research Model

For ease of illustration, we only consider inventory request. We model the purchase
data updating problem in ERP systems as a Markov decision process [10, 11] and the
updating process is elaborated in Fig. 1. The symbols used are listed in Table 1.

The requests and updates in a database are approximated as Poisson processes
[8, 9, 12]. We also assume the arrival of purchase data and inventory request is a

Fig. 1. The updating process for purchase data in ERP systems
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Poisson distribution with intensity rate ku and kr. dm ¼ 0 indicates not updating the
ERP system with new arriving purchase data. Then the accumulated purchase data at tm
will be carried to tmþ1. dm ¼ 1 means updating the ERP system at tm. Then the
accumulated purchase data will be input into the ERP system and will not be carried to
tmþ1. The system state smþ1 can be represented as:

smþ1 ¼ sm þ Im;mþ1dm ¼ 0
Im;mþ1dm ¼ 1

�

ð2Þ

where Im;mþ1 is the quantity of accumulated purchase data from tm to tmþ1. The system
transition from sm to smþ1 is controlled by the transition probability. By the Poisson
distribution assumption, we know the time interval between two continuous inventory
requests follows the exponential distribution. Therefore we can obtain the probability
of the data quantity accumulated from tm to tmþ1, i.e. P Im;mþ1 ¼ h

� �

.

P Im;mþ1 ¼ h
� � ¼

Z 1

0
P Im;mþ1 ¼ hj tmþ1 � tmð Þ� � � f tmþ1 � tmð Þd tmþ1 � tmð Þ

¼ kuð Þh�kr
ku þ krð Þhþ1

ð3Þ

When dm ¼ 0, from Eq. (2) we know Im;mþ1 ¼ smþ1 � sm and therefore:

Psm;dm¼0;smþ1 ¼ P Im;mþ1 ¼ smþ1 � sm
� � ¼ kuð Þðsmþ1�smÞ�kr

ku þ krð Þðsmþ1�smþ1Þ ð4Þ

When dm ¼ 1, from Eq. (2) we know smþ1 ¼ Im;mþ1 and we can get:

Table 1. The symbols used in the research model

Parameter Description

N The time horizon in purchase data updating problem
M The average total number of inventory requests in a time horizon
rm The mth inventory request arriving at an ERP, m ¼ 1; . . .;M, m 2 Zþ

tm The time when the mth inventory request arrives at an ERP system
sm The system state at time tm. sm 2 Zþ

dm The decision at time tm, dm ¼ 0; 1f g
Psm ;dm ;smþ1 State transition probability
ku The arrival rate of new purchase data in an ERP system
kr The arrival rate of an inventory request in an ERP system
cu The updating cost at time tm
csðsmÞ The staleness cost for inventory request r at time tm
d�m The optimal updating policy from time tm to tM , d

�
m ¼ ðd�m; d�mþ1; . . .; d

�
MÞ

l�m The optimal control limit at time tm. l�m 2 Zþ

18 W. Zong et al.



Psm;dm¼1;smþ1 ¼ P Im;mþ1 ¼ smþ1
� � ¼ kuð Þsmþ1 �kr

ku þ krð Þðsmþ1þ1Þ ð5Þ

For system cost cmðsm; dmÞ, if dm ¼ 0, the inventory request rm will receive stale
data and the staleness cost is generated. If dm ¼ 1, the staleness cost is avoided but the
updating cost occurs. The updating cost is a constant, not depending on the number of
new arriving data [9]. The system cost can be represented by Eq. (6).

cmðsm; dmÞ ¼ cs smð Þ dm ¼ 0
cu dm ¼ 1

�

ð6Þ

We define cs smð Þ as Eq. (7) shows,

cs smð Þ ¼ cp þ cI
� � � F smð Þ ð7Þ

where purchase cost cp and inventory cost cI are constant, F smð Þ is data staleness
function. The more the purchase data is accumulated, the more likely it is to make
wrong purchase decisions, thus the higher the staleness cost is. Therefore cs smð Þ is a
monotone increasing function in sm. We define F smð Þ ¼ 0 when sm ¼ 0. The objective
function of the purchase data updating problem is as Eq. (8) shows,

C ¼ minE c1 s1; d1ð Þ þ c2 s2; d2ð Þ þ � � � þ cM sM ; dMð Þð Þ ð8Þ

The objective function is to minimize the expected total cost in a time horizon by
finding the optimal updating decision d� where d� ¼ ðd�1 ; d�2 ; . . .; d�MÞ.

4 Computation Method for the Optimal Updating Policy

From Eq. (2) we can see sm is only affected by sm�1, not dependent on the state before
sm�1. Define Vm as the expected total system cost from tm to tM ,

Vm ¼ cm sm; dmð Þ þ
X

smþ12S Psm;dm;smþ1 � Vmþ1 ð9Þ

Then the minimal expected total system cost V�
m can be written as:

V�
m ¼ min cm sm; dmð Þ þ

X

smþ12S
Psm;dm;smþ1 � V�

mþ1

� �

ð10Þ

Especially when m ¼ M, due to VMþ1 ¼ 0, we have V�
m ¼ cMðsM ; dMÞ.

Based on Eq. (10), we define Eq. (11),

R sm; dmð Þ ¼ cm sm; dmð Þ þ
X

smþ12S Psm;dm;smþ1 � V�
mþ1 ð11Þ
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From Eqs. (10) and (11), the minimal expected total cost V�
m can be interpreted as

the comparison result between R sm; dm ¼ 1ð Þ and R sm; dm ¼ 0ð Þ. If R sm; dm ¼ 0ð Þ�
R sm; dm ¼ 1ð Þ, it is better to update the ERP system with the new arriving purchase
data. Otherwise, not updating the ERP system is better. Therefore, there is a control
limit l�m for sm at each decision point, as Eq. (12) shows.

d�m ¼ 0 sm\l�m
1 sm � l�m

�

ð12Þ

Now, finding optimal policy d� is reduced to determining the control limit l�, where
l� ¼ ðl�1; . . .; l�m; . . .; l�MÞ. For the ease of calculation for infinite value of smþ1, we can
record the values R sm; dm ¼ 0ð Þ and R sm; dm ¼ 1ð Þ where sm gradually increases from
zero until the minimal sm makes R sm; dm ¼ 0ð Þ�R sm; dm ¼ 1ð Þ. In this way, we can
get the control limit l�m instead of directly solving R sm; dm ¼ 0ð Þ�R sm; dm ¼ 1ð Þ. We
first compute l�M by getting the minimal quantity of accumulated purchase data by
solving Eq. (13),

R sM ; dM ¼ 0ð Þ�R sM ; dM ¼ 1ð Þ ð13Þ

Next for m ¼ M � 1; . . .; 1, we judge whether R sm; dm ¼ 0ð Þ�R sm; dm ¼ 1ð Þ
where sm gradually increases from zero to get l�m at each decision point. The whole
computation algorithm and its sub-functions are shown in Fig. 2.

Fig. 2. The computation algorithm for the optimal purchase data updating policy
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5 Empirical Analysis

To examine the performance and effectiveness of the optimal purchase data updating
policy in ERP systems, experimental tests are conducted using a real-life data from the
Hua Heng Company in China (http://www.shxhh.cn/). The Hua Heng Company has a
history of more than 30 years, and it is located in the Shaanxi province. It specializes in
developing, designing and producing over 40 automotive part types such as radiators,
expansion tanks for cars and heavy trucks. It implemented a Kingdee ERP system in
March 2011. The various types of products in this company result in various kinds of
materials need to be purchased and managed, which brings a big challenge to maintain
the data timeliness in ERP system.

5.1 Parameter Settings

At first, the unit of time is assumed to be one day and the entire time horizon is set to be
365 days, i.e. one year in this research. According to the arriving characteristics of new
purchase data and inventory requests to the ERP system in Hua Heng Company, the
arrival rate of new purchase data ku is set to 113, representing the average number of
purchase records arriving to the ERP system in one day. The arrival rate of inventory
requests kr is 1/7, indicating that the inventory state is checked every seven days. The
updating cost cu is constituted by computation cost and personnel cost. Computation
cost referred to the hardware and software cost when updating the ERP system with
new data. According to the ERP system manager in Hua Heng Company, the com-
putation cost and personal cost when updating the ERP system is 274 RMB and 150
RMB respectively. Therefore the updating cost cu is 424 RMB. As for the staleness
cost, based on Eq. (7) and the previous analysis, we know that F smð Þ is a monotone
increasing function. In fact, F smð Þ can be interpreted as the cumulative distribution
function (CDF) of a certain distribution [10]. Based on the calculation from the ERP
database in the Hua Heng Company, the purchase cost and inventory cost due to stale
and invalid purchase data is 800 RMB and 750 RMB respectively. Therefore the
staleness cost can be rewritten as cs smð Þ ¼ 1550 � F smð Þ.

5.2 Effectiveness Analysis

The effectiveness of the optimal purchase data updating policy proposed in this paper is
tested by comparing with traditional fixed interval updating policies. The fixed interval
updating policies are mainly classified into three categories [9]:

(1) Fixed time interval policy, which means that the information system is updated
after a fixed time interval.

(2) Fixed requests interval policy, which means that the information system is
updated after a fixed number of requests have been received.

(3) Fixed updates interval policy, which means that the information system is updated
after the accumulation of a fixed number of data updates arriving at the system.
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Define C as the optimal expected total cost obtained by implementing the aperiodic
data updating policy proposed in this paper, Ctime as the optimal expected total cost
obtained by implementing the fixed time interval policy, Crequest as the optimal
expected total cost obtained by implementing the fixed requests interval policy, and
Cupdate as the optimal expected total cost obtained by implementing the fixed updates
interval policy. In the first experiment, we apply the CDF of exponential distribution
(represented by Fexponential) to F smð Þ as Eq. (14) shows, where k is a parameter. To
validate the effectiveness and robustness of the new data updating policy, we conduct a
set of experiments when the parameter k changes. A comparison of the results for the
four data updating policies is shown in Table 2. An obvious result in Table 2 is that
even though the optimal total cost C is increasing with the growth of k value, none of
the three fixed interval updating policies appears to outperform the proposed aperiodic
data updating policy. Therefore, the new data updating policy is effective and robust.

F smð Þ ¼ FexponentialðsmÞ ¼ 1� e�k�sm ð14Þ

Furthermore, we examine the effect of different forms of staleness functions on the
results of optimal expected total system cost. Besides the CDF of exponential distri-
bution, we choose a logistic function (represented by Flogistic) which is a monotone
increasing S curve shown in Eq. (15).

F smð Þ ¼ FlogisticðsmÞ ¼ 1
1þ eða�b�smÞ ð15Þ

As defined before, F smð Þ ¼ 0 when sm ¼ 0, therefore in Eq. (15), the value of a
should be or more than 8. The comparison results for the optimal costs among four data
updating policies with changing parameters in different staleness functions are shown
in Table 3.

Table 2. Comparisons of optimal total cost under different data updating policies (RMB)

C Ctime Crequest Cupdate

k ¼ 0:001 19317 44197 66286 44169
k ¼ 0:0 22045 59769 100160 59718
k ¼ 0:1 22414 59780 100190 59729
k ¼ 1 22444 59780 100190 59729
k ¼ 10 22444 59780 100190 59729

Table 3. Comparisons of optimal total cost with different forms of staleness functions (RMB)

Parameters C Ctime Crequest Cupdate

Flogistic a ¼ 8, b ¼ 0:001 623.3 1597.9 1626.8 1597.9
a ¼ 8, b ¼ 0:01 13404 41309 60605 41285
a ¼ 8, b ¼ 0:1 20927 59780 100190 59729
a ¼ 8, b ¼ 1 22294 59780 100190 59729
a ¼ 8, b ¼ 10 22444 59780 100190 59729
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The experimental results in Table 3 denote that all the costs under different policies
are increasing with the growth of parameters. The data updating policy proposed in this
paper significantly outperforms other three fixed interval updating polices even though
the staleness function and parameter changes. That is to say, the new data updating
policy is robust.

6 Conclusion

In the age of big data, how to maintain the data timeliness in ERP systems has become
a challenging and significant operational issue in enterprises. This paper mainly studies
when and how to update the ERP system with the purchase data so as to optimize the
staleness cost and updating cost. We apply Markov decision process to the purchase
data updating process and design an algorithm to find the optimal updating policy
based on backward induction method. A series of experiments conducted on a real-life
practical data from the Hua Heng Company show that the new updating policy pro-
posed in this paper is effective and robust in saving enterprise cost compared with
traditional fixed interval updating policies.

This study has implications for both researchers and practitioners. First for
researchers, the purchase data updating process modeled as a Markov decision process
increases the understanding of the data timeliness issue. It is also helpful in analyzing
the properties of the optimal updating policy and further designing the algorithm.
Second for practitioners, the new data updating policy can be directly applied in
managing the operational issue of purchase data updating in ERP systems.

Acknowledgments. This work was supported by the National Natural Science Foundation
under Grant No. 71428003,71471144, 71071126.
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Abstract. For the characteristics of topology structure attributes and edges’
signed attributes in signed networks, a novel method of Signed Network
Community Partition is proposed. Firstly, based on signed attributes, the initial
center vertex is selected as random walk starting vertex. Secondly, according to
the theory of metastable, confirm random walk step length L. Finally, achieve
community partition of signed network on the basis of the maximum network
modularity. Experiments show that the effect of community partition of this
method is better than existing methods.

1 Introduction

The overall goal of community partition in signed network [1] is to make positive links
within community and negative links among community dense, while make negative
links within community and positive links among community sparse. Now signed
network community partition methods are divided into two types. (1) Improving metric
function that traditional community partition [2]. (2) Adopt the two-step operation
[3, 4]. However, both have their own defects. According to the characteristics of signed
networks, this paper considers the attributes of structure and signed (positive and
negative links) directly, and then proposes a novel and effective method of signed
network community partition (SNCP). Firstly, in order to distinguish the importance of
the vertex in signed networks, the concept of the vertex center influence is proposed;
and chooses the vertex with large influence as the starting point of random walk.
Secondly, for considering the negative links’ influence upon random walk, the weight
transition matrix is put forward. Thirdly, according to the theory of metastable, confirm
the step length L of random walk, and calculate tightness between community initial
center vertex and other vertex. Finally, confirm the scope of community partition on the
basis of the maximum network modularity and check the correctness and effectiveness
of the algorithm through experiments.

© Springer International Publishing Switzerland 2015
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2 Algorithm of Signed Network Community Partition

Definition 1. Given signed network G = (V, E), for any vi 2 V, the center influence of vi
as show in formula (1), that is F(vi). Where DP(vi) is the number of positive links, DN
(vi) is the number of negative links, D(vi) = DP(vi) + DN(vi) is the degree of vertex vi.

F við Þ ¼ eDPðviÞ
.

eDNðviÞ ð1Þ

Definition 2. Given signed network G = (V, E), adjacency matrix A corresponds to
weight transition matrix W as shown in formula (2).

W ¼ ðwijÞjV j�jV j ¼
1

D(viÞ aij ¼ þ1
1

D(viÞ � �1
DNðviÞ aij ¼ �1

0 aij ¼ 0

8

<

:

ð2Þ

Definition 3. Given signed network G = (V, E), if there is at least one path L between
vertex vi and vj, then the value wL

ij of markova random walk is the product of weight
that coming from vi to vj in L-steps, as shown in formula (3). where vk is the reached
vertex through random walk L-1 steps, wl

ikis the transition weight of vi reaching vk, wkj

is the transition weight of vk reaching vj by one step.

wL
ij ¼

YL�1

l¼1
wl
ik � wkj ð3Þ

Definition 4. Given signed network G = (V, E), for any vi, vj 2 V, tightness between
vertex vi and vj is the sum of weight from vi random walk to vj in L-steps, that is d(vi,
vj), as show in formula (4). Where l is path length. For any vertex, distance from
themselves to 1.

dðvi; vjÞ ¼
PL

l¼1 w
l
ij i 6¼ j

1 i ¼ j

�

ð4Þ

As can be seen from formula (4), L is the only parameter. Considering the differ-
ences of the network size and density, we need to set up the different optimal steps
parameter. Thus, choose walking steps L when the initial center vertex reaches meta-
stable state at the first time as the random walk of the whole network.
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Definition 5. The improved modularity based on signed network as shown in
formula (5), that is Q. Where 2DP ¼ P

i

P

j a
þ
ij is the sum of the number of positive

edges, 2DN ¼ P

i

P

j a
�
ij is the sum of the number of negative edges; δ(Ci, Cj) = 1

shows that vertex vi and vj belong to the same community, δ(Ci, Cj) = −1 shows that
vertex vi and vj belong to the different communities.

Q ¼ 1
2DPþ 2DN

X

i

X

j
½aij � ðDPðviÞDPðvjÞ

2DP
� DNðviÞDNðvjÞ

2DN
Þ� � dðCi;CjÞ ð5Þ

The detailed algorithm description of signed network partition based on the meta-
stability of random walk and the modularity is following.

3 Experiments

In this section, we performed extensive experiments to evaluate the performance on
both illustrative signed network and Gahuku-Gama Subtribes Network. The experi-
ments are done on a 2.9 GHZ Intel Pentium G2020 PC with 4G main memory,
Windows 7 Professional SP1. All algorithms were implemented in Matlab R2012.

To measure the partitioning quality, we define the error ratio [5] C of a signed
network as shown in formula (6). The smaller the value of error(C) is the better the
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partitioning quality becomes. The algorithms of SNCP, CRA [4] and FEC [3] have the
same error rate, as shown in Table 1.

errorðCÞ ¼ PðCÞ
.

X

i

X

j
jaijj � 100% ð6Þ

We have applied three different algorithms to signed network, the relationship
between run time and vertices number as shown in Fig. 1. We can see through the data
curves: (1) the running time of the SCPN algorithm is low when the number is high;
(2) the running time is approximately linear with respect to the network size; (3) with
the increasing of the vertex number, the efficiency of the SCPN algorithm is superior to
the algorithms of CRA and FEC.

4 Conclusion and Future Work

Based on the characteristics of structure attributes and signed attributes in signed
networks, the novel method of signed network community partition (SNCP) is pro-
posed. Because this method combines both local optimizations in metastable and global
optimization in modularity, the SNCP is not only improving the algorithm efficiency
but also guarantying the quality of community partition. At present, this paper only
simply considers the effect of signed attribute to the community partition. How to
handle complex signed social networks is the focus of future work.

Acknowledgments. This work is supported by the National Science Foundation of China,
(No. 61472340), National Science Foundation of Hebei (No. F2012209019) and Science and
technology condition construction project of Hebei (No. 14960112D).
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Table 1. The error ratio of signed network partition.

Signed social network SNCP CRA FEC

Illustrative signed network(A) [3] 0 0 0
Illustrative signed network(B) [3] 0 0 0
Gahuku-Gama subtribes network [3] 3.45 3.45 3.45
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Abstract. As a major public health concern, influenza epidemics causes tens of
millions respiratory illnesses worldwide each year. With the development of
social network, interaction platform like microblog, is generating massive data
providing us a faster and more accurate way to predict the trends in the spread of
influenza, which can help us reduce the impact cause by the influenza. The
problem of influenza epidemics prediction through Chinese microblog cannot be
easily addressed by applying existing approaches and methods, some of which
have been used for English documents. Besides, different from traditional text,
the microblog is big in volume, update velocity, noise and small in the indi-
vidual text volume, which cause that traditional deeper semantic analysis
method like SVM is inefficient and easy to be over-fitting. To address this
problem, we present a deeper semantic analysis to Chinese microblog using a
LDA based event extraction framework. Our experiment using 332,886
microblogs from south and north China showed that our method achieved more
detailed information extraction about the flu and an earlier flu prediction than the
Chinese official ILI data.

1 Introduction

Microblog is increasingly being used as a tool for real-time knowledge discovery
relating to emerging threats, social events, product trends and epidemics. For instance,
real time analysis of Twitter users’ tweet content can be or is being used to detect
earthquakes and provide warnings (Sakaki et al. 2010), to identify needs during
recovery from natural disasters such as the Haiti Earthquake (Caragea et al. 2011),
to track emergence of specific characteristics of influenza-like illness (Paul and Dredze
2012), and to collect epidemic-related tweets (Aramaki et al. 2011).

We present a deeper semantic analysis to Chinese microblog using topic modeling
algorithm LDA (Blei et al. 2003), with a time series analysis of the flu medicine related
information, which has been proved to be a good way to investigate the flu trend
(Magruder 2003). Our experiment using 332,886 microblogs showed that our methods
achieved more detailed information extraction about the flu and an earlier flu prediction
than the Chinese official ILI data.
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The remainder of this paper is organized as follows. We present a review of
literature on flu prediction, LDA, and text mining on microblog. Next, we report on our
experiments and discuss the results. Finally, we conclude this paper.

2 Related Work

We discuss works closely related to our research from two aspect: (1) influenza epi-
demic detection, (2) text mining on microblog.

Magruder used the amount of over-the-counter drug sales. Because an influenza
patient usually requires anti-influenza drugs, this approach is reasonable. However,
in most countries, anti-influenza drugs are not available at the drug store (Magruder
2003). Ginsberg et al. demonstrated that a regression model of influenza-like illness can
be estimated using the proportion of flu-related Google search queries over the same
period. They classified the query logs by detecting the presence of flu-related keywords.
Their method was implemented in Google Flu Trends, a Google based service pro-
viding almost real-time estimates of flu activity for a number of countries around the
world (Ginsberg et al. 2008).

Sriram et al. show the limitation of bag-of-word in tweet classification, and propose
8F features, which capture the information about authors and reply-to users (Sriram
et al. 2010). Silvescu et al. propose the system EMERSE for classifying and aggre-
gating tweets and text messages about the Haiti earthquake disaster. They train a SVM
classifier with the combination of 4 feature sets: unigrams, unigrams with Relief feature
selection, abstractions, and topic words generated by LDA (Silvescu et al. 2009).

3 Experiment

3.1 Data Collection

Two dataset are collected during the experiment: a microblog dataset and an ILI dataset
from the official website. The microblog dataset is mainly used in the experiment and
test the ability of new generated model. The ILI dataset is used as the baseline to test
the result of our experiment and modify the generated model accordingly.

We created four dataset according to the data we collected, like the Table 1 showed
below.

3.2 Data Processing

We normalized the vaccine related data in south and north part of China by dividing the
count for each query in a particular week by the total number of online search queries
submitted in that location during the week. From the result we can see that, for each
peak in the ILI data, our normalized microblog number with medicine related infor-
mation will have a corresponding peak of wave ten days before. This show a great
potential in the earlier flu prediction.
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3.3 Deeper Semantic Analysis

We use the topic modeling algorithm LDA to get a deeper understanding of the flu
related microblog through R 3.1.3 and the topic model package. We focus on the days
around the peak of the wave in the vaccine related curve. More specifically, we focus
on the context of microblog from 50th, 51th, and 52th weeks in 2013 in both south and
north part of China, which is also about ten days before the flu outbreak from the
Chinese National Influenza Center. We set the number of topics being 11 and 15
separately in south and north China after the optimization of the perplexity. Flu related
topic emerges in the results and showed more accurate and specific information of the
flu. Like the Table 2 show below.

The results also shows that flu related topic may emerge or ratio rise when there is
or will be a flu outbreak. Furthermore, Table 2 shows that not only south part of China
emerges flu, but also Guangdong and infants from south China may suffer a lot from
the flu.

4 Conclusion

In this study, we propose a LDA based framework for detecting influenza epidemics
using Chinese microblog. This framework includes four stages: data collection, data
processing, LDA-based model running, and event extraction. Our experiments using
real data show that our methods achieved more detailed information extraction about
the flu and an earlier flu prediction than the Chinese official ILI data.

Table 1. Dataset summary

Dataset Dataset 1 Dataset 2 Dataset 3 Dataset 4

Source Radom
from
microblog

Microblog of south
China with
medicine related
information from
Dataset 1

Microblog of north
China with
medicine related
information from
Dataset 1

ILI from
Chinese
National
Influenza
Center

Time range 11/5/2013–
11/5/2014

11/5/2013–
11/5/2014

11/5/2013–
11/5/2014

11/5/2013–
11/5/2014

Time
granularity

Every day Every day Every day Every week

Number 332,886 39,361 40,521 52

Table 2. Topic most related to flu generated by LDA in south China

Topic 15 components Percentage %

7 注射 头疼 鼻塞 禁欲 感染 治疗 板蓝根

风寒 营养 广东 婴儿 水温 宝宝 医生 流感 (Injection, headache,
nasal, infection, treatment, abstinence, Radix, Guangdong, baby,
infant, nutrition, cold, temperature, doctor, flu)

16.23
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One limitation of our model is that flu detection based on topic modelling is kind of
rough till now, especially when the ILI rate is low, there may not emerge a flu related
topic. The reason may be that the flu related topic is not people’s major concern when
there is not a flu outbreak, which lead to the ignorance of the flu related topic. And the
real time news have a great influence on the microblog too.

Our future work will be done in two directions: (a) try to find the quantitative
relations between the percentage of the flu related topic and the ILI rate; (b) extend the
use of the framework to other epidemic diseases and even other domains.
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Abstract. Social network services, such as Facebook and Twitter in U.S.A.,
RenRen, QQ and Weibo in China, have grown substantially in recent years.
Friend recommendation is an important emerging social network service com-
ponent, which expands the networks by actively recommending new potential
friends to users. We introduce a new friend recommendation system using a
user’s information of total attributes and based on the Law of total probability.
The proposed method can be easily extended according to the number of user’s
attributes in different social networks. Our experimental results have demon-
strated that superior performance the proposed method. In our empirical studies,
we have observed that the performance of our algorithm is related with the
number of user’s friends. Our findings have important and practical applications
in social network design and performance.

1 Introduction

Social network services, such as Facebook and Twitter in U.S.A., RenRen, QQ and
Weibo in China, have grown substantially in recent years. Friends recommendation is
crucial for the growth of social networks. At the early stage of social networks, the
network is small with only a few users, it is easy to browse over other users’ profiles to
make a friend request. Nowadays, the number of social network users reaches an
unbelievable level. In October 2012, the number of users in Facebook reaches one
billion. The RenRen also have more than 200 million users by the end of 2012. Now it
is obviously impossible for the user to browse over millions of other users’ homepages
to look for someone can be his/her friend. Social network users need an efficient friend
recommendation system. For example, “People You May Know” of Facebook and
other similar recommendation service are provided by Twitter, QQ, Weibo, and
RenRen.

Existing friend recommendation algorithms in principle are based on two different
approaches including the Path-based method and the Friends-of-Friend method. The
Path-based method uses friend linkage information using concept of the well-known
PageRank algorithm. Due to the high computational cost, this type of algorithms is
seldom used in commercial social network services. The Friend-of-Friend (FoF) is an
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efficient and widely used recommendation algorithm in social networks due to its low
time complexity. The algorithm identifies potential but unlinked friends and makes
recommendations. Existing FoF algorithms only focus on the relations between users,
but overlook user attributes.

In this study, we systematically evaluate the state-of-the-art algorithms to discuss
their strengths and weaknesses. We then propose a new friend recommendation with
user’s information of total attributes (FRUITA). This paper is the first study that
presents a friend recommendation system integrating social network users’ attributes
with the law of total probability. FRUITA can be easily extended to accommodate new
set of user attributes in different social networks. In our empirical study, we have
extensively evaluated the FRUITA algorithm with other state-of-the-art FoF algo-
rithms, including Common-Neighbors algorithm, Jaccard algorithm and Adamic/Adar
algorithm using real-world data. We have collected 7 million users’ public information
and their friend relationships from one of China’s dominant social network website.
We have observed that the performance of our algorithm is related with the number of
user’s friends. In particular, when a user has a small number of friends, the proposed
FRUITA algorithm performs much better than other algorithms; when a user has a
large number of friends, the overall performance of FRUITA becomes less impressive
but it is comparable with others and its precision rate is outstanding.

The rest of this paper is organized as follows. Section 2 gives a brief literature
review of recommendation algorithms. Section 3 presents the methodology of the new
algorithm. Section 4 discusses our real-world case study. Section 5 concludes the
paper.

2 Related Literature

Recommending people is an important issue in social network. It has been shown that a
recommendation service increases the connections between users, as well the user’s
loyalty to the social network. Different from recommending items, recommending
people is relatively new in the research of social network, and there is less literature in
this field. Friend-of-Friend and Path-based approaches are two basic methods.

2.1 Friend-of-Friend (FoF) Method

The FoF algorithm derives from the fact that if two users in the social network share
many common friends, they may have a great chance to become friends in the future.
This algorithm is also called as “Common-Neighbors”. Newman designed an experi-
ment and exploited the data of authors in two databases for a six-year period to provide
evidence for the primary idea of FoF [4]. Their research also showed the proportional
relation between the probability of the author having new co-authors and the number of
the coauthors he or she already had. Jin et al. used the FoF algorithm as one of the three
general principles to create a simple model that described the growth of social networks
[5]. The friend recommendation system on Facebook, which gives a list of the “people
you may know”, is also based on the FoF algorithm.
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As the continuous growth of social networks, the primary Common-Neighbors
model proliferates into several improved algorithms, such as Jaccard coefficient and
Adamic/Adar. In order to prove that some factors perform better in the link prediction
problem, Adamic and Adar introduced a new algorithm to calculate the similarity of
two actors by analyzing text, in-links, out-links and mailing lists on the homepages of
the social networks [6]. The number of common friends between two actors can be
used to evaluate the similarity.

Preferential attachment is one of well-known models to describe the expansion of
social networks. Barabasi and Albert explained that a social network expanded when
new actors joined in, and these new actors link preferentially to the old actors who have
more links already [7]. Barabasi et al. (2001) studied the data with an 8-year period in a
database of co-authorship information, and tried to find the evidence of preferential
attachment in the evolution of social network [8].

2.2 Path-Based Method

Differing from the neighbor-based FoF approach, calculating the shortest path is the
basic idea of the Path-based methods. Katz predicts the probability by the sum of all
paths between two nodes. And the shorter paths have more contribution than the longer
paths in the link prediction [9].

Brin and Page introduced the PageRank algorithm as a key component of Google
search engine. It weighs every element within a set by the link-in and link-out numbers,
and then gives a rank of all the elements [10]. There are several improved algorithms
based on PageRank [11, 12].

Jeh and Widom proposed SimRank to measure similarity of elements using the
information of their relations. SimRank combined the features of FoF and the Random
Walk algorithms, and Random Walk is also used in PageRank [13].

Yin proposed and evaluated a framework of LINKREC, which used the informa-
tion of the network structure and the actors’ attributes, based on the Random Walk with
Restart algorithm [14].

3 Methodology

For a friend recommendation system, an example of a candidate friend may be
x1; x2; � � � ; xi; � � � ; xmh i: xi i 2 1; � � � ;mf gð Þ stands for the attributes of the candidate,
such as gender, age, location, interest and number of common-neighbours, these
attributes may be independent or not. For example, young men may show strong
interest in sports, so the gender and age will actually have influence on the attribute of
interest. Even if some of the attributes are not independent, we still use Eq. (1) to
calculate the total probability of friend recommendation under strong independence
assumption. Because we don’t use the calculated probability value to directly predicate
the chance that the candidate will really become a friend of the user in the future, we
just use the probability values to select potential strong candidates. Our friend rec-
ommendation system will give the user a list of candidate friends ranked by the
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probability values. The advantage of decoupling of the class attributes using the strong
independence assumption is that we can independently calculate each user attribute
distribution quickly. Similar as the theory behind naïve independence assumption used
in the successful naïve Bayesian classifier [23], dependence among users’ attributes
may likely be canceled out, and the performance of our friend recommendation system
can still be strong. Our empirical results have approved our argument.

For each attribute, we can calculate the prior probability by the data of the existing
friends of the user. The relation between a candidate and the user can only be two
types: friends or not. Let y indicates a binary variable which reflects the relation
between the candidate and the user. If the candidate is a friend of the user, we define
y = 1; else y = 0. Consider xi i 2 1; � � � ;mf gð Þ as the attributes of the user, then the
probability that the user will collaborate with the candidate is:

P y ¼ 1
\m

1
xi

�

�

�

� �

¼ 1�
Y

m

1

1� P y ¼ 1 xijð Þð Þ ð1Þ

In Eq. (1), m denotes the number of user’s attributes existing in the social network.
P y ¼ 1 xijð Þ denotes the prior probability for each attribute that the probability that this
candidate will be friend of the user in the future. It can be calculated by the statistical
result including the information of all the friends of the user’s existing friends
(friends-of-friend) and the number that how many of them are already friends of the

user.
Q

m

1
1� P y ¼ 1 xijð Þð Þ denotes the probability that the candidate will not be the

user’s friend based on all the m attributes.

Algorithm 1: FRUITA (Friend Recommendation with Users’ Information of Total 
Attributes)

1. Input: The database of the friendship relations between users in the social 
network; the database of the users’ m attributes.

2. Construct the social network graph for the user by the database of the relation. 
All the friends of the user’s existing friend are Vt; the set of the persons in Vt who
have already been friends of user is Vf; the set of the other n persons in Vt will be the 
candidates for the friend recommendation system and we mark it as Vc. 

3. Estimate the probability P(x1) that Vt will be friend of the user for attribute i by 
the statistical result of Vt and Vf. For all m attributes, we will get {P (x1), P (x2), … , P 
(xm)}. 

4. Calculate the probability P for each of the n candidates in Vc using Equation (5) 
and {P (x1), P (x2),… , P (xm)}. 

5. Sort the n candidate by the value of probability P. 
6. Return: Top k of the sorted n candidates as the list of friend recommendation 

result.

The pseudo-code of recommendation algorithm FRUITA is shown in Algorithm 1.
In step 3, if calculating each P of the attribute costs time m and there are n attributes,
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the time complexity of step 3 is O(mn); in step 4, if calculating each P of the candidates
costs time m and there are n candidates, the time complexity of step 4 is O(mn); in step
5, we use the function “Rank()” in SQL to sort the results and the time complexity of
step 5 is O n log nð Þ.

4 Empirical Study

In order to carry out the experiments, we use a web crawler to get the user data from
RenRen (http://www.renren.com) and store it into a database. RenRen is one of the
most popular social network websites in China and have more than 200 million users in
total. First, we download the information of 240 users with different attributes and we
defined them as D1 nodes. Second, we extend to the information of 51,340 D2 nodes
which are the friends of these 240 users. Third, we keep on collecting the data of the
D2 users’ friends and we call them D3 nodes and there are 7,158,934 D3 in total. These
nodes and the edges between them form a social network structure for our case study.

With the data we get from RenRen, we have evaluated FRUITA with other
state-of-the art FoF algorithms. Specifically we split each user’s friends to 10 partitions,
and try to see how well one specific algorithm can predict 1 partition using the other 9
partitions. As depicted in Fig. 3. This method of handling the data collected in a time
point is widely used in the field of friend recommendation in a social network. This
method also has one significant limitation. The friend recommendation results that are
not in the set of the 1 partition do not mean they are wrong, because some of them may
be the potential friends of the user and will be added by the user as friends in the future.
So we expect that the actual precision value of the algorithms should be higher than the
value in the evaluation report.

The link prediction results are showed in Tables 1, 2, and 3.
Table 1 shows an overall result of the friend recommendation for the 240 D1 users

in RenRen. We can see that the FRUITA performs best in MAP (16.97 %), and some
P@N (76.92 % precision at 1, 50.17 % precision at 2, and 10.83 % precision at 100).
Common-Neighbors and Adamic/Adar perform well too. Their MRRs are 40.51 %/
41.59 % and MAPs are 16.24 %/15.97 %, both comparable to FRUITA. The result of
Jaccard’s coefficient is acceptable, but worse than other three.

Then we divide the D1 users by the number of their friends into two groups, and
repeat the experiments. Table 2 shows the result of the D1 users whose friends are less
than 100, and Table 3 shows the result of the D1 users whose friends are more than 100.

Table 1. Overall result of algorithms comparison

P@1 P@2 P@5 P@10 P@50 P@100 MRR MAP

FRUITA 0.7692 0.5017 0.3897 0.2823 0.1719 0.1083 0.4121 0.1697
CN 0.6581 0.4957 0.3932 0.2908 0.1737 0.1083 0.4051 0.1624
JAC 0.5000 0.4171 0.3436 0.2675 0.1649 0.1069 0.3736 0.1340
ADA 0.6154 0.4744 0.3782 0.2812 0.1679 0.1076 0.4159 0.1597

38 Z. Zhang et al.

http://www.renren.com


In Table 2, all the results are worse than Table 1 as expected. The FRUITA has the
best MAP (20.69 %), P@50 (2.95 %). The Common-Neighbors has the best P@1
(40.68 %), P@2 (16.27 %), P@5 (10.51 %), and P@10 (6.36 %). The result of
Adamic/Adar is not as good as Common-Neighbors and FRUITA, but still comparable.
The result of Jaccard’s coefficient is much worse than other two algorithms and
unacceptable.

In Table 3, all the results are better than Table 1. The Common-Neighbors beat
other three algorithms in most of the indices (MRR 44.17 %, P@5 49.03 %, P@10
36.74 %, P@50 22.29 %, and P@100 13.95 %). The result of FRUITA is impressively
outstanding on P@1 91.43 % and P@2 61.71 %. Because the top recommended person
is always the first one browsed by the user, P@1 is the most important one in P@k. The
results of Adamic/Adar are comparable to FRUITA and Common-Neighbors. Jaccard’s
coefficient is still worse than the other three, but the gap is evidently narrowed than the
value in Table 3.

Our extensive empirical studies have shown that (1) in total, FRUITA performs
much better than other basis algorithms. The performances of Common-Neighbors and
Adamic/Adar algorithms are better than Jaccard’s coefficient; (2) When the user has
relatively less friends (e.g., <100), FRUITA performs better than Adamic/Adar and
Common-Neighbors, and much better than Jaccard’s coefficient; (3) When the user has
relatively more friends (e.g., >100), the performance of FRUITA, Common-Neighbors
and Adamic/Adar performs are comparable, and Jaccard’s coefficient is still the worst.
The precision of FRUITA is impressively outstanding at top recommended results.

Table 2. Result of algorithms comparison (Friends < 100)

P@1 P@2 P@5 P@10 P@50 P@100 MRR MAP

FRUITA 0.3390 0.1593 0.1000 0.0627 0.0295 0.0164 0.3287 0.2069
CN 0.4068 0.1627 0.1051 0.0636 0.0281 0.0158 0.2963 0.1739
Jaccard 0.1186 0.0610 0.0492 0.0305 0.0183 0.0112 0.1901 0.0997
Ada 0.2373 0.1288 0.0847 0.0576 0.0281 0.0169 0.3430 0.1530

Table 3. Result of algorithms comparison (Friends > 100)

P@1 P@2 P@5 P@10 P@50 P@100 MRR MAP

FRUITA 0.9143 0.6171 0.4874 0.3563 0.2199 0.1393 0.4402 0.1572
CN 0.7429 0.6080 0.4903 0.3674 0.2229 0.1395 0.4417 0.1586
Jaccard 0.6286 0.5371 0.4429 0.3474 0.2143 0.1391 0.4350 0.1456
Ada 0.7429 0.5909 0.4771 0.3566 0.2151 0.1382 0.4404 0.1619
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5 Conclusions

The FRUITA not only inherits the advantage of FoF but also has a flexible format
which can be easily extend according to the number of user attributes. We evaluate the
new algorithm with other FoF algorithms using real-world data. Our result shows that
the FRUITA performs best of all in total. And our study also finds that performance of
all these friend recommendation methods may depend on the number of users’ existing
friends. When the number of existing friends is falling down to less than 100, the result
of Jaccard’s coefficient may be unacceptable and Adamic/Adar also performs worse but
still acceptable. By contrast, Common-Neighbors and FRUITA keep perform well.
Furthermore, FRUITA still keep its strong performance when the number of existing
friends increases, while other algorithms may not be able to do so.

We also observed that the way of utilizing information is very important for an
algorithm. Adding extra information to an algorithm does not necessarily enhance the
performance of the algorithm, unless the information is integrated properly. The
Common-Neighbors algorithm utilizes only the number of common-neighbors; the
Jaccard’s coefficient utilizes more information, including the number of
common-neighbors, the number of the user’s and the candidate’s friends, but ironically
performs worse than the Common-Neighbors algorithm, because the three numbers are
integrated arbitrarily rather than properly. The Adamic/Adar algorithm also utilizes
more information, i.e., the number of friends of the common neighbors. However,
when the number of common-friends is relatively low, introducing extra information to
the algorithm may introduce too much noise, thus the Adamic/Adar algorithm performs
not better than the Common-Neighbors algorithm. When the number of
common-neighbors is relatively high, the noise brought by the number of friends of
common-neighbors is weakened, thus the Adamic/Adar algorithm performs better than
the Common-Neighbor algorithm. Compared to Adamic/Adar, FRUITA efficiently
utilizes users’ information. It can handle all the user attributes flexibly in a social
network. And the recommendation results will be enhanced with the increase of the
number of user’s attributes.
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Abstract. As one of the most well-known methods on customer analy-
sis, sequential pattern mining generally focuses on customer business
transactions to discover their behaviors. However in the real-world rental
industry, behaviors are usually linked to other factors in terms of actual
equipment circumstance. Fleet tracking factors, such as location and
usage, have been widely considered as important features to improve
work performance and predict customer preferences. In this paper, we
propose an innovative sequential pattern mining method to discover
rental patterns by combining business transactions with the fleet track-
ing factors. A novel sequential pattern mining framework is designed
to detect the effective items by utilizing both business transactions and
fleet tracking information. Experimental results on real datasets testify
the effectiveness of our approach.

Keywords: Sequential pattern mining · Fleet tracking · Item detection;

1 Introduction

In the rental business, the quality of services and products depends on how
successful we are in satisfying the customers need for service, and the ability to
get the equipment to customer and where they need it (Rieser 1994 and Trimble
et al. 2012). Business transactions and fleet tracking information, such as working
location and operating hours, have been widely recognized as important features
of improving work performance, predicting consumer preferences, and increasing
business competition (Trimble et al. 2012 and Andriesson et al. 2013).

Sequential pattern mining, as one of the most well-known method on cus-
tomer behavior analysis, finds out frequent subsequences as patterns in a given
sequence database (Zaki 2001, Pinto et al. 2001, Mooney and Roddick 2013).
For sequential pattern mining in rental industry, combining it with fleet track-
ing information can efficiently identify high utility items and focus on more
relevant circumstance.

As shown in Fig. 1(a) General sequential pattern mining, which compose
items into a sequence by different customer. The rental pattern discovered in
c© Springer International Publishing Switzerland 2015
C. Zhang et al. (Eds.): ICDS 2015, LNCS 9208, pp. 42–49, 2015.
DOI: 10.1007/978-3-319-24474-7 7



Discovering Sequential Rental Patterns by Fleet Tracking 43

Fig. 1. Three sequential pattern mining approaches (a) General; (b) Location-based
(c) Usage-based (Color figure online)

rectangle (red, grey, yellow) is the highest frequency, which has ignored the actual
equipment circumstances in customer sites. For example, the rental fleets of one
customer might be worked for two different work sites. It might decrease the
pattern accuracy to put them into one sequence. (b) Location-based sequential
pattern mining, describes this case. The sequence is divided into two different
ones by location A and B. Two rental patterns of location A (red, grey) and
location B (yellow, green) replace the previous traditional pattern with more
accuracy. (c) Usage-based sequential pattern mining, analyzes equipment usage
in time frequency, e.g. daily. Detecting high utility items in usage-time figure
can help find out more accurate pattern (yellow, red, green) in rental behavior
prediction.

To implement high efficient sequential pattern mining by fleet tracking in
rental industry, we provide a novel framework to conduct rental pattern min-
ing with proposed modeling algorithms. We propose two sequential rental pat-
tern mining algorithms to identify frequent itemsets by utilizing fleet tracking
information as location and usage. Further, our approach is demonstrated by
real-world datasets in an rental industry case study. Specifically, we make the
following contributions in this paper:

– Analyzed the problems of discovering sequential rental pattern by fleet
tracking;

– Proposed sequential pattern mining framework to discover efficient rental
pattern;

– Provided fleet tracking data and algorithms to compose location-based and
usage-based sequences;

– Experiments on real-world industry dataset testify the effectiveness of the
approach.

The paper is organized as follows. Section 2 reviews the related work.
Section 3 proposes a sequential rental pattern mining framework. Section 4
details the approach and algorithm. Experimental results are presented in Sect. 5.
Section 6 concludes the work.

2 Related Work

In the analyses of customer purchase behavior, sequential pattern mining with
the algorithms such as SPADE by Zaki 2001, Prefixspan by Pei et al. 2001 and
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SPAM by Ayres et al. 2002, proposed on the support/frequency sequences. The
algorithms of frequent sequences often result in many patterns being mined;
most of them may be hardly understood by business, while those related to real
business with frequencies lower than the given minimum support are ignored
(Mooney and Roddick 2013, Zhao et al. 2003 and Pei et al. 2007). Much work has
been done in the area of sequential pattern discovery and periodicity detection,
multiple minimum supports utilized to enhance the performance of sequential
pattern mining by Kumar et al. 2012, DFSP in biological sequences analysis by
Liao and Chen 2014, and utility measure to discover high utility patterns by Lan
et al. 2014.

In the rental industry, in terms of problem definition and utilizing other
information such as fleet tracking by Trimble et al. 2012 and Andriesson et al.
2013 to discover high quality sequential rental patterns in the real-world cases,
a major common shortcoming among previous work is losing the understanding
of what customer actual needs to services and products.

3 Technical Preliminaries and Framework

3.1 Basic Concepts and Definitions

Sequential Pattern Mining. Given a sequence database and a min-support
threshold, the problem of sequential rental pattern mining is to find the complete
set of sequential rental patterns in the IoT data. Let I = {i1, i2, ..., in} be a set
of all items, An itemset is a subset of items. A sequence is an ordered list of
itemsets. A sequence s is denoted by < s1s2...sn >, where is an itemset, i.e.,
sj ⊆ I for 1 ≤ j ≤ l. sj is also called an element of the sequence, and denoted
as (x1x2...xm), where xk is an item, i.e., xk ⊆ I for 1 ≤ k ≤ m. The number of
instances of items in a sequence is called the length of the sequence. A sequence
with length l is called an l-sequence.

A sequence database S is a set of tuples < sid, s >, where sid is a sequence-
id and s is a sequence. A tuple < sid, s > is said to contain a sequence α,
if α is a subsequence of s, i.e., α � s. The support of a sequence α in a
sequence database S is the number of tuples in the database containing α, i.e.,
supports(α) = |< sid, s > |(< sid, s >∈ S) ∧ (α � s)|. Given a positive integer
ξ as the support threshold, a sequence α is called a sequential pattern in data-
base S if the sequence is contained by at least ξ tuples in the database, i.e.,
supports(α) ≥ ξ. A sequential pattern with length l is called an l-pattern.

Fleet Tracking. With the integration of machines, sensors, information, soft-
ware instruction, and communications technologies, fleet tracking creates con-
nectivity between machines and business transactions (Andriesson et al. 2013).
In the rental industry, fleet tracking has attracted considerable interest as a way
to evaluate how they do business, optimize services and bring value to their cus-
tomers. By knowing the location or usage of every vehicle in a fleet, a company
can manage their vehicles in a more efficient and effective manner. The standard
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fleet tracking features include: equipment location with date and time, the cur-
rent total operating hours of the equipment with date and time, the quantity of
fuel that was used by the equipment during the 24-hour period that ended at
the specific date and time (Trimble et al. 2012 and Andriesson et al. 2013).

3.2 Sequential Rental Pattern Mining Framework

The proposed framework combines sequential pattern mining techniques with
fleet tracking information. A general framework is shown in the left of Fig. 2
with four following steps: Data Acquisition, Item Detection, Pattern Mining, and
Prediction. With the evaluation and updated model parameters, these steps can
be re-executed to peruse higher performance in future prediction. All components
described on the right of the graph, give more specific design on how to make
sequential pattern mining with fleet tracking data in rental industry.

Fig. 2. Sequential rental pattern mining framework

In the framework above, the transaction dataset comes from business trans-
action and fleet tracking records. Item sequence conversion is designed to operate
on business transaction with relevant tracking information. Each transaction is
seen as a set of items (an itemset) with equipment tracking data. Given the
threshold and parameters, the sequential rental pattern algorithms identify the
itemsets which are subsets of the transactions in the database. The discovered
rental patterns are stored as prediction rules in knowledgebase, which can be
used to predict customer rental behaviors in future, with business transactions
and fleet tracking information as inputting values.
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4 Sequential Rental Pattern Mining

Sequential pattern mining, which discovers frequent subsequences as patterns in
a sequence database, has proven to be a useful approach on handling order-based
business problems as customer behavior analysis. The rental transactional data
dealing with what the customers have bought in past will effectively reflects
their behavior patterns around what they might rent in the future. To avoid the
low efficient patterns from traditional sequential mining methods, our approach
focusing on high performance events, utilizes both transactional data and fleet
tracking information to get customer rental behaviors in real circumstance.

4.1 Data Acquisition and Item Detection

The data sources of data acquisition include two parts: Business Transaction
and Fleet Tracking Information. It is the process of sampling and converting
real-world business transactions and equipment information into series data-
base tables that can be manipulated by following item detection phase. Data
acquisition applications are controlled by Extract, Transform and Load (ETL)
programs developed using various general purpose programming languages.

Item Sequence Detection by Location. Traditional sequential rental item
detection focuses on the rental behaviors of a customer, however in practical,
the customer rental behaviors depend on special characteristics of each project
running in different locations. Detecting location-based items will capture the
special features on different worksite and then will effective improve the predic-
tion accuracy. The detecting results will be stored in a sequence database with
customer id and project location.

Item Sequence Detection with Usage. Equipment utilization is the core of
the equipment rental business. Usage information of the equipment is another
important feature to identify high utility rental items. Analyzing customer behav-
iors on renting high utility equipment becomes hot requirements for many rental
companies. Usage can be captured by fleet tracking that we described in Sect. 3.

4.2 Pattern Mining and Behavior Analysis

Objective of Discovering Rental Patterns. The aim of the approach is to
discover high utility sequential rental patterns. We still need set up the detail
objectives to define suitable parameter and fulfill the algorithm. In our case,
by discussing with the equipment rental company, several objectives have been
descripted for the project. The objectives are listed as follows: (1) To find out
the products a customer prefers to hire sequentially and with high frequency,
(2) To predict the product a customer might be interested to hire in the near
future.
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Sequential PatternMiningAlgorithm. Sequential pattern mining algorithm
in sequential rental patterns discovering is described in the algorithm table. Given
a sequence s =< s1s2...sk >, we denoted k-sequences as a sequence with k items.
Lk is the set of frequent k-sequences, while Ck is the set of candidate k-sequences.
Our goal is to generate a candidate set of all frequent k-sequences, given the set
of all frequent (k − 1)-sequences.

Algorithm begin
1. Generate the candidate sequences in C1

2. Save the frequent sequences in L1

Iteratively find the sequences with kth pass:
3. Generate the candidate sequences in from the frequent sequences in Lk−1.
Join Phase : Join Lk−1 with Lk−1.
if (s1 first item) is the same as (s2 last item), s1 join with s2.
Prune Phase : Delete candidate sequences Ck that have a contiguous (k − 1)
subsequence whose support count is less than the minimum support.
Terminated until
4. No more frequent sequences Lk are found. No candidate sequences Ck are gen-
erated.
End

Behavior Analysis. In the current setting learning is performed off-line. The
result of learning is a set of Pattern Rules which give information what customer
rental behavior might occur with some probability when certain preconditions are
satisfied. On the other hand, Business Transaction and Fleet Tracking Information
are used as input to the analysis algorithm as well. These rules and data sources
are applied to analyze what future rental behaviors are likely to happen.

5 Testing and Results

We conduct intensive experiments on the real dataset from real-world rental
industry, which holds 180,613 customer transactions with related fleet tracking
from January 2014 to December 2014. The experiments evaluates the performance
of Sequential Rental Pattern Mining in terms of computational cost, memory
usage, number of patterns, and length of patterns on different item detection strat-
egy from DS1 to DS4:

– DS1 focus on the rental transactions by customer only.
– DS2 uses the rental transactions by customer and fleet tracking with location.
– DS3 uses the rental transactions by customer and fleet tracking with usage.
– DS4 analyzes the patterns on the rental transactions by customer and fleet

tracking with both location and usage.

The execution times of mining rental sequential patterns on DS1 to DS4 are shown
in Fig. 3; the figure also since we can obtain many more sequential rental patterns.
Especially for DS4, with the combination of fleet includes the number of patterns.
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Fig. 3. Evaluation of Execution Time and Number of Patterns on the Four Item Detec-
tion Strategies

When the minimum threshold decreases, more execution time is required tracking
with both location and usage, the results show that it can extract more sequential
rental patterns with less execution cost. The results also show that compared with
DS1 without fleet tracking, all the other three strategies with fleet tracking have
taken less execution time under same threshold (for instance, 1719 for DS1 and
106 for DS2). Figure 4 (a) and (b) show the effectiveness of the approaches with
the fleet tracking. The execution time has dramatically decreased with fleet track-
ing approaches as DS2 DS4, and the number of patterns under suitable thresh-
old still can keep on a high level (for instance, 1719 with above 25000 patterns
for DS1 and 258 with 24196 patterns for DS4). The results also show that uti-
lizing multiple fleet tracking features has the better performance than the sim-
ple fleet tracking approaches. Compared with the simple fleet tracking DS2 and
DS3, the complex fleet tracking DS4 with both location and usage has discov-
ered much more rental patterns with the reasonable execution time (for instance,
258 with 24196 patterns). We validated the accuracy of discovering rental pat-

Fig. 4. Comparison of (a) Number of Patterns and (b) Execution Time on the Four Item
Detection Strategy (c) Evaluation of Length of Patterns on the Four Item Detection
Strategies

terns on different strategies through the evaluation from domain experts. The
experts from rental industry randomly chose groups of the patterns of length (2 6)
from different strategy (DS1 DS4) and evaluated the patterns with their domain
knowledge. Then they picked up the qualified patterns from each group. The value
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of expert evaluation means the percentage of qualified patterns in each group.
In Fig. 4(c), although the value of expert evaluation varied by length of patterns,
the strategies with fleet tracking approaches show higher percentage of valuable
patterns in every length group. The results show the effectiveness of the fleet track-
ing strategies.

6 Conclusion

Sequential rental pattern mining leads to patterns which discover the customers
need for service and with the fleet tracking features we can know about the detail
on when get the equipment to customer and where they need it. In this paper, we
have proposed a novel framework on how to discover sequential rental patterns by
fleet tracking and testified its performance with different fleet tracking strategies
in the rental industry. The results demonstrate the effectiveness of our approach.
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Abstract. In this era of information explosion, how to discover poten-
tial useful information in social networks and further locate the source
has become of great importance. However, in front of the large scale
social networks, the large calculation cost is the key difficulty in source
locating algorithms. Aiming at this problem, we present a fast method
based on climbing algorithms to locate the information source with less
calculation cost in large scale social networks. Experimental results on
both generated and real-world data sets show that our algorithm is more
faster than existing algorithms, since it needs fewer iterations.

Keywords: Source locating · Fast algorithm · Large-scale social
networks

1 Introduction

With the advent of big data era, magnanimity information are spreading quickly
through social networks. Finding out the information source is essential for con-
trolling and preventing rumor risks, which makes source locating an urgent prob-
lem to be solved.

Broadly speaking, there are several ways that can be used to solve this prob-
lem. The most intuitive approach [1] is centrality measurement on the network
topology, the node with the highest centrality is regarded as the information
source. On the other hand, this problem can be settled as a maximum likelihood
problem [2]. Moreover, other methods like spectral analysis [3] and Monte Carlo
[4] method can also be used in source locating problem. However, all these solu-
tions exist some defects in large scale networks. First of all, all nodes or at least
most of the nodes who have accepted and spread the information is required
to be known in these methods. However, considering the query cost, picking
out all the nodes (even most of the nodes) who have spread the information
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is impossible. Moreover, these solutions need complicated calculation over the
whole networks, which cause the poor scalability.

Thus, in this paper we aim to developing a source locating algorithm for
large-scale social networks with less calculation cost. The main challenges of the
proposed problem are two aspects: (1) the sparsity of the observations; (2) the
social network scale is too large to do the calculations on the whole network.
Specifically, we proposed a fast source locating method for large-scale social
networks. First, we chose k sensors strategically who monitoring the informa-
tion spreading in social networks. And then, we proposed a time-based gradient
descent algorithm to searching the information source with calculation cost as
less as possible. If there is information we are interested in, we quickly locating
the information source with our fast climbing algorithm.

Compared to exiting works the main contributions of our solution is as
follows:

– We proposed several sensors selection strategies and we also compared these
different sensors selection methods.

– We proposed a fast climbing method to locate the information source searching
only a small subset of the whole network.

– Our algorithm achieves better scalability than other methods.

The remainder of the paper is organized as follows. Section 2 formulates the
source locating problem. Section 3 introduces the proposed fast climbing algo-
rithms. Section 4 reports experimental results. Section 5 discusses related work,
and Sect. 6 concludes the paper.

2 Problem Formulation

Consider a network G = (V,E), which contains a nodes set V and edges set E.
Suppose a message m begin to spreading from v0 ∈ V in the network at some
time t0. After a period of time Δt, a set of nodes VI ⊂ V has infected by this
message. Theoretically, we can identify the information source by monitoring all
the nodes in the network. However, due to the huge scale of social networks, it
is impossible to monitoring all the nodes. Thus, the key to solving this problem
is minimizing the mathematical expectation of monitoring and querying cost in
huge networks, as shown in Eq. (1)

EΞ,Ψ [T (Ξ(S, k), Ψ(S))] (1)

where S is the set of sensors containing k sensors, Ξ is the strategy of sensors
selection. And Ψ is the strategy of identifying the source based on the given
S set.

3 Fast Climbing Algorithm

To locating the source, we use the intuition that the information source must
be the earliest node publish the information. All we have to do is find out the
earliest node with the minimum cost. First, we placed k sensors in the network
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monitoring the information we are interested in, here we present four sensors
selection method. Then, we proposed a fast climbing Algorithm, as shown in
Algorithm 1, to locating the information source if the sensors discovering some
information we are interested in.

Algorithm 1. Fast Climbing Algorithm to Source Locating Problem
Initialization: the network G = (V,E), and cascade of a typical item

Di = {(u, t)}, set STOP = 0, infection time tu = N for every
u ∈ V

for (u, tu) ∈ Di = {(u, t)} do
set tu = t

Selected the sensors set S = {k nodes v ∈ V }
following the above sensor selection methods.

Update S = {v ∈ S|where tv is minimum}
while STOP == 0 do

for v ∈ S do
if ∃ tu < tv for all u ∈ Neighbor(v) then

S = S ∪ u
Update S = {v ∈ S|where tv is minimum}

if � tu < tv for all u ∈ Neighbor(v ∈ S) then
STOP = 1

return S as the information source(s), when algorithm terminates.

(1) Random Selected k sensors randomly in the whole networks. That is to say
every node can be a sensor with the probability k

|V | , in a network containing
|V | nodes.

(2) Degree k nodes with the highest degree (largest count of incoming edges)
in the whole networks are selected as sensors.

(3) Distance Selected k nodes that the distance between any two of them is
greater than d (the distance d is given) as sensors. We can selected these k
sensors as followings: first, we randomly selected a node as the sensor; then,
we selected another node as a sensor only if it’s minimum distance to all
existing sensors is greater than d; repeated the step two until k sensors are
selected.

(4) Degree + Distance Selected k nodes combines Distance and Degree.
All k sensors should obey the distance rule, meanwhile, nodes with higher
Degree are more likely chosen as the sensors.

Table 1. General situation of datasets

Dataset Number of nodes Number of edges

Facebook 4039 176468

Small-world 40,000 160,000
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4 Experiments

We evaluate our algorithms on both synthetic and real-world datasets. More
specifically, the synthetic dataset is a small-world network generated by
networkX (software package for generating complete networks), and the real-
world datasets is Facebook, a publicly available online social network dataset,
which can be downloaded from http://snap.stanford.edu/data/. Each of these
two datasets consists of both structure information of the network G = (V,E)
(as shown in Table 1) and the cascade information generated by SI propagation
model with the infected probability equal to 0.9.

Fig. 1. Time cost of different source-locating algorithms.

Small-world Facebook

Fig. 2. Mathematical expectation of iterations.

Considering that we can query all nodes in networks for the time when them
receiving a given information. The information must be find out as long as we
have enough time. Thus, the number of iterations and calculate time is the major

http://snap.stanford.edu/data/
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Small-world Facebook

Fig. 3. Ratio of experiments in which no monitor receives the message.

concern in this problem. We first evaluate the time cost of our solution and other
three representative algorithms, i.e., distance center, jordan center and rumor
center, on generated differ-scale networks as shown in Fig. 1. Then, we compared
the number of iterations and the calculation time vary with the number of sensors
k for different sensor selection methods, as shown in Fig. 2. Furthermore, One of
the important factors that affects the time cost is the number of positive sensors.
Figure 3 shows the ratio of experiments in which no sensors received the specify
item. All reported results are averaged over 100 independent runs on different
sources. Experiment results show that we can monitoring the whole network
with less than 10 sensors using the Degree sensors selection method, and then
locate the information source with our fast climbing algorithm.

5 Related Works

With the advent of big data era, information propagates extremely fast through
social networks. Therefore, a great deal of works [5,6] have been done over the
past decade.

First, information propagation and influence maximization problem have
been extensively studied over the last decade. On one hand, there are consider-
able works on modeling the information propagation. These works mainly model
the information diffusion in networks, and the most popular models are SIR
(susceptible-infected-recovered) model [7], SI (susceptible-infected) model [8] and
IC (independent cascade) model [9]. On the other hand, influence maximiza-
tion solutions are trying to find a small subset of nodes in a social network that
could maximize the spread of the information. Domingos and Richardson [10,11]
first formulated the influence maximization problem as an algorithmic problem
in probabilistic methods. And, Kempe et al. [12] first modeled the problem as
the discrete optimization problem. Later many heuristic algorithms [13–15] have
been proposed to improve the efficiency of seed selection. In the works [16–18]
the authors discussed the integral influence maximization problem when repeated
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activations are involved. Besides, Yao et al. [19,20] studied the problem of mini-
mizing the negative influence by blocking links or vertexes in social networks.

Second, source locating problem has become a hot issue in recent years.
Comin first proposed a heuristic topology center measurement [1] for source
locating problems, but there is no theoretical analysis to support it. Next, pinto,
etc. locating the source through infected time analysis [21]. Later, lots of works
are based on sample path analysis, such as Rumor Center [2,22] and Jordan
Center [23]. Besides, Luo proposed multiple sources locating algorithms [24],
source locating based on limited observations [25] and identifying source on SIS
model [26] through optimize a sample path. Unfortunately, these works are all
based on tree like networks which greatly simplify the problem. Other methods,
like spectral analysis [3,27] also be used to identifying the sources. Until 2013,
Lokhov proposed a ML (maximum likelihood) estimator optimized by dynamic-
message passing algorithms [28], the problem is addressed more systematically.
Then, MAP (maximum a posteriori) algorithms [29] gave better solutions to
the problems via considering the priori information. Moreover, multiple sources
locating on SIR model [30] and topic-aware source locating [31] solutions also
be discussed recently. However, few of these works considered the time cost in
the source locating problem, which is particularly important in large scale social
networks.

Compared with these approaches, we propose a solution to fast source locat-
ing problems based on climbing algorithm through only partially observed sub-
sets of the whole social networks.

6 Conclusions

In this paper, we presented a fast climbing algorithm for source locating
algorithm in huge social networks. Compared with existing source locating algo-
rithms, our methods could locate the information source with less time cost.
Moreover, few sensors were needed in our fast climbing algorithm, which would
further save the observing cost. Experimental results on both generated and
real-world data sets showed the effectiveness of our algorithm.
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Abstract. Smog Disaster studies of PM2.5 are limited by the lack of
monitoring data, especially in developing countries. Satellite observa-
tions offer valuable global information about PM2.5 concentrations, but
have limited accuracy and completeness. In contrast to satellite domain-
driven methods for PM2.5 retrieval, our approach is satellite data-driven.
Challenges and our proposed solutions discussed here in context of global
scale PM2.5 estimation include (i) PM2.5 regression from Aerosol Opti-
cal Depth (AOD) data; (ii) training such a multi-view model for robust
performance across multiple satellite measures; and (iii) the model for
incomplete data avoids direct imputation of the missing elements. Exper-
imental results on real-world data sets show that it significantly outper-
forms the existing approaches.

Keywords: Data science · Smog disaster · Multi-view learning

1 Introduction

PM2.5 is tiny particulate matter less than 2.5µm in size. There are many
attempts to gather air pollution information based on sources other than mon-
itor stations. Zheng et al. [4] estimated the air quality in big cities by fusing
monitor stations data with meteorological and traffic data. Chen et al. [1]. To
have a better AOD estimate, Djuric et al. [2] aggregate both ground-based and
satellite instruments in a semi-supervised learning manner.

In recent years, application of satellite observation in air quality stud-
ies has advanced greatly. Currently, many instruments aboard several Earth-
observing satellites report their AOD estimates,such as MODIS instrument
aboard Terra(MOD) and Aqua(MYD) satellites, MISR aboard Terra,OMI
aboard Aura. Different spatial and temporal coverage, design, and specific mis-
sion objectives of the satellite instruments mean that they observe and measure
differently. To have a better PM2.5 estimate, one useful approach is to integrate
measurements from multiple satellite measurements. It is expected that the per-
formance can be significantly improved if information from different views can
be properly integrated and leveraged. Multi-view learning refers to learning with
multiple feature sets that reflect different characteristics or views of data, which
is an vital research direction.
c© Springer International Publishing Switzerland 2015
C. Zhang et al. (Eds.): ICDS 2015, LNCS 9208, pp. 58–61, 2015.
DOI: 10.1007/978-3-319-24474-7 9
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2 Incomplete Multi-view Learning Model

In this section, we consider the more challenging and more realistic situation
with general pattern of missing data. Xiang et al. [3] propose an Multi-Source
Learning method with Block-wise Missing Data which avoids the direct impu-
tation. Our intuition of designing such Incomplete multi-view learning (IMVL)
model is illustrated in Fig. 1. First we learn different models for each data view
and then combine these learned models properly integrated via extra regulariza-
tions/constraints.

Suppose we have S data views in total and each view has at least one data
view available. For each sample, based on whether a certain data view is present,
we just need to record a single decimal integer if we convert this binary vector to
a binary number, called profile. All these profiles are stored in an n-dimensional
vector pf [1...N ] where n is the number of samples. We are ready to give a concise
description of our model. Following the aforementioned intuitions, we learn a
consistent model (variable w) across different view combinations, while within
each combination, the function h(X) for different view are learned adaptively.
Mathematically, the proposed model solves the following formulation:

min
w

1
|pf|

∑

m∈pf

f(hm(Xm),wm,Ym) + λRw(w) (1)

where

f(h(X),w,Y) =
1
n
L(Y,

∑Sm

i=1 w
m
i hm

i (Xm
i )

∑Sm

i=1 w
m
i

) (2)

Y = h(X) + ε (3)

and Rw is regularizations on w respectively. The m superscript in (1) denotes the
matrix/vector restricted to the samples that contain m in their profiles. Xi and

Fig. 1. Illustration of the proposed learning model.
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wi in (2) represent the data matrix and the weight of the ith view, respectively.
Sm represent those views exist in the combination m. hi(Xi) represent linear
regression model learning from ith view. L can be any convex loss function such
as the least squares loss function or the logistic loss function and n is number of
rows of X.

When we learned prediction model in each view and seek the optimal w, (1)
becomes an unconstrained regularization problem:

min
w

g(w) + λRw(w) (4)

where

g(w) =
1

|pf|
∑

m∈pf

1
2nm

‖Ym −
∑Sm

i=1 w
m
i hm

i (Xm
i )

∑Sm

i=1 w
m
i

‖22 (5)

and nm is number of rows of Xm. We can observe that g(w) is a quadratic
function of w and thus the overall formulation is to minimize the summation of
a quadratic term and the regularization term �1-norm. In order to apply standard
first-order lasso solvers, we only need to provide the gradient of w at any given
point without knowing the explicit quadratic form. Algorithm1 summarizes our
alternating minimization scheme.

Algorithm 1. Iterative algorithm for solving (1)
Inpute: X,Y,λ
Output: solution h(X), w to (1)
1: Compute each hi(Xi) via solving a linear regression problem (3) in ith view.
2: Initialize (wi)0 by fitting each view individually on the available data.
3: for all k = 1,2,... do
4: Update (w)k via solving a regularized lasso problem (4)
5: if the objective stops decreasing then
6: return w = (w)k

7: end if
8: end for

3 Experiments

In this section, we perform experiments in three china citys(Guangzhou,
Lanzhou, Hangzhou) using the ground-based PM2.5 data1 (16:00–17:00 local
time) and four satellite measurements2 (including two from Terra MODIS and
MISR at 14:00–15:00 local time; and two from Aqua MODIS and OMI at 16:00–
17:00 local time) from 2013–2014. After removing days with none of satellite
data,we obtain 1,837 data points totally, where 49 % of satellite predictions were
missing.
1 http://www.pm25.in/.
2 http://giovanni.gsfc.nasa.gov/mapss/.

http://www.pm25.in/
http://giovanni.gsfc.nasa.gov/mapss/
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Fig. 2. Box plots of results on the real-world data set.

To reduce statistical variability, results are averaged over 10 repetitions.
In each repetition, we randomly sample 20% points as test set. 5-fold cross-
validation is employed to evaluate the performance for each model. Although
medians do not change significantly for Averaging and IMVL in Correlation
coefficient and RMSE, IMVL has significantly lower MPE compared with the
other methods in Fig. 2.

4 Conclusions

In this paper, we proposed a supervised method for aggregation of AOD predic-
tions from incomplete noisy satellite-borne sensors into a single, more accurate
estimate of PM2.5. Our IMVL method is motivated by Multi-view Learning’s
principle of complementary, presenting a general optimization method. Results
on real-world aerosol data comprising 4 satellite-borne sensors indicate the ben-
efits of the proposed approach.
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Abstract. Hard clustering algorithm partitions data set into several
distinct regions. Clustering result offers a kind of characterization for
the distribution of data relied on concentration. At the same time, the
cluster structure can be regarded as a representation of knowledge in the
form of data. However, as a sort of unsupervised learning task, due to a
lack of overall criterion for evaluating the effect of clustering algorithms,
different clustering algorithms lead to different results based on differ-
ent considerations. Because of this uncertainty of single clustering result,
by virtue of algebra tools, this paper tries to obtain a more reasonable
cluster structure by combining various hard clustering results. Further-
more, based on the algebra representation and topological description of
clustering, lattice theory and latticized topology can be employed, which
allows us to define algebra operations and discuss topology property on
clustering results.

Keywords: Hard clustering · Algebra description · Lattice theory ·
Latticized topology

1 Introduction

Different from goodness of fit based classification problem, as an unsupervised
learning task, clustering algorithms offers the results based on several vague
principles, which leads to the difficulty of evaluating for the cluster validity [1].
Traditionally, there are three different criteria for evaluating cluster validity,
external criterion, internal criterion and relative criterion [2]. External criterion
measures the difference between clustering result and predefined cluster struc-
ture. Based on similarity matrix, internal criterion compares clustering results
under some test of statistical significance. Relative criterion selects the best para-
meter which is in accordance with the data set. At the same time, it can also tell
whether the data set has a distinct cluster structure. However, because of the
uncertainty of these criteria and the clustering analysis itself, we cannot ensure
c© Springer International Publishing Switzerland 2015
C. Zhang et al. (Eds.): ICDS 2015, LNCS 9208, pp. 62–69, 2015.
DOI: 10.1007/978-3-319-24474-7 10
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which result is the best one. Besides, according to the discussion in [3], clustering
can be classified into hard clustering and soft clustering. Typical method in the
former type is partition based clustering [4]. Soft clustering employs degree of
membership to measure and define different clusters [5].

Lattice theory is an important topic of universal algebra, which mainly stud-
ies the algebra structure of arbitrary nonempty set [6]. Based on algebra oper-
ations on the set, equivalence relation can be developed to congruence relation,
which keeps the equivalence under the corresponding algebra operations. Fur-
thermore, all the congruence relations on the set construct a sublattice of the
lattice formed by all the equivalence relations on the same set with respect to
inclusion. It is clear that every single hard clustering is equivalent to some par-
titions on the data space. As a result, by means of defining proper operations
on the same data space, we found the correspondence between the lattice of
congruence relations and all the clustering results on the data set. In this way,
the properties of congruence lattice can be extended to the clustering results.

In addition, latticized topology offers the topological structure on lattice.
Based on the establishment of 8 different topological bases, the convergence
properties can be discussed [7]. On one hand, hard clustering result can be
viewed as a non-intersection subset of the power set of data set, which is a
typical Boolean algebra. On the other hand, every single clustering result can
be seen as an element in the power set of product space formed by data set.
Based on algebraic closure operator, clustering result equals to closed set under
the operator, which can build another cluster related lattice.

In this paper, we focus on algebra description for hard clustering and also
discuss fundamental properties under specific latticized topology. Especially,
congruence lattice of a certain algebra system will be used to describe results
obtained by one single clustering algorithm or a class of clustering algorithms.
By doing this, we will show the relation between clustering results and the con-
gruence lattice on a specific algebra. Then, topological basis built by clustering
results can be proposed.

2 Preliminaries

2.1 Algebraic Lattice and Congruence Lattice

Let Eq(A) denote all the equivalence relations on A. It can be proved that poset
(Eq(A),⊆) is a complete lattice. In addition, if {θi}i∈I is a subset of Eq(A), we
have

∧
i∈I θi =

⋂
i∈I θi and ∨i∈Iθi = ∪{θi0 ◦ θi1 ◦ θi2 ◦ · · · ◦ θik : i0, i1, i2, · · · , ik ∈

I, k < ∞}. Particularly, if θ1 and θ2 is permutable under the operation ◦, we
have θ1 ∨ θ2 = θ1 ◦ θ2. All the partitions of set A is denoted by Π(A). There is
a bijection between Π(A) and Eq(A).

Definition 1 (Compact Element). An element a in lattice L is compact if
∀a �

∨
A, there is a finite subset B of A, such that a �

∨
B. L is compactly

generated iff every element in L is a supremum of compact elements.
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Definition 2 (Algebraic Lattice). A lattice is an algebraic lattice iff it is
complete and compactly generated.

Definition 3 (Congruence Lattice). Let AAA be an algebra of type F and
θ ∈ Eq(A). Then θ is a congruence on AAA if θ satisfies the following compat-
ibility property (CP): for each n-ary function symbol fAAA ∈ F and ai, bi ∈ A, if
aiθbi, 1 � i � n, then, fAAA(a1, a2, · · · , an)θfAAA(b1, b2, · · · , bn) holds.

In Fig. 1, we show a sketch for congruence relation. The dotted lines subdivide
A into the equivalence classes of θ. Then selecting a1, b1 and a2, b2 in the same
equivalence class respectively. For binary operation fAAA, compatibility property
guarantees fAAA(a1, a2) and fAAA(b1, b2) to be in the same equivalence class. Denote
the congruence lattice on AAA as Con A.

Fig. 1. Congruence relation

Theorem 1. Con A is an algebraic lattice.

2.2 General Latticized Topology

Let L be a complete lattice. We construct latticized topology on L, which can
induce common topology on L.

Theorem 2. Let T10 = {(γ]|γ ∈ Γu} ∪ ∅ ⊆ P (L) and P (L) be the power set of
L. Then, T10 is a topological basis of L.

Proof. Fist,
⋃

T10 = L. Next, let (γ1], (γ2] be two arbitrary elements in T10.
Since (γ1] ∩ (γ2] = (γ1 ∧ γ2] and γ1 ∧ γ2 ∈ Γu, we have ∀α ∈ (γ1] ∩ (γ2], α ∈
(γ1 ∧ γ2] = (γ1] ∩ (γ2]. Now, let � = {U ⊂ L|∃{γt, t ∈ T} ⊆ T10, U =

⋃

t∈T

(γt]}.

It can be proved that (L,�) is the unique topology space with respect to T10 as
its topological basis. ��

3 Algebra Characterization for Clustering Result

In this section, data set is denoted by X and the data space which X belongs to
is denoted by X∞. Specifically, each partition is equal to a certain equivalence
relation on X∞, denoted by R. And the clustering result can be denoted by
P , which is also a partition on data set X. In the sense of restriction, we have
P = (X∞/R)

⋂
P (X). Here, P (X) denotes the collection of all the power sets

of X.
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3.1 Description for Single Clustering Result

Let C be an operation which can assign every single data point to its corre-
sponding center (or medoid), based on the nearest Euclidean distance. Define
a mapping from the data space X∞ to the collection of central points Xi,
αi : X∞ → Xi, αi(x) = C(x). Now, we need to construct languages on X∞

and Xi, which can ensure the mapping αi above to be a homomorphism. Here,
we suppose X∞ to be an Euclidean space.

Definition 4. Define an n-ary on X∞: fX∞X∞X∞
(x1, x2, · · · , xn) = C(x1)+C(x2)+

· · ·+C(xn),∀xi ∈ X∞. Define an n-ary on Xi: fXiXiXi(c1, c2, · · · , cn) = C(c1+c2+
· · · + cn). Here, c1, c2, · · · cn ∈ Xi.

Proposition 1. Based on the above definition of n-ary languages on X∞ and
Xi, αi is a homomorphism.

Proof. The proposition can be verified by the following:

αi(fX∞X∞X∞
(a1, a2, · · · , an)) = αi(C(a1) + C(a2) + · · · + C(an))

= C(C(a1) + C(a2) + · · · + C(an))

= fXiXiXi(αi(a1), αi(a2), · · · , αi(an)),∀ai ∈ X∞.

(1)

Thus, αi is a surjective homomorphism between X∞X∞X∞ and XiXiXi. ��
According to fundamental homomorphism theorem, the kernel of the surjective
homomorphism mapping ker(αi) is an element in Con X∞X∞X∞. Let X be the data
set, which is a nonempty subset in the vector space. When restricting the universe
in X, we obtain a relation between Con X∞X∞X∞ and partitions on X. Particularly,
every partitions on X can be arranged with a class of elements in Con X∞X∞X∞,
which can induce an equivalence relation on Con X∞X∞X∞. Consequently, ker(αi) is
a representative element in the equivalence class. In addition, the restriction of
every coset under ker(αi) in X is a cluster in the clustering result.

3.2 Description for a Class of Clustering Results

Here, we extend our algebra method to describe a class of clustering results.
Without loss of generality, we consider two different Euclidean distance based
clustering algorithms on X, whose collections of central points are denoted by
Xi and Xj respectively.

Definition 5. Let αi be the homomorphism mapping from X∞X∞X∞ to XiXiXi. For
arbitrary {x1, x2, · · · , xn} ⊆ X∞, define set Si(x1, x2, · · · , xn), which satisfies
∀s ∈ Si(x1, x2, · · · , xn): αis = fXiXiXi(αix1, αix2, · · · , αixn).

When Si(x1, x2, · · · , xn)
⋂

Sj(x1, x2, · · · , xn) �= ∅, for all {x1, x2, · · · , xn} ⊆
X∞, n-ary operation on X∞ can be defined as follows: fX∞X∞X∞

(x1, x2, · · · , xn) ∈
Si(x1, x2, · · · , xn)

⋂
Sj(x1, x2, · · · , xn).
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Remark 1. Suppose that there are two different Euclidean distance based clus-
tering algorithms, whose collections of central points are denoted by Xi and Xj

respectively. Consider fXiXiXi as the following: fXiXiXi(c1, c2) = Ci(c1 + c2), i = 1, 2,
S1(x1, x2)

⋂
S2(x1, x2) �= ∅ is equal to the intersection of the equivalence classes

of the center corresponding to C1(x1)+C1(x2) in X1 and C2(x1)+C2(x2) in X2

is nonempty. Here, Ci, i = 1, 2 are the mappings arranging point to its nearest
center according to two different clustering results respectively. In this case, we
can define the value of fX∞X∞X∞

(a1, a2) in the intersection. Here, α1 and α2 are the
surjective homomorphisms from X∞X∞X∞ to X1X1X1 and X2X2X2, respectively.

Definition 6. Let fXiXiXi be an n-ary on Xi. If
⋂

i∈I

Si(x1, x2, · · · , xn) �= ∅,∀{x1, x2, · · · , xn} ⊆ X∞, (2)

then the algebra operation fX∞X∞X∞
on X can be induced according to αi and

fXiXiXi , i ∈ I. Furthermore, the homomorphism from X∞X∞X∞ to
∏

i∈I

XiXiXi can be built,

i.e., α satisfying α(a)(i) = αi(a),∀a ∈ X∞X∞X∞.

Remark 2. The kernel of homomorphism ker(α) =
⋂

i∈I

ker(αi) can build a new

congruence on X∞X∞X∞, in which elements in the same equivalence class restricted
in data set X are also partitioned in the same cluster by every single algorithm.
Particularly, when α is injective and homomorphic, we denote ker(α) = Δ, which
leads to a trivial case.

Example 1. Here, we illustrate how the compatibility property can be satisfied.
In Fig. 2, two clustering results are displayed. In the first one, data set is parti-
tioned into two regions, i.e., inner layer and outer layer, which can be obtained by
some density based algorithm. In the second one, data set is partitioned into four
regions, which are indicated by the sectors. This result can be gained by Euclid-
ean distance based algorithm, for example K-means. Consequently, two-tuples
are used to mark the cluster labels of all the separated areas in two results respec-
tively. For example, (1, 2) represents that the corresponding area is in cluster 1
and cluster 2 according to two clustering results respectively. In Fig. 2, because
every cluster obtained by one algorithm has a nonempty intersection with all
the cluster obtained by the other algorithm, two clustering results satisfy the
compatibility property naturally. In fact, if the congruences corresponding to
two results are denoted by θ1 and θ2, we have θ1

⋃
θ2 = ∇, which means all the

points are clustered in the same cluster. Additionally, as we have pointed out,
θ1

⋂
θ2 will induce a new congruence, containing 8 distinct clusters. Especially,

when there is only one point in every single region, we have θ1
⋂

θ2 = Δ, i.e.,
different points in different regions. In this special case, we call θ1 and θ2 a pair
of factor congruences on X∞X∞X∞.

Remark 3. Now, we would like to discuss some properties on this algebra struc-
ture. Denote α|X as α restricting in X. First of all, the homomorphism of every
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Fig. 2. Compatibility property

single αi guarantee the homomorphism of α, which also indicates the homo-
morphism of α|X . Secondly, for an infinite index of I and a finite data set X,
α|X cannot be a mapping from X onto

∏

i∈I

Xi. In this case, we can only discuss

when α|X is an embedding. As is shown above, α|X is an embedding iff α is an
embedding iff ker(α) =

⋂

i∈I

ker(αi) = Δ.

Definition 7. Mapping αi : X∞X∞X∞ → XiXiXi, i ∈ I separate points iff for any arbi-
trary pair x1, x2 ∈ X∞, exists αi, αi(a1) �= αi(a2) holds.

3.3 Relation Between Clustering Results and Congruences
on Algebra

For data space constructed algebra X∞X∞X∞, we point out when a class of clustering
results, which are denoted by Clu XXX, satisfying compatibility property, they can
be corresponded to a subset of all the congruences on X∞X∞X∞, denoted by ConX∞X∞X∞,
by an injective mapping.

Here, any element in CluXXX can be represented by a homomorphism mapping
αi or can be viewed as a quotient space (X∞X∞X∞/ker(αi))

⋂
P (X). For arbitrary

θi ∈ Con X∞X∞X∞ and αi ∈ Clu XXX, there is a partition (equivalence relation) of
data set X can be induced.

Next, ∀{x1, x2, · · · , xn} ⊆ X∞X∞X∞, define: fX∞X∞X∞
(a1, a2, · · · , an) ∈ ⋂

i∈I

{s|αis =

fXiXiXi(αia1, αia2, · · · , αian)}. Obviously, ∀i ∈ I, ker(αi) ∈ Con X∞X∞X∞. Then, we
have the following theorem.

Theorem 3. For a class of clustering results on data set X, if they satisfy com-
patibility property, we can define algebra operation on X∞. There is a bijective
between Clu XXX and a subset of Con X∞X∞X∞. The intersection of all the kernels
under homomorphism with respect to every single clustering result products new
congruence on X∞X∞X∞.
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Remark 4. According to this theorem, we can construct the one-to-one cor-
respondence between a class of clustering results and a subset of Con X∞X∞X∞.
Then, according to disjunction and conjunction operations on Con X∞X∞X∞, we can
study clustering result as congruence. Particularly, every clustering result can
be viewed as compactly generated element.

4 Latticized Topology for Clustering Generated Lattice

4.1 Latticized Topology in Congruence Lattice

Firstly, according to Theorem 3, a correspondence can be built between clus-
tering result in the data set and congruence relation on data space. Now, AAA is
denoted an arbitrary algebra. According to algebraic closure operator Θ, all the
congruence relations on AAA can be viewed as a closed set with respect to Θ. Every
θ ∈ Con AAA is a closure of some subset of A×A with respect to Θ. Thus, we con-
sider topological structure of lattice (Θ(P (A × A)),∨,∧). Denote Θ(P (A × A))
as L. τ∗(L) is the ideal of L, which is dual to filter τ∗(L) of L.

Notice that T01 = {[γ)|γ ∈ Γd} ∪ ∅ ⊆ P (L). For every lower uniformly
neighbor elements θ ∈ ConAAA with respect to n∗, we can define a new congruence
on AAA/θ, which can be induced by an element φ in [θ,∇] as follows: φ/θ =
{〈a/θ, b/θ〉 ∈ (AAA/θ)2|〈a, b〉 ∈ φ}.

Lemma 1. For any pair φ, θ ∈ Con AAA, if θ ≤ φ, then φ/θ is a congruence
relation on AAA/θ.

4.2 Hierarchial Structure of Congruence Relations

Lemma 2. For any pair φ, θ ∈ Con AAA, if θ ≤ φ, then (AAA/θ)/(φ/θ) ∼= AAA/φ.

Remark 5. According to Lemma 2, a hierarchial structure of clustering can be
abstracted. Suppose θ1 and θ2 are two clustering results which satisfy compati-
bility property. If θ1 ∨ θ2 �= ∇, then θ1 ∨ θ2 ∈ Con AAA. Because θ1, θ2 ≤ θ1 ∨ θ2
and (AAA/θi)/(θ1 ∨ θ2/θi) ∼= AAA/(θ1 ∨ θ2), i = 1, 2, the clusters in θ1 ∨ θ2 can be
viewed as grouping on clusters in θi, i = 1, 2.

Theorem 4. For arbitrary element θ in congruence lattice Con AAA, sublattice
[θ,∇] is isomorphic to Con AAA/θ.

Remark 6. This theorem shows the rationality of clustering on equivalence
classes, which is also the thought of granular computing. In Fig. 3, we indicate
the total order hierarchial structure of congruence relations.
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Fig. 3. Hierarchial structure of congruence

5 Conclusion

In this paper, we show the algebra structure of general hard clustering result.
From single result to a class of results, homomorphic relation is built between
data space and center points space, which can generate congruence of the algebra
of data space. Furthermore, by virtue of fundamental homomorphism theorem,
we describe single and a class of clustering results under algebra structure. Also,
we prove the bijective correspondence between clustering results and the subset
of congruences on data space. As a result, the property of algebraic lattice can be
transfer onto clustering results, which will be one part of future work. Besides,
we build topological basis on lattice to indicate the topological structure of
clustering result. In the continued work, specific topology properties will be
equipped in latticized topology based clustering analysis.
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Abstract. In this paper, based on the fuzzy structured element, we
prove that there is a bijection function between the fuzzy number space
ε1 and the space B[−1, 1], which defined as a set of standard monotonic
bounded functions with monotonicity on interval [−1, 1]. Furthermore,
a new approach based upon the monotonic bounded functions has been
proposed to create fuzzy numbers and represent them by suing fuzzy
structured element. In order to make two different metrics based space in
B[−1, 1], Hausdorff metric and Lp metric, which both are classical func-
tional metrics, is adopted and their topological properties is discussed. In
addition, by the means of introducing fuzzy functional to space B[−1, 1],
we present two new fuzzy number’s metrics. Finally, according to the
proof of homeomorphism between fuzzy number space ε1 and the space
B[−1, 1], it’s argued that not only it gives a new way to study the fuzzy
analysis theory, but also make the study of fuzzy number space easier.

Keywords: Fuzzy numbers · Fuzzy structured element · Standard
monotonic bounded functions · Fuzzy functional · Homeomorphism

1 Introduction

Fuzzy numbers, which are a generalization of a real numbers, have been perfectly
applied to model and shown the fuzzy data. Recently, application of fuzzy num-
bers in data mining algorithms has been an interesting topic to the researcher
in this domain, for instance, clustering [13,15], classification [10] and regression
[11,14]. Generally, the efforts have been done in study of fuzzy mathematical
analysis and its application falls in to two main categories:
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First, studies on constructing fuzzy number metrics based on the fuzzy num-
bers and their topological properties. Many researchers proposed a different met-
rics and many discussion on them has been proposed. Here, Hausdorff metric [3],
Lp metric [4] and sendograph metric [5], proposed as an examples of the most
well-known widely used metrics.

The second category consist of those studies which address the relationship
between the fuzzy number space and other topological spaces, study the proper-
ties of the fuzzy number space and develop some new methods in the proposed
spaces. Among these studies, Goetschel and Voxman introduced a homeomor-
phic mapping from θ-crisp fuzzy number space to Hilbert space �2, which ranges
in a convex cone (see [7]). Later, [6] generalized this mapping by extending the θ-
crisp fuzzy number space to a more general one. In order to apply the functional
analysis to the fuzzy-valued functions studies, in which variables are real num-
bers and function values are fuzzy numbers, Puri and Ralescu [12], proposed an
embedding theorem in the sense that the fuzzy number space ε1 can be embed-
ded into a Banach space X, with the help of the Radstrom embedding theorem
of compact convex set. This theorem establishes the theoretical link between the
fuzzy number space and the Banach space. However, because of do not consider-
ing any specific structure of Banach space, it is not easy to implement (it is not
applicable anymore). Thus, by adopting the mapping of Goetschel and Voxman,
Wu and Ma [1,2] embedded fuzzy number can space into the concrete Banach
space C[0, 1] × C[0, 1] (C[0, 1] = {f : f is a bounded left-continuous function
on (0, 1], and f has right limit on (0, 1], especially f is right-continuous at 0}),
and present a specific isometrically isomorphic operator. Although the proposed
embedding operator is proved to be as same as the embedding operator given by
Puri and Ralescu [12] in the sense of isometrical isomorphism, the embedding
operator has a specific form.

The research paper is organized in 6 sections: Sects. 2 and 3 provide some
preliminaries, including the definitions of the extended set-valued function and
fuzzy structured element. In Sect. 4, we introduce Lp metric and Hausdorff metric
into B[−1, 1] and discuss some of its topological properties, such as completeness
and separability. In Sect. 5, with the help of a fuzzy functional induced by the
fuzzy structured element, two fuzzy number metrics induced by two given metrics
of B[−1, 1] are presented. In this section, a significant conclusion that B[−1, 1]
is homeomorphic to ε1 will also be provided. In the end, we will conclude this
paper in Sect. 6.

2 Preliminaries

2.1 Notions of the Extended Set-Valued Function and General
Inverse Function

Definition 1. Let f be a monotonic and bounded function on [a, b] and x0 ∈
(a, b) be a discontinuous point in f . By considering f as a monotone increasing
function, f can be a surjective function from [a, b] to (−∞,+∞) by the following



72 H. Wang et al.

formula;

f(x0) = [f(x0−), f(x0+)], f(a) = (−∞, f(a+)], f(b) = [f(b−),+∞),

Here, we denote a new function f̂ , which f̂ is a monotonic set-valued function
extended by f , it also called extensional set-valued function of f . Furthermore,
we denote all the family of function f , which are bounded and have the same
monotonicity on [a, b], by D[a, b].

Definition 2. Suppose that f is a increasing and bounded function on [−1, 1].
f̂ is the extensional set-valued function of f . Define inverse function of f̂ as

f̂−1(x) =

⎧
⎨

⎩

sup{t : f̂(t) = x,−1 � t < 0}, −∞ < x � f(0−)
0, f(0−) � x � f(0+)
inf{t : f̂(t) = x, 0 < t � 1}, f(0+) � x < +∞

. (1)

2.2 Notion of the Fuzzy Numbers

Fuzzy numbers are the natural generalization of real,crisp numbers. A fuzzy
number is a normal fuzzy subset of a real line with the upper semi-continuous
and quasi-concave membership function. The definition implies that α-cut Aα of
such a fuzzy subset A is a closed interval Aα

l , Aα
r for any α ∈ (0, 1]. The support

of a fuzzy number A is a crisp set suppA = cl({x : A(x) > 0}) = [A0
l , A

0
r],where

cl is the closure. When suppA is a bounded closed interval, A is called as a
bounded fuzzy number. Denote all bounded fuzzy numbers on real line R as
Ñc(R)(or ε1).

Theorem 1. [1] If u ∈ Ñc(R), let

u(α) = inf{x : x ∈ uα}, u(α) = sup{x : x ∈ uα},

then u(α) and u(α) are two functions on [0, 1] satisfying the following conditions
(1)–(4):
(1) u(α) is a bounded left continuous nondecreasing function on (0, 1];
(2) u(α) is a bounded left continuous nonincreasing function on (0, 1];
(3) u(α) and u(α) are right continuous at α = 0;
(4) u(α) ≤ u(α).
Conversely, if functions u(α) and u(α) on [0, 1] satisfy the conditions (1)–(4),
then there exists a unique u ∈ Ñc(R) such that uα = [u(α), u(α)] for each
α ∈ [0, 1].

3 Fuzzy Structured Element and Transformation

Definition 3. [9] Let E be a fuzzy set on real numbers field R,E(x) is the mem-
bership function of E. Then, E is called a fuzzy structured element. If E(x) sat-
isfies the following properties: (1) E(0) = 1; (2) E(x) is monotonic increasing
and right-continuous on [−1, 0), monotonic decreasing and left-continuous on
(0, 1]; (3) For any x ∈ (−∞,−1) ∪ (1,+∞), E(x) = 0;
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E is called a normal fuzzy structured element if the fuzzy structured ele-
ment E satisfies:(1) E(x) > 0 for all x ∈ (−1, 1); (2) E(x) is continuous, strictly
monotonic increasing on [−1, 0) and also continuous, strictly monotonic decreas-
ing on (0, 1].

Theorem 2 (Local Mapping Theorem). [8] Suppose E is a fuzzy structured
element on R with membership function E(x). f(x) is monotonically bounded
on [−1, 1] and f̂(x) is extensional set-valued function of f(x). Then f̂(E) is a
bounded closed fuzzy number and membership function of f̂(E) is E(f̂−1(x)),
where f̂−1(x) is variable rotation symmetric function of f(x) (If f(x) is strictly
increasing on [−1, 1], then f̂−1(x) is ordinary inverse function of f(x)).

Theorem 3 (Theorem of Structured Element Expression of Fuzzy
Number). [8] For a given regular fuzzy structured element E and any bounded
fuzzy number A, there exists a monotonic bounded function f on [−1, 1] such
that A = f̂−1(E) (strictly, exists extensional set-valued function f̂ such that
A = f̂(E)). We called it fuzzy number A generated by the fuzzy structured ele-
ment.

When no confusion can arise, we will use f(x) to indicate extended function
f̂(x) and use f(E) to indicate f̂(E), respectively.

4 The Same Order Standard Monotonic Bounded
Function Classes B[−1, 1]

Definition 4. Let f be monotonic bounded function on [−1, 1]. If for any dis-
continuity x in [−1, 1], we have

f(x) =
1
2
[f(x+) + f(x−)], (2)

where f(x+)(f(x−)) is the right-limit(left-limit) of f(x) at the point x, then
f(x) is called standard monotonic bounded function on [−1, 1]. All same order
standard monotonic bounded function on [−1, 1] is denoted by B[−1, 1].

It is obvious that continuous monotonic bounded function on D[−1, 1] is
standard monotonic bounded function.

Definition 5. Suppose that f ∈ D[−1, 1]. We define

f̌(x) =

⎧
⎪⎨

⎪⎩

f(−1+), x = −1
[f(x−) + f(x+)]/2, x ∈ (−1, 1)
f(1−), x = 1

(3)

We call f̌(x) as standardized function of f(x). Obviously, f̌ ∈ B[−1, 1]. If f is
a standard monotonic bounded function, then f̌ = f .
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We introduce two distance formulas:

dp(f, g) =
[∫ 1

−1

|f(x) − g(x)|pdx

]1/p

, for all f, g ∈ B[−1, 1], (4)

dH(f, g) = sup
x∈[−1,1]

|f(x) − g(x)|, for all f, g ∈ B[−1, 1]. (5)

where 1 ≤ p < +∞.

Theorem 4. Let E be a normal fuzzy structured element, K is a bounded closed
interval on R. Denote

Bf (K) = {f : f ∈ B[−1, 1] and [f(−1), f(1)] ⊆ K},

Metric spaces (B[−1, 1], dH) and (Bf (K), dp) both are complete.

This theorem can be proved by the properties of the complete metric space,
i.e. every Cauchy sequence of points in the metric space M has a limit that is
also in M. Due to the space limitations of the paper, the proof has to be omitted
here.

Note that the metric space (B[−1, 1], dp) is not complete. For example, define
fn ∈ B[−1, 1] by

fn+1(x) =
{

fn(x), x ∈ [−1, 1 − 1/n2]
n, x ∈ (1 − 1/n2, 1] , (n ≥ 1),

where f1(x) = 0, x ∈ [−1, 1].It is obvious that fn(x)(n ≥ 1) are bounded func-
tions. Suppose m ≤ n, we have

dp(fm, fn) =

[∫ 1

−1

|fm(t) − fn(t)|pdt

]1/p
<

[
1

(n + 1)2
+

1

(n + 2)2
+ · · · +

1

m2

]1/p

<

[
1

n
− 1

m

]1/p
<

1

n
→ 0(m, n → ∞)

Thus, {fn} is a Cauchy Sequence, their standard function sequence {f̌n(x)} is
a Cauchy Sequence in B[−1, 1]. It is easy to know that {f̌n(x)} converges to an
no upper bounded function.

In general, f ∈ B[−1, 1],−f ∈ B[−1, 1] unless f is a constant-valued func-
tion. Because, if f isn’t constant-valued function, despite −f is also monotonic
function, but it is not same order with f . Hence, B[−1, 1] cannot form group
with respect to operation of addition,just can form a semigroup.

It should be noted that each element in B[−1, 1] is not a closed form
with respect to ordinary subtraction operator. We can take example, function
obtain by two monotonic function subtracted may be non-monotonic. Therefore,
B[−1, 1] can’t form linear space with respect to addition and number multiply
operation.

It is obvious that B[−1, 1] is a convex cone with 0 as its vertex.
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5 Relationship Between B[−1, 1] and Ñc(R)

5.1 Two Types of Fuzzy Number Metric Spaces Induced
by the Fuzzy Structured Element

Let E be symmetrical regular fuzzy structured element on real line R and Ñc(R)
be the set of all bounded closed fuzzy numbers. For given function f ∈ B[−1, 1],
there exists corresponding unique fuzzy number such that Af = f(E). In other
words, fuzzy structured element determine a mapping from B[−1, 1] to Ñc(R).

Denote

HE : B[−1, 1] → Ñc(R); f → HE(f) = f(E) ∈ Ñc(R)

Then HE is called fuzzy functional induced by fuzzy structured element E.
Using metrics dp and dH on B[−1, 1], mapping HE induces distances

dNp(A,B) = dp(H−1
E (A),H−1

E (B)), (6)

dNH(A,B) = dM (H−1
E (A),H−1

E (B)), (7)

on Ñc(R), where H−1
E (A),H−1

E (B) are preimage of mapping HE at A and
B,respectively. Suppose A = f(E), B = f(E), where f, g ∈ B[−1, 1], then
Eqs. (6) and (7) can also rewrite as

dp(f, g) = dp(HE(f),HE(g)), (8)
dH(f, g) = dH(HE(f),HE(g)), (9)

(Ñc(R), dNp) and (Ñc(R), dNH) are said to be distance space induced by
(B[−1, 1], dp) and (B[−1, 1], dM ), respectively. It is easy to understand that HE

is an isometric bijection of B[−1, 1] onto Ñc(R).
Using isometric bijection HE , we can translate metric of elements in fuzzy

number space to metric between the same order standard monotonic bounded
functions in range of [−1, 1].

Then, what is the relationship between those metrics and the traditional
metrics of fuzzy numbers? According to the Theorem 1 and the way of inducing
the above two proposed metrics, we can get the following conclusion.

Theorem 5. Let E be regular structured element, u, v ∈ Ñc(R), there are
f, g ∈ B[−1, 1] such that u = f(E), v = g(E). Denote uα = [u(α), u(α)], vα =
[v(α), v(α)], then

dNp(u, v) =
[∫ 1

−1

|f(x) − g(x)|pdx

]1/p

=
[∫ 1

0

|u(α) − v(α)|p dE(α) + |u(α) − v(α)|p dE(α)
]1/p

(10)

dNH(u, v) = sup
x∈[−1,1]

|f(x) − g(x)| = sup
x∈[−1,1]

(|u(α) − v(α)| ∨ |u(α) − v(α)|)
(11)
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5.2 Ñc(R) Is Homeomorphic to B[−1, 1]

Proposition 1. Suppose that (X, dX), (Y, dY ) are two metric spaces. F is an
isometric bijection from (X, dX) to (Y, dY ). Then F is continuous and inverse
mapping F−1 of F exists and is also continuous.

Proof. Since F is a bijection of (X, dX) into (Y, dY ), there exists inverse map-
ping F−1 which is also one-to-one mapping. By definition of continuous map-
ping, for all x0 ∈ X and any positive number ε, there always exists a positive
number δ such that dY (F (x), F (x0)) < ε as dX(x, x0) < δ. Since dX(x, x0) =
dY (F (x), F (x0)), given ε, it is sufficient by taking δ ≤ ε (For instance, take
δ = ε/2). Hence, F is continuous. Similarly, we can also prove inverse mapping
F−1 which is also continuous.

Since there exists a bijection HE of B[−1, 1] into Ñc(R) and HE and inverse
function H−1

E are continuous, thus we have conclusions as follows:

Theorem 6. Metric spaces (B[−1, 1], dp) and (Ñc(R), dNp) are homeomorphic.
Metric spaces (B[−1, 1], dH) and (Ñc(R), dNH) are homeomorphic.

Since space (Ñc(R), dNp) and (B[−1, 1], dp) are homeomorphic, that is, both
metric spaces are topologically equivalent. So elements in both of them have con-
sistent properties on metrics. There are one-to-one relationship between fuzzy
number sequence {un} of (Ñc(R), dNp) and function sequence {fn}, fuzzy num-
ber sequence on (Ñc(R), dNp) and function sequence on (B[−1, 1], dp) have com-
pletely same properties. Similarly, fuzzy number sequence on (Ñc(R), dNH) and
function sequence on (B[−1, 1], dH) have completely same properties. Therefore,
the properties of convergence sequence of general metric spaces are also founded
to the convergence fuzzy number sequence. Thus, they are trivial to the following
corollaries.

Corollary 1. Fuzzy number metric space (Ñc(R), dNH) is complete and
(Ñc(R), dNp) is not complete.

Corollary 2. For any nonempty closed interval K on R, let

Ñc(K) = {u : u ∈ Ñc(R) and supp u ⊆ K},

then (Ñc(K), dNp) is a complete metric space.

6 Conclusion

By using monotonic mapping of the fuzzy structured element, we have proved
that the bounded fuzzy number space is homeomorphic to the space B[−1, 1] of
monotonic bounded function with same monotonicity on [−1, 1]. Therefore, the
problem of the fuzzy number space can be transformed to one’s of space B[−1, 1],
such as convergence of sequence of fuzzy numbers, continuous of fuzzy-valued
function and so on. To some extent, our study provides a new way for the study
of fuzzy analysis.
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6. Gergó, L.: Generalisation of the Goetschel-Voxman embedding. Fuzzy Sets Syst.
47(1), 105–108 (1992)

7. Goetschel, R., Voxman, W.: Topological properties of fuzzy numbers. Fuzzy Sets
Syst. 10(1), 87–99 (1983)

8. Guo, S., Su, Z., Wang, L.: Method of structured element in fuzzy analysis and
calculation. Fuzzy Syst. Math. 3, 011 (2004)

9. Guo, S.: Method of structuring element in fuzzy analysis. J. Liaoning Tech. Univ.
21(5), 670–673 (2002)

10. Li, A., Shi, Y., He, J., Zhang, Y.: A fuzzy linear programming-based classification
method. Int. J. Inf. Tech. Decis. Making 10(06), 1161–1174 (2011)

11. Lin, K., Pai, P., Lu, Y., Chang, P.: Revenue forecasting using a least-squares sup-
port vector regression model in a fuzzy environment. Inf. Sci. 220, 196–209 (2013)

12. Puri, M.L., Ralescu, D.A.: Differentials of fuzzy functions. J. Math. Anal. Appl.
91(2), 552–558 (1983)

13. Reuter, U.: A fuzzy approach for modelling non-stochastic heterogeneous data in
engineering based on cluster analysis. Integr. Comput. Aided Eng. 18(3), 281–289
(2011)

14. Wang, H., Guo, S., Yue, L.: An approach to fuzzy multiple linear regression model
based on the structural element theory. Syst. Eng. Theor. Pract. 34(10), 2628
(2014)

15. Yang, M.S., Ko, C.H.: On a class of fuzzy c-numbers clustering procedures for
fuzzy data. Fuzzy Sets Syst. 84(1), 49–60 (1996)



Regression-Based Outlier Detection
of Sensor Measurements Using Independent

Variable Synthesis

Chang Mok Park1(&) and Jesung Jeon2

1 Department of Technology & Systems Management, Induk University,
Nowon-gu, Seoul 139-749, South Korea

cmpark@induk.ac.kr
2 Department of Construction Information Engineering, Induk University,

Nowon-gu, Seoul 139-749, South Korea
jsjeon@induk.ac.kr

Abstract. We present an improved outlier detection method using a regression
model. A synthesized signal using the measurements of different sensors is
applied for the estimation of the model parameters. The artificial and real dataset
are used to verify the proposed method. The preliminary experiments show
improvement in the regression-based outlier detection method.

1 Introduction

Sensor signals are used for the security monitoring of the structure. Outlier detection is
the first step for data mining with sensor measurements [1]. Outlier detection considers
two areas. The first is identifying generic characteristics of the sensor measurement
itself. The characteristics could be the signal distribution or temporal correlations in
sensor measurements. Abrupt changes in the statistic distribution of sensor measure-
ments can be used to detect the sensor fault [2]. Outlier detection using time-series
analysis and signal prediction technique has been studied [3]. The second is identifying
spatial correlation in different sensors [4].

In the conventional method, the parameter estimation of the regression model was
performed using measurements among neighbor sensors. In this study, we present an
improved regression-based outlier method. A new signal is synthesized using the
weighted sum of sensor measurements. The regression model between a target sensor
measurement and the new signal is estimated. Finally, accurate outlier detection can be
performed using the residual analysis of the regression model.

2 Proposed Method

2.1 Summation of Sensor Measurements for Reducing Noise Effect

Assuming the sensor output (y) has a linear relationship with particular physical
independent variable (x), the relationship can be expressed by the following equation.
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y ¼ axþ bþ e ð1Þ

In this case, e represents the noise with the characteristics of normal distribution, N
(0, σ2). The observations measured from the N sensors with the same linear model and
the same independent variable can be expressed by the following equation.

y1 ¼ axþ bþ e1
y2 ¼ axþ bþ e2
y3 ¼ axþ bþ e3

. . .
yn ¼ axþ bþ e

ð2Þ

When summing n observations, it can be expressed by the following equation.

nðaxþ bÞ þ
X

n

i¼1

ei ð3Þ

Because noise e has a normal distribution with 0 mean, as n increases, the noise
term in Eq. (3) will converge to zero. As a result, the sum of sensor observations will be
close to the following equation

nðaxþ bÞ ð4Þ

The sum of the observations divided by the number of sensors is approximated as
the following

axþ b ð5Þ

Therefore, in order to reduce the effect of noise of a sensor observation, the
summing observations of many sensors can be used to create an observation with
minimal noise effects.

2.2 Estimation of Normal Sensor Behavior for Detecting Outliers

The observations for n sensors with different linear model parameters and the same
independent variable may be expressed by the following equation.

y1 ¼ a1xþ b1 þ e1
y2 ¼ a2xþ b2 þ e2
y3 ¼ a3xþ b3 þ e3

. . .
yn ¼ anxþ bn þ en

ð6Þ

In order to estimate the normal signal of the particular sensor observations, the
observations for neighbor sensors can be used. For example, in order to estimate the
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normal value of the third sensor, it is possible to use the value of the second sensor. The
linear equation of the second sensor can be rewritten as follows.

x ¼ 1
a2

y2 � b2
a2

� e2
a2

ð7Þ

The linear relationship between the signal y3, y2 can be expressed as follows.

y3 ¼ a3
a2

y2 � a3b2
a2

� a3e2
a2

þ e3 ð8Þ

As a result, by using the data collected during a period of time in sensors 2 and 3,
one can estimate the linear model, but the estimation could not be correct due to the
influence of the noise e2 and e3. To overcome this problem, we can use the signal
summation method. For example, in order to estimate the normal measurement of
sensor n, it is possible to calculate the following values by adding the sensor value of
the n−1 neighbors.

~x ¼
X

n�1

i¼1

ai

 !

xþ
X

n�1

i¼1

bi þ
X

n�1

i¼1

ei ð9Þ

The error term is to be converged to 0, and each sum of a and b is expressed as ~a
and ~b; the above equation is expressed as follows.

~x ¼ ~axþ ~b ð10Þ

To rearrange the above equation relative to x, it can be expressed as follows.

x ¼ 1
~a
~x�

~b
~a

ð11Þ

The linear relationship between yn and combined signals ~x can be expressed as
follows

yn ¼ an
~a
~x� an~b

~a
þ bn þ en ð12Þ

As a result, by using the data collected during a period of time in the n sensors, it is
possible to estimate the linear model, and the normal value can be predicted by the
estimated linear model. The difference between the normal value and the observed
value can be verified statistically to detect outliers.

2.3 Sensor System in Which Positive and Negative Correlations Coexist

If positive, negative and zero correlations exist in the n−1 neighborhood signals, the
summation of regression parameter ~a in Eq. (9) is likely to converge to zero. If that
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occurs, the information for estimating the linear relationship between yn and the syn-
thesized signal ~x will be lost. To overcome these problems, the correlation coefficient
between yn and the other signals can be multiplied with the observation. That is, the
parameter ai is negative in the case of the negative correlation coefficient, so the
multiplication of the negative correlation coefficient with the observed signal makes the
parameter ai into a positive value.

A sample signal system is assumed as follows. All parameters are positive values
(Fig. 1).

For the outlier analysis of target sensor 5, the weighted sum ~x using y1, y2, y3, y4 can
be written in the following formula.

~x ¼ C15ða1x1 þ b1 þ e1Þ þ C25ð�a1x1 þ b2 þ e2Þ
þC35ða3x2 þ b3 þ e3Þ þ C45ða4x2 þ b4 þ e4Þ

ð13Þ

Cij = correlation coefficient of i sensor observation and j sensor observation
The above equation can be summarized by the following.

~x ¼ ðC15a1 � C25a1Þ x1 þ ðC35a3 þ C45a4Þx2 þ C15b1 þ C15e1 þ C25b2 þ C25e2
þ C35b3 þ C35e3 þ C45b4 þ C45e4

ð14Þ

The correlation coefficient among the observations can be assumed by the
following.

Fig. 1. Five sensor systems affected by two unknown physical factors.
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C15 � 0; C25 � 0; C35 � �1; C45 � �1 ð15Þ

The weighted sum of observations (14) can be approximated as follows using
values in (15).

~x ¼ �ða3 þ a4Þx2 � b3 � e3 � b4 � e4 ð16Þ

The above equation can be summarized as follows.

~x ¼ �ða3 þ a4Þx2 � ðb3 þ b4Þ � ðe3 þ e4Þ ð17Þ

As a result, Eq. (17) can be rearranged relative to x2

x2 ¼ � 1
ða3 þ a4Þ~x�

ðb3 þ b4Þ
ða3 þ a4Þ �

ðe3 þ e4Þ
ða3 þ a4Þ ð18Þ

Consequently, the linear relations between the weighted sum ~x and y5 can be
summarized as follows.

y5 ¼ a4
ða3 þ a4Þ~xþ

a4ðb3 þ b4Þ
ða3 þ a4Þ þ b5 þ a4ðe3 þ e4Þ

ða3 þ a4Þ þ e5 ð19Þ

If the number of noise terms is increased, the summation of noises converges to 0.
It can be seen that the linear model is approximated by

y5 ¼ a4
ða3 þ a4Þ~xþ

a4ðb3 þ b4Þ
ða3 þ a4Þ þ b5 ð20Þ

2.4 Detection of Outliers in Regression Model

A common statistic for outlier detection is the residual (observation - prediction). If
very statistically large residuals are observed, they are detected as outliers. Residuals
follow the normal distribution, which has the average of 0 and a standard deviation.
However, the standard deviation of these residuals is different in normal situations.
Therefore, standardized residuals are used. The standardized residuals are calculated by
dividing the estimates of their standard errors. Standardized residuals follow the t
distribution with the n-p-2 degrees of freedom. The number of independent variables is
k. The number of observations is n. The independent variable is xi. The dependent
variable is yi, and the predicted value is y_i. The Ttesti is the probability that a stan-
dardized residual is larger than Rstudenti.

Ttesti ¼ t Rstudenti; dfð Þ ð21Þ
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Rstudenti ¼ ei
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

MMSEð1� leverageiÞ
p ; MMSE ¼ ðMSE � e2i

ð1� leverageiÞdf Þ
df

df � 1
;

df ¼ n� k � 1; MSE ¼ SSE
n� k � 1

; leveragei ¼ 1
n
þ ðxi � �xÞ2

SSE
; SSE

¼
X

n

i¼1

e2i ; ei ¼ yi � y_i

If Ttesti is smaller than the reference value, the observation is confirmed as an
outlier. 0.05 is the common criteria.

3 Experiment Using Artificial Data and Real Sensor Data

3.1 Artificial Data Set

Assume unknown physical independent variables x1, x2. The six sensors’ observations
are generated using the following linear models. Noises are generated from the normal
distribution N(0.4). The number of observations for each sensor is 16.

y1 ¼ �1:3489 � x1 � 1:0039þ e1
y2 ¼ �0:7657 � x1 � 1:5991 � x2 þ 0:0873þ e2
y3 ¼ �1:3983 � x2 � 0:9203þ e3

y4 ¼ 1:0274 � x2 � 0:6883þ e4
y5 ¼ 1:0842 � x2 þ 1:0343þ e5
y6 ¼ 1:3966 � x2 þ 1:1118þ e6

As shown in the Fig. 2, the coefficient determination measured at each signal shows
a low value because of the influence of noise. The synthesized signal using simple
summation brings more drop-effect coefficient determination. On the other hand, the
higher degree of correlation is shown in the case where the synthesized signal is
coming from the summation using a correlation coefficient weight (Fig. 3).

Fig. 2. Coefficient determinations of artificial data set
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We produced six pieces of virtual data. We synthesized the independent variable
from the observed values of the five sensors. The regression analysis of the synthesized
signal and the sixth signal was performed. Some outliers were randomly inserted into
the period of 80 to 140. The results of the detection of outliers are shown in the
following figure. The line with circles represents the observations. The line without
circles shows the prediction. The solid circle denotes the detected outliers. Most of the
outliers were detected. The reference value for the outliers was 0.005.

3.2 Real Data Set

Six pore water pressures of a dam were measured in 3 years. The moving window size
was selected as 16. A temporal variation of the coefficient of determination between the
first sensor and second sensors is shown as follows (Fig. 4).

The correlation between the synthesized signal (correlation weighted summation)
and the target signal shows the improved appearance degree of correlation, as shown in
the Fig. 5.

Fig. 3. Outlier detection of artificial data set

Fig. 4. Temporal variations of coefficient of determination between 1st and 2nd sensors
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We synthesized the independent variable from the observed values of the five
sensors. The regression analysis of the synthesized signal and the sixth signal was
performed. The results of the detection of outliers are shown in Fig. 6. The line with
circles represents the observations. The line without circles shows the prediction. The
solid circle denotes detected outliers. The reference value for the outliers was 0.005.

4 Conclusion

An efficient regression-based outlier detection method has been described in this paper.
Estimating a correct regression model is an important part of estimation-based outlier
detection. This research proposes a weighted summation approach for making a syn-
thesized independent variable from the observed values. A reliable regression model
can be estimated from the synthesized signal. The proposed method was successfully
applied in an artificial data set and to real sensor measurements in a dam. Future
research will focus on using the proposed method to achieve precise model estimation
in various sensor environments.

Fig. 5. Temporal variations of coefficient of determination between synthesized signal and 2nd

sensor

Fig. 6. Outlier detection of real data set
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Abstract. Object boundary detection is an interesting and challenging topic in
computer vision. Learning and combining the local, mid-level and high-level
information play an important role in most of the recent approaches. However,
few characteristics of a certain type of object are exploited. In this paper, we
propose a novel supervised machine learning framework for object boundary
detection, which makes use of the specific object features, such as boundary
shape, directions and intensity. In the learning process, structured forest models
are employed to tackle the high dimensional multi-class problem. Various
experiment results show that our framework outperforms the competing models
in the proposed data set, indicating that our framework is highly effective in
modeling boundary for specific type of objects.

1 Introduction

Object boundary detection is an interesting and challenging topic in computer vision.
The detected object boundaries provide much information about the shape, location and
size of certain objects, which can be widely used in object detection [1–3] and image
segmentation [4, 5].

As the most object boundaries are edges, edge detection is usually considered as the
starting point of object boundary detection. Among the classical edge detectors,
Canny [6] is the most popular one that make use of local features. However, local edge
information is not sufficient for object detection if the background is complex or
textured. To address this problem, some other cues, such as mid-level information and
high level-information, are introduced to edge detection. From this way, several
advances are made recently, in which a learning step to combine the multi-level cues
are usually required to obtain a precise description of object boundaries and the
learning process are often complicated and time-consuming [7–9].
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Most of the existing approaches make efforts to build global models, which can be
used to detect boundaries of many types of objects. As a result, the specific informa-
tion, such as shape and size, for a certain type of objects is usually dropped carelessly.
In a great amount of cases, the purpose of object boundary detection is to identify a
specific type of objects. For example, in pedestrian detection, the pedestrians are the
interesting object, in vehicle tracking only vehicles detection are desired and in crack
detection, the interesting object are cracks [11, 12]. From this view, inspired by [10],
we deal with the object boundary detection problem in a novel perspective, which can
make use of the specific characteristics of the focused objects.

In this paper, we build a task-oriented framework to train a model in a supervised
way to detect a certain type of objects. Different from other methods that try to build a
model to detection all kinds of objects, we aim at finding the boundaries of only some
specific types of objects. Our framework is demonstrated in Fig. 1. Suppose the
interesting object we want to detect is the toy sheep and there is a cup as noisy. To
build our model, we first construct dataset with annotations of edges of toys. Then a
structured forest is trained on the training set to detect the specific edges of the toy,
which can capture more information of the toy edges than former method. To detect the
boundaries of the toys in a new image, we run the structured forest, and the detection
results are shown in the third column from left. The right column shows the object
boundary detection results using the pre-trained model on BSDS500 [10]. It is obvious
that our task-oriented model performs much better.

The rest of this paper is organized as follow: Sect. 2 presents the related work in
object boundary detection. In Sect. 3, we provide a detailed description of proposed
approaches. The experiments of the method are in Sect. 4. At last, we conclude our
paper in Sect. 5.

Fig. 1. Demonstration of the framework (a) and (b) two examples of original images with sheep
as the interesting object, and a cup as noisy in (b); (c) and (d) the ground truths of the original
images, note that cup in (b) has not annotation; (e) and (f) boundary detection results using the
task-oriented data set, note that cup boundaries in (f) are much more weaker than the boundaries
of the sheep; (g) and (h) boundary detection results using the pre-trained edge detection model on
BSDS500. Note that, the task-oriented model outperforms the pre-trained model, although the
pre-trained one obtains the state-of-the-art edge detection result on BSDS500 [10].
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2 Related Work

As object boundaries carry much information of the object, object boundary detection
is a very developed topic in computer vision. It can be applied in many image pro-
cessing tasks. In this section, we briefly review the recent advances in object boundary
detection.

The early trials for objection boundary detection are conducted following classi-
cal edge detection [13]. The most used edge detector is Canny [6], which exploits the
local information of pixels. The Canny detector doesn’t take advantage of the mid-level
information and high-level information, which may lead some misdetections when the
background are cluttered or the textures are strong.

To improve detect accuracy, methods combining low-, mid-, and high-level
information are proposed. In [14], the authors present a method that combines
top-down and bottom-up processes to make efficient segmentation to handle the
complex background. In [15], a Bayesian framework is introduced to integrate both
low-level and high-level information, the results are promising but the computational
complexity is the bottleneck.

Several learning strategies to learn and combine cues in different level are also
proposed. Literature [16] presents probabilistic boosting tree to combine the cues.
Some researchers propose a three-stage strategies to combine the low-, mid-, and
high-level information for horse boundaries detection [17]. Literature [18] develops a
Boundary-Fragment-Model that extract discriminative boundary fragments for further
boundary detection.

The first machine learning based edge detection method is Boosted Edge Learning
(BEL) [19], which conduct pixel wise prediction of edge in an effective way, utilizing
the aperture information of the certain pixel. As it follows a boosting framework, other
discriminate models such as MCLP [20, 21] and SVMs [22–26] can be used in it. The
work in [10] presents a novel structured forest model for fast edge detection, achieving
the state-of-the-art performance and speed. This paper is motivated by [10, 19].
We utilize the structured forest to model the presence of edge, and design our
framework in a task-oriented manner.

3 Proposed Framework

In this section, we elaborate the proposed object boundary detection framework.

3.1 Problem Description

Note that in most cases, the purpose of object detection is to find out the specific
objects and the objects remain unchanged in the whole problem. So we can divide the
all kinds of detection objects into small problems, each of which aims at identifying a
certain type of objects. The purpose of this paper is to deal with such small problems.
Based on these settings, the problem can be described as following: there is one or
more types of objects in a set of image with the type of interest object fixed, the
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purpose is to identify the boundaries of the objects of interest and the boundaries of
other objects can be considered as noisy.

3.2 Structured Forest

We regard this problem as a machine learning problem, in which we have to predict the
probability to be a boundary point for every pixel in the image with a great amount of
features. This problem is a high-dimensional multi-class problem, and an efficient and
effective classifier is desired. In the experiments, structured forest [10] is used due to its
speed and accuracy outperforming the other models.

Structured forest origins from random forest. Instead of predicting a value of an
input as random forest, structured forest provides a structured output for a given input.
In this way, the model can model the local structure of the image and the results are
more robust.

In this model, the feature of every point is a structure centered on it. The channel
features used are constructed based on the [27], furthermore similarity features are
design with an intermediate mapping.

3.3 Proposed Framework

Different from the former method, we don’t have to design an approach to combine the
cues of different level, in our framework, a supervised machine learning strategy is
employed, which can automatically capture the differences between the given object
type and the others in graphics. We use a labeled training set to train our model that can
discriminate the boundaries of the given type of object from others. Figure 2 shows the
proposed framework. There are three steps in this framework.

The first step is image annotation. In this step, only the given type of objects are
given annotations and the training set is conducted.

The second step is model training. In this step, integral channel features and
self-similarity features are used to train the structured forests.

The third step is boundary detection. Given a testing image, the trained model is
utilized identify the boundaries of trained objectives.

4 Experiments

In this section, we present the performance of our framework. We build a new data set
to evaluate the performance.

4.1 Data Set

The built data set named Supervised Sheep and Dog, or SSD for short. It contains 12
images with fixed size of 320*480, each of which has a sheep or dog in it. There are
noises in every image, some of which are weak and the others strong. The main noises
are cup and books.
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4.2 Experiments

To evaluate the performance we conduct several experiments, in which training images
and testing images change from one to another. Specifically, our experiments design as
below:

• Noise Free Sheep Model for Boundary Detection;
• Noised Sheep Model for Boundary Detection;
• Noise Free Dog Model for Boundary Detection;
• Noised Dog Model for Boundary Detection;
• Noise Free Dog & Sheep Model for Boundary Detection;
• Noised Dog & Sheep Model for Boundary Detection;

The experimental results are shown in Fig. 3. The original images lie in the left
column, the boundary detection results using BSDS500 model are in the right column.
The 6 columns in the middle are corresponding to the 6 experiments. In each of the
column, original images represent training data, boundary maps are the testing results.

As we can see from Fig. 3, our models significantly outperform the BSDS model,
indicating the supervised learning strategy can capture the object specific features.

Comparing column 2 and 3, we can conclude that training from hard situation can
improve the detection accuracy. The columns 4&5 and 6&7 go the same way. When
we train the model with sheep and test that on dogs, the results are still promising,
presenting that the object type doesn’t mean a very small class, one model trained in the
framework can used for the detecting of several type of objects which sharing some
similarities.

Fig. 2. The proposed framework
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5 Conclusion

In this paper, we propose a novel supervised object boundary detection framework,
which can take advantage of the object specific information. The extensive experiments
prove the significant improve than the general state-of-the-art edge detection algo-
rithms. To support the conclusion in this paper, more experiments are supposed to be
conducted and that will be the further research focus.
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Fig. 3. The experiment results. The original images lie in the left column, the boundary
detection results using BSDS500 model are in the right column. The 6 columns in the middle are
corresponding to the 6 experiments. In each of the column, original images represent training
data, boundary maps are the testing results.
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Abstract. Pavement distress detection is a key technology to evaluate
pavement surface and crack severity. However, there are many challeng-
ing problems when using pavement distress detection technology to do
road maintenance, such as the inference of textured surroundings with
similar intensity to the distresses, the existence of intensity inhomogene-
ity along the distresses and the requirement of real-time detection in
practice. To address these problems, we propose a novel method for pave-
ment distress detection based on random decision forests. By introducing
the color gradient features at multiple scales commonly used in con-
tour detection, we extend the feature set of traditional distress detection
methods and get the represented crack with richer information. During
the process of training, we apply a subsampling strategy at each node to
maintain the diversity of trees. With this work, we finally solve all the
three problems mentioned above. In addition, according to the charac-
teristics of random decision forests, our method is easy to parallel and
able to conduct real-time detection. Experimental results show that our
approach is faster and more accurate than existing methods.

1 Introduction

Pavement distresses, usually in the form of cracks, reduces the road perfor-
mance and constrains passing vehicles [17]. Under this circumstance, road main-
tenance equipment are required, which relying on effective pavement distress
detection system. The traditional manual methods are time-consuming, danger-
ous and labor-intensive [6], on the contrary, automatic pavement distress detec-
tion becomes an active area. Remarkable achievements [4,5,31] have been made
in this field. However, the real-time distress detection still remains challenges.
Some methods have very low processing speed or low accuracy. Others only deal
with certain types of distress.

With the development of machine learning, methods based on neural
network [11], Markov random field [7] and wavelet [26] are introduced in this
c© Springer International Publishing Switzerland 2015
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area successively. Machine learning shows promising performance in distress
detection. It captures the distinguishing features of distress, and it is adaptive
to tasks. In these methods, images are divided into small blocks. Common used
features such as mean and standard values are computed on these blocks. But
these methods may generate a set of disjoint fragments instead of complete crack
curves, due to noises such as textured surrounding or oil spot.

In this paper, we propose a novel pavement distress detection method based
on random decision forests. Due to its flexibility, efficiency and good general-
ization ability, random decision forests have been using broadly in the image
processing area [2,25]. The training of each tree is independent, so the algo-
rithm is easy to paralleled and very fast. Here we use two kinds of features:
the common used features such as mean and standard deviation value and color
gradient feature over multiples scales. These features can characterize distress
region much better.

A series of experiments are conducted to test the performance of our pro-
posed method. We test our method under different scales of training data, and
compare our method with state-of-the-art pavement distress detection methods.
The results show that our method is promising.

2 Related Work

There have been many methods proposed for pavement distress detection. In this
section, a brief review of pavement distress detection is given. A recent research
of evaluating multiple pavement distress detection can be found in [29].

Some researchers [12,15] apply the intuitive idea that the defect region is
darker than its surroundings. These methods are straight-forward, but noises
such as the water stain or the shadow may negatively affect the general preci-
sion. Method [1] tries to improve the performance of Sobel using bidimensional
empirical mode decomposition (BEMD). But this method may not handle well
the cracks with poor continuity.

In recent years, machine learning methods also show great robustness in dis-
tress detection. In literature [11], artificial neural network models are used in auto-
matic thresholding of the images and in the classification stage. In literature [7],
a crack image is projected onto a regular lattice, which allows the definition of
a Markovian crack model. Wavelet-based method [30] uses wavelet transform to
separate distresses from noises. However, this method can not detect cracks with
high curvature or potholes with complex topology.

In addition, some block-based methods extract small patches from the orig-
inal images and calculate features on these patches. For example, literature [27]
uses a morphology method to describe a succession of cracks. Literature [10] uses
longitudinal, transverse and diagonal crack seed to connect the detected regions.
However, these methods may generate a set of unconnected regions instead of a
complete distress. In order to overcome the above shortages, CrackTree [31] con-
ducts recursive edge pruning in the minimum spanning tree (MST) to improve
the continuity of the detected cracks. Features used in these methods are quite
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intuitive, such as mean, standard deviation, width of boundary rectangle, differ-
ence of mean and standard deviation of two cells on each side of the connected
region [14]. We assume these features can not capture the overall information
of distresses. Since the distress detection method can be considered as a specific
contour detection problem, the features commonly used in contour detection are
introduced in our method.

In general, the existing methods do not perform well in detecting complete
crack curves. And the noise background also brings challenges to the distress
detection. We apply a large pool of features which can capture the distress from
various aspects to bridge this gap. In addition, since multiple decision trees can
be trained and applied simultaneously, our method shows promising processing
speed. Besides, as a boosting framework, other methods such as MCLP [23,24]
and SVMs [20–22] can be used in it.

3 Automatic Pavement Distress Detection

In this section we begin with a brief review of random decision forests [9,13],
and then introduce our method in details.

3.1 Feature Extraction

Suppose we have a set of image I with a corresponding set of manually labeled
sketches G which indicates the edge of distress regions. 16 × 16 image patches
x ∈ X are extracted from the original images using a sliding window. Features
are computed on these patches.

Many existing methods [14,16,18] use mean and standard deviation value as
features. Two matrices are computed for each original image: the mean matrix
Mm with each block’s average intensity and standard deviation matrix STDm

with the corresponding standard deviation value std. These feature are computed
on gray level image. And they can’t characterize the distress comprehensively.
Inspired by Dollá et al. [9], we also apply a large set features at multiple scales,
orientations and so on. These features tend to be much more general. As a result,
applying the method to another domain is straightforward. Which kind of crack
can be detected by this method mainly depends on the training set.

3.2 Training Random Decision Forests

Random decision forests have successfully applied in many fields such as image
labeling [13], object categorization [28] and image segmentation [25]. The method
is extremely fast for the training and tend not to overfit.

Training Stage: We extract image patches by using a sliding window and
compute its features. Next, a weak classifier is trained at each node to decide
whether a pixel is in a defect region or not according to a certain probability.
Given a trained tree, a pixel is routed recursively left or right until a leaf is
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reached. Individual tree tends to overfit, random decision forests bridge this gap
by merging multiple decision trees together.

A subsampling strategy is applied to maintain the diversity of trees. Each
tree T ∈ F is trained independently on a random subset of the training set
D ⊆ X × Y. A decision tree can predict the class of a sample xi ∈ X by
branching it left or right until a leaf is reached. Each sample is passed to the left
or right subtree, weighted by q(−1|xi) and q(+1|xi) respectively, where q(+1|xi)
denotes the probability that xi is a positive sample.

The node of tree is characterized by two functions: q(−1|xi) and q(+1|x).
The sample x is routed to the left decision sub-tree tl if q(−1|xi) − 1

2 > ε, or to
the right decision sub-tree tl if q(+1|xi)− 1

2 > ε, where ε is a threshold. Besides,
if the sample is near the decision boundary, it is passed to both sub-trees.

Computing Probability: Given a trained tree, the probability p(y|x) that
sample x belongs to class y is defined recursively:

p(y|x) = q(+1|x) · pr(y|x) + q(−1|x) · pl(y|x) (1)

where pl(y|x) and pr(y|x) are posteriors of the left and right trees.
The final prediction of a sample x ∈ X given a forest F can be obtained from

the individual tree predictions:

p(y|x) =
1
N

∑

t∈F
pt(y|x) (2)

where N indicates the total tree number in the forest.

3.3 Binarization

The output of the above stage yields the probability of each pixel being in a
distress region. The pixels in distress regions tend to have the high probability,
others tend to have the low probability. A threshold θ1 is introduced to remove
the distress free regions. The noises such as shadows or texture surrounding can
be eliminated effectively after the above section. But water stain and oil spot
may not be removed throughly. We use another threshold θ2 to small connected
fragments (less than θ2 pixels).

4 Experimental Results

In this section we compare the performance of our proposed method with
Canny [3], BEL [9] and CrackIT [18]. Part of the Matlab code is supported
on Piotr’s Computer Vision Toolbox [8] and CrackIT [19]. The experiments are
conducted on a pavement surface image database proposed by Oliveira et al. [18].
These images are captured during a visual survey along a Portuguese road. To
obtain the ground truth, we outline the distress in each image using a image
annotated program. All experiments are conducted on a desktop with AMD
FX(tm)-4300 Quad-Core Processor and 4G RAM.
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Fig. 1. Pavement distress detection results on four algorithms. (From top to down:
Canny, BEL, CrackIT and our method.)
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Fig. 2. Precision, Recall and F1 Score of various methods.
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Figure 1 shows the results on five sample images. Our method has preserved
most of the real distress regions with high continuity. Noises and textured back-
ground are suppressed. Other methods are suffered from the interferences of
discontinuous fragments and various noises.

Figure 2 shows the average performance of different methods. Our method has
higher precision, recall and F1 score than other methods, and clearly outperforms
all alternative methods.

5 Conclusion

In this paper, we propose an automatic pavement distress detection method. Our
innovation is as following shown: Firstly, the introducing of random decision
forests makes it possible to compute the probability of each pixel being in a
distress region. Secondly, to capture various facets of the pavement distress, we
apply multiple features commonly used in object contour detection to enrich the
feature of traditional distress detection set. Thirdly, a subsampling strategy is
applied to maintain the diversity of trees and prevent overfitting. In addition, our
framework has powerful learning ability. Our method shows promising processing
speed and state-of-the-art accuracy in all experiments.

Acknowledgments. This work is supported by National Natural Science Foundation
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Abstract. Information theoretic measures and probabilistic techniques
have been applied successfully to human mobility datasets to show that
human mobility is highly predictable up to an upper bound of 95% pre-
diction accuracy. Motivated by this finding, we propose a novel Semantic
and Temporal-aware Mobility Markov chain (STMM) model to predict
anticipated mobility of a target individual. Despite being an extensively
studied topic in recent years, human mobility prediction by the vast
majority of existing studies have mostly focused on predicting the geo-
spatial context, and in rare cases, the temporal context of human mobil-
ity. We argue that an explicit and comprehensive analysis of semantic
and temporal context of users’ mobility is necessary for realistic under-
standing and prediction of mobility. In line with this, our proposed model
simultaneously utilizes semantic and temporal features of a target indi-
vidual’s historical mobility data to predict their mobility, given his/her
current location context (time and semantic tag of the location). We
evaluate our approach on a real world GPS trajectory dataset.

1 Introduction

Advances in mobile computing in recent years have led to the deployment of
many important contextually intelligent applications. One such application that
has drawn immense attention from business and research communities is location
prediction. Location prediction, typically built on some probabilistic/statistical
models aims at utilizing historical mobility behaviours to forecast anticipated
movement of an individual. This problem has become a hot topic lately because
prediction of human mobility is fundamental to a plethora of applications such
as traffic engineering, targeted advertisement, counter terrorism etc.

Recently, many studies on the predictability of human mobility [1–5] have
emerged, the most of which have claimed high prediction accuracies using their
algorithms, in some cases up to 95 % [2,4]. The high prediction accuracies of
these algorithms can be ascribed to the high regularity hence high predictability
intrinsic in human mobility [3,5,6].

Despite being quite successful in predicting human mobility, existing works
share some major drawbacks. Firstly, the vast majority of the existing works
[6,7] have only focused on prediction in geo-spatial space without considering the
c© Springer International Publishing Switzerland 2015
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semantic dimension of users’ mobility. We argue that semantic tags of locations
reflect the types of activities likely to be undertaken in these locations (e.g. dining
in restaurants), hence useful and necessary for predicting mobility. Also, these
geo-spatial prediction based works suffer from over-fitting problems [5] besides
the fact that they often are computationally expensive [6]. This drawback can be
attributed to the fact that these approaches deal directly with massive volumes
of raw mobility data which consist of long sequences of geographically points.

Secondly, except for a few works [6,7], the majority of the existing works are
time-unaware in the sense that, they neglect the temporal dimension of users’
mobility (such as time of the day) in their models. Consequently, they can only
tell where but not when a user is likely to visit a location. Neglecting the temporal
dimension can have severe implications on some applications that heavily rely on
temporal information for effective function. For example, in homeland security,
temporal information is vital in predicting the anticipated movement of a suspect
if a potential crime is to be averted.

Motivated by these gaps, we propose a Semantic and Temporal-aware Mobil-
ity Markov chain (STMM) model for mobility prediction. More precisely, given
the current location context (timestamp and semantic tag of location) and histor-
ical GPS trajectories of a target user, we exploit semantic and temporal features
of his/her historical mobility behaviour to forecast his/her next move using a
two stage strategy. Firstly, using Bayes rule, we find the stationary distribution
of posterior probabilities of visiting locations having specific semantic tags dur-
ing specified timeslots. We then build a second order mobility transition matrix
and develop a second order Markov chain model for predicting most likely next
location that the user will visit in the next timeslot, using the transition matrix
and the stationary posterior probability distributions.

Destination

Origin Home Work Shop

Home,Work 0.64 0.00 0.36
Home,Shop 0.84 0.16 0.16
Work,Home 0.00 0.83 0.17
Work,Shop 0.92 0.08 0.00
Shop,Home 0.00 1.00 0.00
Shop,Work 0.78 0.00 0.22

(a) n-MMC

Destination
t4

Origin
t2 → t3 Home Work Shop

Home,Work 0.42 0.00 0.58
Home,Shop 0.33 0.67 0.16
Work,Home 0.00 0.49 0.51
Work,Shop 1.00 0.08 0.00
Shop,Home 0.00 0.00 0.00
Shop,Work 0.00 0.00 0.00

(b) 2-STMM

Destination
t5

Origin
t3 → t4 Home Work Shop

Home,Work 0.63 0.00 0.37
Home,Shop 0.69 0.31 0.16
Work,Home 0.00 0.54 0.46
Work,Shop 0.92 0.08 0.00
Shop,Home 0.00 1.00 0.00
Shop,Work 0.86 0.00 0.14

(c) 2-STMM

Fig. 1. User mobility model

To the best
of our knowl-
edge, the most
closely related
work is Gambs
et al. [4] in which
an n-order Mobil-
ity Markov Chain
(n-MMC) model
is develop to pre-
dict Points of
Interest (PoIs) - similar to our semantic tags that users are likely to visit. How-
ever, in n-MMC (see Fig. 1a) the probability of each destination PoI is computed
only based on the present and immediate past PoIs that a user visited with-
out using temporal information. In contrast, in STMM (see Fig. 1b and c) we
firstly decompose each day into 4-hourly, 6 non-overlapping timeslots. For exam-
ple 00.00–03:59 am and 00.04–07:59 am etc. are the first and second timeslots
respectively. We then estimate a probability for semantic tag of each destination
location during a specified timeslot as a random function of semantic tags of
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the current timeslot and immediate past timeslot. Our approach is significantly
different and more precise than to n-MMC [4] because the probability of visiting
any particular location based on our model naturally varies depending on the
timeslot under consideration, whereas in n-MMC the probability always stays
the same regardless of temporal information.

The main contributions of this study are summarized as follows.

– We propose a Bayes rule based approach to estimate probability of an indi-
vidual visiting a location with a specific semantic tag at a specified timeslot.

– We develop a second order STMM for predicting the anticipated next locations
having specific of an individual during a specified timeslot.

We use experiments to validate our work. The rest of this paper is organized as
follows. We describe data preprocessing and explain relevant concepts in Sect. 2,
detail our proposed model in Sect. 3, and present our experiments in Sect. 4. We
then conclude the paper in Sect. 5.

2 Preliminaries

2.1 Data Pre-processing

Table 1. A sample trajectory dataset
UserID Date Time Latitude Longitude

1509 2008-02-06 16:29:31 123.5322 42.30713

1509 2008-02-06 16:29:36 123.53218 42.30713

1509 2008-02-06 16:29:41 123.53217 42.30713

1509 2008-02-06 16:29:46 123.53217 42.30714

1509 2008-02-06 16:29:51 123.53217 42.30713

Trajectory Point denoted by
p = (x, y, t) is a geo-
spatial point associated with
a timestamp t, where x and
y are latitude and longitude
respectively of p at t. Trajec-
tory points organized sequentially in ascending of timestamps represent mobility
traces, known simply as trajectory.

Definition 1. A trajectorydenoted by P = 〈p1, p2, ..., pz〉 is a sequence of tra-
jectory points organised in ascending order of timestamps, where {pi ∈ P : pi =
(xi, yi, ti)} is a trajectory point and ti < ti+1, ∀i ∈ [1, z].

Typically, raw trajectory points (see Table 1) are sampled at a high frequency
and results in very large volumes of data. Analysing such datas directly involves
significant computational overheads. We therefore transform users’ historical
trajectory datasets using a series of steps described briefly as follows.

Firstly, we identify significant geo-spatial places visited by users for various
activities in each day called stay points from their historical trajectory datasets.

Definition 2. Stay Point denoted by s = [(x, y), ta, ts] is a geographical area
characterized by a maximum distance threshold δd where a user stayed for at
least a minimum threshold period of time δt, and x, y, ta and (ts ≥ δt) are
respectively latitude, longitude, arrival time and stay time of s.
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For stay point extraction, we use a well known stay point extraction algorithm
by Li et al. [8] whose principle is consistent with our Definition 2.

Secondly, we perform a density-based clustering algorithm OPTICS to group
stay points possibly representing the same location but having slightly different
coordinates into non-overlapping clusters. We represent each discovered cluster
with a single point called Reference Point defined below.

Definition 3. A Reference Point denoted by r = [(xr, yr), ta, ts], is a represen-
tative of a cluster of stay points Sc = {s′

1, s
′
2, ..., s

′
q}, where (xr, yr) is the average

coordinate of the stay points s′
i ∈ Sc, ta and ts are respectively the earliest arrival

time and mean stay time of the stay points in Sc.

Finally, we assign a semantic tag e.g. park, shop etc. to each reference point
using Foursquare1 category database. We rely on proximity of PoIs to reference
points to assign appropriate semantic tags and name each a semantic location

3 Methodology

In this section we formulate visit probability and present our STMM model. We
commence with the following preamble.

Let Ts(u) = {L1, L2, ..., Lm} denote a finite set of historical semantic loca-
tions visited by a user u and let τ(u) = {l1, l2, ..., lm} be a set of semantic tags
where li ∈ τ(u) is the semantic tag associated with Li ∈ Ts(u) (1 ≤ i ≤ m).
Also, let T = {t1, t2, ..., tk} be a set of predefined timeslots in a day.

Location Frequency
Work 38

Restaurant 32
Shopping 14
Cinema 6

(a) General Visit

Location Frequency
t3 t4 t5

Work 19 17 2
Restaurant 5 19 8
Shopping 2 5 7
Cinema 0 2 4

(b) Temporal Visit

Table 2. User historical mobility

Assuming Table 2 (our running exam-
ple) represents statistics of historical visit
behaviours of a user u. Table 2a corresponds
to u’s historical visits to locations having
specific semantic tags without considering
temporal information, and Table 2b is u’s
historical visits to locations having specific
semantic tags during specified timeslots.

3.1 Formulation of Visit Probability

Definition 4. Given a finite set of semantic locations T visited by a user u
having a corresponding set of semantic tags τ(u), and a set of timeslots T , visit
probability denoted by λ

tj
li

(u) of a semantic location Li ∈ Ts(u) is a numerical
estimate of the likelihood that u will visit a semantic tag li of Li during tj ∈ T .

1 www.foursquare.com.

www.foursquare.com
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Location P (li)
Work 0.42

Restaurant 0.36
Shopping 0.15
Cinema 0.07

(a) SFC Probabilities

Location P (tj |li)
t3 t4 t5

Work 0.50 0.45 0.05
Restaurant 0.16 0.59 0.25
Shopping 0.14 0.36 0.50
Cinema 0.00 0.33 0.67

(b) TIC Probabilities

Table 3. SFC and TIC probabilities

We express a visit probability of a seman-
tic location Li in terms of two component
probabilities coined as (i) Semantic feature-
correlated (SFC) visit probability (ii) Tem-
poral feature-correlated (TFC) visit proba-
bility.

SFC visit probability of a location hav-
ing semantic tag li denoted by P (li), is a
prior probability of visit to li expressed as a ratio of number of times u visited li
to the total number of visits to all semantic tags in u’s location history. Table 3a
exemplifies SFC probabilities computed from Table 2a. TFC visit probability of
li ∈ τ(u) during tj ∈ T (1 ≤ j ≤ k) denoted by P (tj |li) is a conditional proba-
bility that a visit occurred during tj given that li is been visited by u. Table 3b
shows TFC probabilities obtained from Table 2b.

In line with Definition 4, we compute visit probability of a semantic location
by applying the Bayes’ rule to SFC and TIC probabilities. Accordingly, visit
probability of a location having semantic tag li during timeslot tj is given by

λ
tj
li

(u) =
P (li)P (tj |li)

[P (li)P (tj |li))] +
∑

w=1,i �=w

[P (lw)P (tj |lw)]
(1)

where {0 ≤ λ
tj
li

(u) ≤ 1} and (li, lw ∈ τ(u)).
Table 4. Visit probabilities

Location λ
tj
li

(u)

t3 t4 t5

Work 0.73 0.40 0.09

Restaurant 0.20 0.44 0.39

Shopping 0.07 0.11 0.32

Cinema 0.00 0.05 0.20

Applying Eq. 1 to Table 3 yields visit probabili-
ties for semantic tags visited during each timeslots
in Table 4. Each column in Table 4 is a probabil-
ity vector showing distribution of λ

tj
li

(u) for each
li ∈ Lu during tj , where

∑
tj∈T λ

tj
li

(u) = 1.

3.2 Location Prediction

In this section, we highlight basic principles of Markov chain-based predictors
and show how we apply the principles to STMM for mobility prediction.

Markov chain (MC) is a “memoryless” stochastic process in which the prob-
ability of occurrence of the next state of a system depends only on the present
state and independent of preceding states. This intuitively simple yet mathe-
matically tractable concept is widely used for the prediction of sequential events
in a myriad of applications such as mobility prediction, gene sequencing etc.

Markov chains have been adapted by a number of works on predicting human
mobility [2,4,9] to incorporate some amount of memory. Specifically, these works
model users’ mobility as a Markov process in which the probability of visiting a
location depends on n-previous locations already visited. Accordingly, we define
below an n-order STMM that takes into account semantic and temporal infor-
mation to model users’ mobility as a Markov process.

Definition 5. An n-order STMM is a discrete stochastic process with limited
memory in which the probability of visiting a location having a specific semantic
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tag lw during timeslot tj+1 only depends semantic tags of n locations visited
during timeslots {tj , tj−1, ..., tj−n+1}.
In line with Definition 5, the probability that a user u’s next location will
be a location with semantic tag lw during timeslot tj+1 can be expressed as
P [(lw, tj+1)|(li, tj), (li−1, tj−1), ..., (li−n+1, tj−n+1)].

A number of studies [1,2,4] have established that second order MCs have
the best accuracies up to 95% for predicting human mobility, and that higher
order MCs (>2) are not necessarily more accurate but often less precise. Backed
by these findings, we develop a second order STMM (2-STMM) in which the
probability of visiting a location having specific semantic tag during timeslot tj+1

depends of semantic tags of locations visited during the current and immediate
past timeslots tj and tj−1. A crucial challenge for successful mobility prediction
based on 2-STMM is how to estimate transition probabilities defined below.

Definition 6. A transition probability (pj
hiw) with respect to 2-STMM is the

probability that a user will move to a destination location having semantic tag lw
during timeslot tj+1 given that the user has successively visited locations having
semantic tags lh and li during timeslots tj−1 and tj respectively.

We denote a transition from locations with semantic tags lh and li during times-
lots tj−1 and tj respectively to a destination location with semantic tag lw during
timeslot tj+1 by [ltj−1

h , l
tj
i → l

tj+1
w ]. The transition probability is computed as

pj
hiw =

count[ltj−1
h , l

tj
i → l

tj+1
w ]

∑
count[ltj−1

h , l
tj
i → l

tj+1∗ ]
(2)

where l∗ is semantic tag of any location at tj+1. We predict semantic tag lpre of
most likely next location and its probability by computing r.h.s. of Eq. 3.

P [(lpre, tj+1)|(li, tj), (li−1, tj−1)] = arg max
w

{P [(lw, tj+1)|(li, tj), (li−1, tj−1)]}
(3)

Let probability vectors λj and λj−1 represent distributions of visit probabilities
of semantic tags of locations during timeslots tj and tj−1 respectively. We rep-
resent the initial probability distribution of 2-STMM by the joint distribution of
λj and λj−1 given by λ2j = λjλj−1 where λ2j = {λ2j

l1
, λ2j

l2
, ..., λ2j

ln
}. Given initial

probability distribution and a matrix of transition probabilities for a target user
u, the r.h.s. of Eq. 3 is calculated using

P [(lpre, tj+1)|(li, tj), (li−1, tj−1)] = arg max
w

{
∑

li∈τ(u)

λ2j
li

pj
hiw} (4)
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4 Experiments

4.1 Dataset, Evaluation Metrics and Baselines

In this work, we utilized GeoLife dataset2, a real-world GPS trajectory dataset
collected from 182 individuals mostly in Shanghai over 5 years (April 2007–
August 2012) using GPS devices. We chose users with sufficiently large number
of trajectories (i.e. having trajectories spanning a period of at least one week) in
order to increase our chances of finding trajectories which exhibit routine mobil-
ity behaviours. We found that trajectories of 149 users satisfied this requirement
and processed their datasets as per our description in Sect. 2.

We evaluate the performance of our model using the metric prediction accu-

racy (γ) [2], given by γ =
number of correct prediction
total number of predictions

. In our experiments, we

split our pre-processed dataset into 60 %, 70 % and 80 % training sets and hold
off 40 %, 30 % and 20 % respectively for testing. Note that, due to the source
of our dataset, we only rely on this approach for evaluation. We compare pre-
diction accuracy of 2-STMM with two approaches namely (i) Most Frequent
Location Model (MF) coined from [10], and (ii) Next Place Prediction using
Mobility Markov Chains (n-MMC) [4]. MF assigns probability to the semantic
tag of each location visited during a specified timeslot as a proportion of visits
to semantic tags of all locations visited during that timeslot. This model, which
relies heavily on frequency of historical visits, is simple and yet intuitive for pre-
diction of human mobility. For example, if one is asked to guess the most likely
location of a friend at 11 am, one will probable suggest the place of work based
on historic observations.

In n-MMC the authors develop a second order Markov chain model to predict
the next PoI a user is likely to visit (see Fig 1a). At first glance, their approach
looks similar to our 2-STMM model. However, our model makes explicit use of
temporal information to predict semantic tags (similar to PoIs) of locations that
a user is likely to visit during a specified timeslot. For comparison, we utilise
semantic tags of locations visited daily by users without regards to temporal
dimension to build the n-MMC model for prediction of semantic tags.

Results and Discussions

Fig. 2. Prediction accuracy of user 153

Comparison with Baselines. The
overall prediction accuracies of MF, n-
MMC and 2-STMM for User 153 in
the dataset are compared in Fig. 2.
We chose user 153 because, after pre-
processing our dataset, this user’s his-
tory contained the largest number
of semantic locations. We observed
that, across all the three approaches,
2 http://research.microsoft.com/en-us/downloads/b16d359d-d164-469e-9fd4-
daa38f2b2e13/.

http://research.microsoft.com/en-us/downloads/b16d359d-d164-469e-9fd4-daa38f2b2e13/
http://research.microsoft.com/en-us/downloads/b16d359d-d164-469e-9fd4-daa38f2b2e13/
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Fig. 3. Prediction accuracy across users

prediction accuracy increases as the percentage of training dataset increases.
However, for all percentages of training datasets the accuracy of MF is the
worst among the three methods. This is understandable and expected since MF
only relies on the frequencies of visit to semantic tags of locations during a
specified timeslot for prediction. The prediction accuracy of n-MMC is better
compared with MF model and still considered good despite the fact that this
results is slightly lower than that our 2-STMM model. The 2-STMM model
achieves the highest accuracy ranging of 88 % significantly outperforming both
baseline approaches. The improvement over n-MMC is attributable to the addi-
tional temporal dimension of user mobility we took into account in our approach.

Prediction Accuracy Across Users. To investigate how prediction accuracy
varies with varying amounts of users’ location histories, we randomly selected 50
users and trained our 2-STMM model on their preprocessed datasets according
to the description given in Sect. 2. For each user, we used 80 % of preprocessed
dataset for training the model and 20 % for testing. Figure 3 shows the results
obtained. The highest and lowest prediction accuracy stood at 88 % and 31 %
respectively. We observed that low accuracies were associated with users with
short location histories, while users with long histories exhibited high prediction
accuracies. Overall we achieved average accuracy of 59.82 % across all users.

5 Conclusion

In this work we present STMM model that incorporates semantic and temporal
information to predict users’ mobility. We compare our model with existing
models to show that our approach has significantly higher of prediction accuracy.
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Abstract. In this paper, we propose a 3D model-based food traceability
information extraction method for processing video surveillance data. The
proposed method first builds a 3D model of the surveillance area. Then, the
video cameras are mapped in the 3D model and the coordinate transform
functions from the 2D camera coordinates to the 3D model coordinates are
calculated. Next, the object detection method is applied to identify the target
which is then mapped into the 3D coordinates so that its 3D trajectory can be
generated. Finally, we merge multiple trajectories from different cameras to
create the complete traceability information for the target object. According to
the experimental results, the proposed method can efficiently extract useful
traceability information for a video surveillance system.

1 Introduction

With the development of the economy in China, people have started to pay increasing
attention to the quality of food which is essential for their health. Different methods are
applied to ensure the safety of food. A traceability system is one of the key technologies
to improve food quality by tracking the chain of food production. In countries such as
the EU, USA and Japan, food tracking systems are a mandatory requirement for food
companies. For example, the UK has a system to record the status (birth, growth and
sale) of every cow by the use of an RFID ear tag.

In China, an RFID-based traceability system is also under construction by some
large food producers, however a video surveillance system is more common and can be
easily applied in small companies to prove the quality of their product. In this paper, we
propose a framework that can automatically extract traceability information from a
video surveillance system. This framework is based on the identification of the target
object and makes use of the 3D model to gain the spatio-temporal trajectories of the
target objects. Finally, multiple trajectories from different cameras are joined together
to form the whole traceability track of the target objects. In this traceability track, every
moment is recorded by the camera and have the photo evident the photos are made
available for the public to check. Meanwhile, the video data are dramatically
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compressed into the key images in the track, so long-term video traceability can be
preserved at a low cost for further use.

The proposed framework has two main advantages compared with the existing
system: first, photogrammetry is used to generate the 3D spatiotemporal trajectory of
the target object in video surveillance; second, multi-trajectories from different cameras
are combined as a whole traceable track. This framework is implemented in a grain
company to track its rice production. According to the experiment results, the frame-
work can efficiently and accurately extract the traceability trajectories of the people and
vehicles. The rest of paper is structured as follows: the related work is described in
Sect. 2; Sect. 3 describes the proposed framework in detail; Sect. 4 overviews the case
study and experimental results; Sect. 5 summarizes the whole paper and suggests future
studies.

2 Related Work

2.1 Traceability System

Recently, one of the most important research trends in the food sector has been elec-
tronic traceability and condition monitoring using RFID and WSN [1]. There have been
some practical implementations in companies that are now using RFID for food supply
chain in Italy, France, UK, Sweden, the USA and Canada [2–7]. Some electronic chain
traceability systems have been proposed, such as the one in Frederiksen et al. [8] that
proposed an Internet-based traceability system for fresh fish. Seino et al. [9] proposed a
similar system for fish traceability by using QR codes after discarding the use of RFID
due to the cost of this technology at that moment. Grabacki et al. [10] introduced the
concept of using an RFID for the seafood industry in Alaska and they predicted that
this would be the key technology in the supply chains of the future. More recently,
research has demonstrated the use of RFID applications in the live fish supply chain, in
intercontinental fresh fish logistic chains [11] and for monitoring the temperature of fish
during the cold chain using RFID loggers [12]. The benefits of using RFID in the fish
supply chain were also recognized by the Scandinavian fishing industry, with the main
objective of developing and evaluating a traceability system [13]. With regard to WSN
systems, Lin et al. [14] proposed a WSN-based traceability system for aquaculture that
can automate many monitoring tasks and improve information flow.

2.2 3D Videogrammetry

Videogrammetry is a measurement technique which is mainly based on the principles
of Photogrammetry [15]. Videogrammetry refers to video images taken with a cam-
corder or the movie function on a digital still camera. A video movie consists of
sequences of images (or frames). If the video speed is 25 fps (frames per second) and
the duration is 1 min (i.e. 60 s), there are 25 frames per second or overall 1500 images.
Hiroshi et al. [16] worked on the automatic modeling of a 3D city map from a
real-world video. They proposed an efficient method for making a 3D map from
real-world video data. Their proposed method was an automatic organization method
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by collating the real-world video data with the map information using DP matching.
They also devised a system which was able to generate a 3D virtual map automatically
in VRML format. Clip et al. [17] proposed a Mobile 3D City Reconstruction system. It
is an efficient flexible capture and reconstruction system for the automatic recon-
struction of large scale urban scenes. Zhang et al. [18] introduced a concept for con-
sistent depth map recovery from a video sequence. Video image sequence frames were
used and depth maps from these frames were created. In this method, they used the
structure from motion (SFM) technique to recover the camera parameters, after which
disparity initialization, bundle optimization, and space-time fusion techniques were
used to create depth maps. These depth maps are useful for creating a virtual 3-D model
of an area or object. Hengel et al. [19] developed a method and system (named the
Video Trace) which interactively generates realistic 3D models of objects from video.
This research shows that it is possible to retrieval the 3D trajectories of a target object
from a video surveillance system, which has not been applied in a food traceability
framework as far as we know. Singh et al. [20] developed a multi-camera setup and
method for camera calibration from video image frames. From the video data, image
frames were created for close range photogrammetric work.

3 Methodology

In the proposed framework, we first create the 3D models of the surveillance target,
such as food storage or a production line. Then, the cameras of the surveillance system
are mapped on to the 3D models and calculate the transform function for each camera.
The transform function F(a, b) = (x, y, z) takes the image coordinate (a, b) of a camera
as the input parameter and returns its corresponding coordinate in 3D model (x, y, z). In
this case, we assume that objects are located on the horizontal surface of the 3D models
such as the ground plan, tabletop and so on, therefore the transform function F is an
injective mapping. Next, we analyze the video surveillance data and extract the
interesting objects, such as people or products and obtain their trajectories based on
transform function F. Finally, the multiple trajectories of a target object from different
cameras are connected as a complete traceability track, according to their spatial dis-
tributions. In this section, we discuss the framework in detail.

3.1 3D Model Generation

There are many methods by which to generate 3D models of the production envi-
ronment, but it is usually difficult and costly to generate accurate 3D models. In this
paper, we create models with the CAD and satellite images. These models are mainly
used for videogrammetry, so the geometry is more considered than the visual effects.

3.2 Transform Function

The extracted frames with a target object are difficult to process because there is a lack
of spatial-temporal information. From the frame image, it is difficult to identify the real
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location of the target object in the world coordinate system. Therefore, we propose a
transform function to convert the object coordinates in the 2D frame into the 3D real
world. The inner orientation defines the geometric parameters of the imaging process.
The exterior orientation of a camera defines its location in space and its view direction.
This information is difficult to gather for the video surveillance system in which some
cameras are installed overhead.

In this paper, we propose a simple transform function to map the image coordinates
into the real world coordinates. We assume that the target object is located in a plane.
For the on-plane surface, we can use the triangulation method to simulate the on-plane
surface with smaller planes.

Suppose that three vertexes of a triangular area in the real world are (C1, C2, C3)
and the corresponding coordinates in the camera/frame image are (c1, c2, c3). We
define the transform matrix M. Therefore, we have the following equation:

c1:x c1:y 1
c2:x c2:y 1
c3:x c3:y 1

2
4

3
5M ¼

C1:x C1:y C1:z
C2:x C2:y C2:z
C3:x C3:y C3:z

2
4

3
5 ð1Þ

Since c1, c2 and c3 are not in a line, we can calculate M based on Eq. (1) as
follows:

M ¼
c1:x c1:y 1
c2:x c2:y 1
c3:x c3:y 1

2
4

3
5
�1 C1:x C1:y C1:z

C2:x C2:y C2:z
C3:x C3:y C3:z

2
4

3
5 ð2Þ

In our implementation, we label several ground references and measure their rel-
ative location with the Electronic Total Station, as shown. Then, we manually record
the corresponding coordinates of these references in the camera to generate the
transform matrix M. If it is difficult to measure the ground truth, we can simply set the
reference points in the 3D models and map them into the camera. For example, we first
find the coordinate in the 3D models of some corner on the ground, then its corre-
sponding coordinate in the camera can be calculated based on locating the corner in the
monitoring frame.

For a complex area, we need to define a multi-triangular mesh to represent the
no-plane surface. Therefore, multiple transform functions are required for these com-
plex area.

3.3 Multiple Camera Integration

By converting the 2D image coordinate into a 3D real world, we not only obtain more
semantic information but also gain the ability to combine multiple cameras into a
unified system that can continuously monitor a target object from start to end. This is
quite important for the traceability system.

Unlike existing target recognition-based surveillance systems, the proposed
framework has better accuracy with less computation, since we identify target objects
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based on their spatiotemporal distribution. It is easily to connect two trajectories in a
unified 3D reference coordinate system, therefore, we do not need to identify which
vehicle in one camera is the same in the other as the existing methods do.

Meanwhile, we could optimize the distribution of cameras in the surveillance
system based on the created 3D models with per-analysis. Currently many surveillance
systems are installed based on the experience of the installer, which may not always be
right. With the 3D models in the monitoring area, we can calculate the coverage and
shielded area of each camera. More importantly, it is possible to find the exact rela-
tionship between the multi-cameras to build a unified monitoring system without dead
angles, using the least number of cameras.

4 Results

4.1 3D Models

We partially implemented the proposed system in a rice production company. Over 200
cameras are deployed in four rice processing factories located in North Jiangsu, China.
We create the 3D models of these four factories based on satellite images, as shown in
Fig. 2.

Meanwhile, Cesium, a JavaScript library for creating 3D globes and 2D maps
similar to Google Earth in a web browser, is employed to increase the accessibility of

Fig. 1. 3D model based video surveillance system.

Fig. 2. The 3D models of rice processing factories.
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the 3D models. Cesium makes use of WebGL for hardware-accelerated graphics, so no
plugins are required to view the 3D models. Figure 1 shows the browser-based 3D
monitoring interface. We can check the real-time video stream or history trajectories
through the browser on both the PC and mobile devices, as shown in Fig. 1.

4.2 Object Detection

In order to deal with the huge volume of data from the surveillance system, we select
several key cameras from which to extract the trajectories of the target object which
will reduce the network and computation load dramatically. We write a script to
automatically download the video from NVRs and analyse the frames in a centralized
server. In the next step, these object detection methods will be deployed in NVRs to
save the network traffic.

In this framework, we detect the object using the existing algorithm background
difference method. The implementation is based on OpenCV. The object detection
results are listed in Fig. 3. The target is indicated with a green rectangle.

4.3 Object Detection

Based on the proposed transformation function, all detected objects are converted into a
3D model reference coordinate system. Therefore, multiple trajectories can be easily
connected, as shown in Fig. 4. The traceability information is extracted from the video
surveillance system and can be used for visualization and other analysis applications.

Fig. 3. Object detection results

Fig. 4. Trajectory generation
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5 Conclusion

In this paper, we proposed a 3D model-based food traceability information extraction
method. This method involves 3D model construction, 2D–3D transformation, object
detection and trajectory integration. The system was deployed in a rice factory as a
partial implementation of the proposed framework. The results indicate that the pro-
posed method is effective and can find all the traceability information on the target of
interest. However, we still need to overcome the matching error from 2D to 3D. In the
future, we will focus on how to automatically adjust the transform function based on
the information from multiple cameras. Also, the object detection method will be
improved to suit different application areas.
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Abstract. With the fast development of remote sensing techniques, the
volume of acquired data grows exponentially. This brings a big challenge
to process massive remote sensing data. In the paper, an in-memory
computing framework is proposed to address this problem. Here, Spark
is an open-source distributed computing platform with Hadoop YARN
as resource scheduler and HDFS as cloud storage system. On the Spark-
based platform, data loaded into memory in the first iteration can be
reused in the subsequent iterations. This mechanism makes Spark much
suitable for running multi-iteration algorithms compared to MapReduce
which has to load data in each iteration. The experiments are carried
out on massive remote sensing data using multi-iteration singular value
decomposition (SVD) algorithm. The results show that Spark-based SVD
can obtain significantly faster computation timethan that by MapRe-
duce, usually by one order of magnitude.

Keywords: Big data · Remote sensing · Spark · Hadoop

1 Introduction

With the fast development of remote sensing techniques, massive amounts of high
spacial and spectral resolution images can be acquired for various applications,
such as hazard monitoring and urban planning. This brings big opportunities
for various applications based on the massive remote sensing data but also big
challenges for big data storage and computation.

Usually, parallel and distributed computations are utilized to deal with the
computational challenges of big remote sensing data. The parallel computing
platform is often based on Compute Unified Device Architecture (CUDA) cre-
ated by NVIDIA and implemented by the graphics processing units (GPUs) [4].
Thanks to efficiency and programmability of the CUDA GPUs, the technique
has been successfully used in remote sensing applications, e.g., Cloud track-
ing and Reconstruction [9], remote sensing image fusion [17], and color balanc-
ing [15]. Similarly, the heterogeneous system OpenCL by combining multi-core
c© Springer International Publishing Switzerland 2015
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GPU and CPU with operation system has been used to remote sensing data
processing [1,3].

Although GPUs are capable of speeding up remote sensing data processing, it
is still hard for a single computer, even a extremely expensive minicomputer or a
PC server to analyze the big remote sensing data. Hadoop [2,6] based distributed
storage and computing cluster provides a new resolution to the computation
problem of big data. The work in [8,14] demonstrated that the performance
in speed of MapReduce [6] based algorithm has an advantage over the single-
thread process algorithm. However, in the MapReduce-based platform, the entire
data set has to be loaded from hard disks to memory at each iteration, which
takes a lot of time when processing massive data by multi-iteration data analysis
algorithms.

To attack this problem, usually an open-source in-memory distributed com-
puting framework, namely, Spark [16] is exploited for distributed computation.
In the Spark-based platform, the data loaded into memory in the first itera-
tion can be reused in the subsequent iterations. This mechanism makes Spark
much suitable for running multi-iteration algorithms compared to MapReduce
which has to load data in each iteration. In [16], multi-iterations programs using
Spark based algorithm is up to 100x faster than Hadoop MapReduce in memory,
or 10x faster on disk. The Spark-based platform has been used to graph data
applications [10], large scale security monitoring [13], log analysis [12] and so on.

As we know, Spark has not been used for processing remote sensing big data.
In the paper, Spark-based platform is proposed to fulfil a multi-iteration algo-
rithm for remote sensing application. In particular, the Hadoop Distributed File
System (shorted as HDFS) is adopted and Hadoop YARN as resource scheduler.
Here, the feature extraction algorithm, i.e., singular value decomposition(shorted
as SVD) is implemented to evaluate the effectiveness of the proposed distributed
platform. The experiments are carried out on two real-world massive remote sens-
ing data. The results show that Spark-based SVD can obtain significantly faster
computation time than that by MapReduce, usually by one order of magnitude.

The rest of the paper is organized as follows. The next section describes
the preliminary knowledge of the proposed big data Architecture. The applied
remote sensing datasets and machine learning algorithms are briefly described
in Sect. 3. Section 3.2 reports and discusses the results provided by the SVD
algorithm and different data sets. Finally, Sect. 4 draws the conclusions of this
paper.

2 The Big Remote Sensing Data Architecture

In the paper, massive remote sensing data are dealt with in the big data process-
ing architecture. In the following, the proposed architecture is first described.
Then, the distributed computing models, i.e., MapReduce and Spark, and the
related storage system are briefly introduced as follows.
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2.1 Big Remote Sensing Data Architecture

The big remote sensing data are acquired from different sources, such as remote
sensing data and data from the Internet and then input to the system. In the data
processing stage, HDFS is chosen as the distributed file system. Then, big data
in remote sensing are loaded to the HDFS at the beginning. In-memory based
Spark, is chosen as the main principal distributed computing framework. Mean-
while, Hadoop MapReduce is also been integrated into the platform. Apache
YARN is chosen as the scheduler responsible for allocating resources to various
running applications between the HDFS and the distributed computing pro-
gramming models, i.e., MapReduce and Spark. This means that the proposed
platform supports the algorithm implemented by both Spark and MapReduce to
process remote sensing data. Meanwhile, the set of data analysis algorithms, i.e.,
a machine learning library (MLlib) can be implemented in the Spark program-
ming model. Similarly, MapReduce builds Apache Mahout, a scalable machine
learning and data mining library. On top of the big data processing stage, differ-
ent remote sensing processing tasks can be fulfilled, e.g., feature extraction and
image classification.

2.2 Hadoop

Hadoop is a series of technology for distributed storage and processing of big
data. It is an open source framework developed by the Apache Software Founda-
tion. Hadoop is fault tolerant, scalable, and extremely simple to expand. Hadoop
is capable of processing massive amounts of data sets which are unable to be
dealt with or originally need expensive super-computers. Nowadays, Hadoop can
manage thousands of computers, storage and process massive data in a PeraByte
level. The core of Hadoop consists of two parts, a storage part Hadoop Distrib-
uted File System (shorted as HDFS) and a processing part MapReduce, which
are introduced as follows.

HDFS. HDFS [2] is a Java-based file system designed for large data storage
which was inspired from Google File System (shorted as GFS) [7]. The purpose
of HDFS is to enhance the I/O performance of data storage and to ensure that
the distributed storage system is scalable, fault tolerant. HDFS break data down
into smaller pieces which called blocks and distribute them throughout the clus-
ter. Each block of data is independently replicated at multiple servers. When a
duplicate of a block is lost due to a hardware failure, HDFS can automatically
provide the nearest duplicate instead and creates another duplicate of the block.
HDFS supports redundant data storage which not only offers the tolerance to
hardware failure, but also allows that Hadoop can divide a large task into small
pieces and runs them on separate servers.

MapReduce. MapReduce [6] is the core of Hadoop. It is a programming model
and an associated implementation for processing and generating large data sets.
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Before the invention of the MapReduce, open multi-processing (shorted as
OpenMP [5]) and many other models were popular in the field of distributed
computing. Most of these models require a very long learning curve to master.
However, MapReduce is a simplified data processing model. Users only need
to modify the Map and Reduce functions according to the requirements of the
task. A Map function processes a key/value pair to generate a set of intermediate
key/value pair, and a Reduce function merges all intermediate values associated
with the same intermediate key. This model can realize many real-world appli-
cations.

2.3 Spark

The Apache Spark [16] is a fast and general engine for large-scale data processing
implemented in Scala [11]. Even though the MapReduce model has achieved
an unprecedented success in implementing many real-world distributed tasks,
it is not suitable for the applications built around a cyclic data flow model.
The Spark is proposed to handle these applications while retaining the similar
excellent properties of MapReduce, i.e., scalability and fault tolerance. Spark
has an advanced DAG execution engine that supports cyclic data flow and in-
memory computing. In some specific applications, Spark may work 100 times
faster than Hadoop [16].

The resilient distributed dataset (shorted as RDD) is used for the funda-
mental programming abstraction in Spark. The RDD is a logical collection of
data partitioned across machines and can be rebuilt if a partition is lost. An
RDD can be explicitly cached in memory across machines and reused for later
MapReduce-like parallel operations. For the algorithms whose main body is a
loop calculation, the intermediate RDD data sets do not need to read and to
write from the hard disk at each iterative manner. This is one of the major rea-
sons why Spark works faster. RDDs can be created in two ways, i.e., parallelizing
an existing RDD and referencing a dataset in an external storage system. RDDs
support many useful parallel operations in the latest release.

3 Experimental Results

To evaluate the effectiveness of the proposed big data platform for process-
ing massive remote sensing data, a multi-iteration singular value decomposition
(SVD) is implemented in both Spark and MapReduce platforms in terms of
hyperspectral remote sensing data in different magnitudes of spatial resolutions.

In the followings, the datasets utilized are firstly introduced and then the
corresponding experimental results are reported.

3.1 Datasets

The experiment is evaluated on two public remote sensing images briefly described
as follows:
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Paiva: It is a hyperspectral and high-resolution (1.3 m) image taken over the
urban area of Pavia by the airborne ROSIS-03 optical sensor. The image consists
of 1096*715 pixels with 103 bands ranging from 0.43 to 0.86 µm in the center of
Pavia (denoted as (denoted as PaviaCenter), Pavia, Italy.

IndianPine: It is a hyperspectral image over the Indian Pine test site on June
1992 by the AVIRIS instrument. The image size is 145*145 pixels with 220 bands
from 0.37-2.5 µm.

Table 1. The details for the datasets used in the experiments.

Dataset Indian Pines Pavia

Number of pixels 34947 468666

Number of bands 200 102

The details of the datasets are summarized in Table 1.

3.2 Experiment Results

In order to evaluate the effectiveness of the proposed platform, the computation
times are compared in terms of the SVD algorithm based on both the Spark
and MapReduce platform. SVD is an effective algorithm for feature extraction
(reduction) but time-consuming. The implementation of SVD in the distributed
platform can greatly accelerate the algorithm. In the real environment of the
experiments, the computation time cost is significantly influenced by the status
of the experimental cluster. Accordingly, the results in a single trial could be
unreliable. To ensure the robustness of the experiment results, all time costs are
referred to the average ones over ten trials.

The time costs of implementing the SVD algorithms are shown in Fig. 1(a)
and (b) using the Mahout (MapReduce) and MLlib (Spark) for the datasets
Indian Pine and Paiva, Respectively. From the experiments, one can see that
the time cost of the SVD implemented by MapReduce is slightly faster than
that by Spark on the same datasets when the singular value is taken as 1 due to

(a) Indian Pines (b) Pavia

Fig. 1. Time costs for the SVD algorithm with Spark and MapReduce, respectively.



A Spark-Based Big Data Platform 125

the higher hardware resource requirements of Spark. In the following iterations,
the time costs of SVD implemented by MapReduce significantly increases due
to the I/O operations. However, the time costs for Spark only slightly increase
to run the decomposition computation in the distributed environment.

4 Conclusion

In the paper, a big data platform has been proposed to process massive remote
sensing data processing, where Spark is utilized for distributed computation to
avoid the expensive I/O operations compared to the MapReduce model as the
principle distributed computing framework. In particular, the proposed frame-
work is comporised of YRAN as distributed resource scheduler and HDFS as
distributed file system. To evaluate the effectiveness for massive remote sensing
processing, the multi-iteration Singular Value Decomposition (SVD) has been
implemented in the proposed platform by both Spark and MapReduce models.
The experiments show that the time cost on the Spark-based platform is far less
than that on the MapReduce platform.
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Abstract. The reliable and efficient last three mile of delivery results in
enormous challenges for city logistics. In recent years, the combination of tel-
ematics based big data collection and O2O e-commerce has built the ground for
time-dependent vehicle routing, which becomes extremely important in the
home delivery applications. This paper proposes a logistics platform to solve the
order fulfillment problem of on-demand delivery service with large quantities of
orders. The problem can be considered as a special vehicle routing problem with
considering the link time and cost between the store and the delivery destina-
tions designated by customers, who are associated with time windows and
vehicles with capacity. We then propose a Genetic Algorithm (GA) method.
Experimental results show that the proposed approach is highly feasible and
very potential in dealing with the present order fulfillment problem.

1 Introduction

According to the current figures, 65 % consumption of goods is to take place in around
three kilometers, except staple commodities such as houses and cars. In this category of
O2O services, most of the demands take place within three kilometers, of which the
most typical pattern is restaurant takeout, laundry washing send, and the planned
purchase of supermarkets in some areas. These all belong to the convenience and
urgent demand of the people. The three mile delivery is currently regarded as one of the
most expensive, least efficient and most polluting sections of the entire supply chain by
Gevaers et al. 2010 [1]. Increasing customer requirements exacerbate flexibility of
delivery. In urban areas, traffic infrastructure is often used to capacity, resulting in
traffic jams. City logistics service providers compete against other road user for the
scarce traffic space, which cannot be extended unlimitedly. Defiance of varying
infrastructure utilization may lead to lower service quality, higher pollution and higher
realization costs of delivery by Eglese et al. 2006 [2] and Maden et al. 2010 [3].

In a living delivery circle of three kilometers, instead of delivering from house to
house by motor vehicle, the express of a short radius of three kilometers is a much more
common logistics forms. Within the scope of a given distribution, such as in the district
of three kilometers radius, users and logistics delivery staff are both disperse in this
district, stores include restaurants, department stores, supermarkets, laundries, etc.
Different from traditional logistics, in a three-kilometer business circle, a courier pickup
and delivery cross the whole district, which constitute a discrete distribution network.
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C. Zhang et al. (Eds.): ICDS 2015, LNCS 9208, pp. 127–134, 2015.
DOI: 10.1007/978-3-319-24474-7_18



In every business circle, generally with a point of service as its logistical support,
information systems within the Terminal, a small amount of chilled, frozen, space. As
every order is usually small but serves rather large number of customers with dispersed
locations, it is crucial to carefully design the routes of the vehicles in order to reduce its
operating cost while improving the service quality to customers.

This paper proposed adopted the logistics optimization platform based on intelli-
gent scheduling and debris management mode, on which the dynamic information of a
marching courier will be updated to the information system in real time, based on
which the systems get the feedback of dynamic scheduling at work, when the delivery
proceed, it will inevitably lead to some pieces of time, such as delivery waiting time,
empty turn-back fragments, or fragments between two deliveries, which can share the
cost to every single delivery active to reduce the whole costs through the intelligent
scheduling to improve the efficiency of logistics operation, reduce logistics costs,
improve service levels.

The paper is organized as follows. Section 2 reviews the literature on pickup and
delivery problems with time window constraints, related problems and the methodol-
ogies. Section 3 describes the model assumptions. Section 4 reports on the computa-
tional experiments, followed by the managerial implications in Sect. 5. Finally, the
conclusion and future research are discussed in Sect. 6.

2 Literature Review

As stated before, two main bodies of are relevant to our problem. The first is the vehicle
routing problem with time windows, in which goods are transported by a fleet of
vehicles between the depot and customers within their time windows. The second one
is the vehicle scheduling problem (VSP) which is a major research field of logistics
scheduling problems. We survey the literature in two parts.

Vehicle routing problem (VRP from now on) is the classic problem initially
described Dantzig and Ramser in 1959 [4] and it derives from the traveling salesman
problem or arc routing problem. This is basically a reflection of real life distribution
problems like delivering and picking up passengers, mail, packages and different kind
of goods. Since its proposition by Dantzig, it has received much attention in the
scientific community and a lot of exact and also heuristic methods have been proposed
to solve it. The VRP is a classic problem that represents the real life situations from
distribution field. The VRP is a classic problem that represents the real life situations
from distribution field. In theory it derives from two basic optimization problems: the
traveling salesman problem (TSP) talked by Shmoys et al. 1985 [5], and arc routing
problem. Numbers of methods have been developed to solve it, some are exact methods
and others tried to solve it with heuristics. These methods have largely been used to
solve VRP, some with more success than others as Hà et al. 2014 [6] and C. Liong,
2008 [7]. The VRP expands on the TSP with the addition of the bases.

VRP with time windows (VRPTW) is the standard extension by Toth and Vigo [8].
In this variation the customers have given time window when they are available for
pickup of the goods. Variation of this kind of problem implements the soft time
windows, where customer still operates outside of the time windows but visiting them
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in that time involves some form of penalty. This kind of the problem usually has a
complex way of calculating the cost of the trips, where the creator has to decide what is
more important to service all of the customers within the given time windows or to find
the shortest route despite breaking some of the time constraints.

As mentioned before, there is an extensive amount of publications relating to
container assignment for distribution problems. Most studies focus on the utilization of
vehicular fleets and the corresponding resource assignment such as containers, 1993 [9]
and vehicles, 1999 [10]. Sheu, 2006 [11] has proposed a dynamic customer resource
model for city logistics distribution operations to reduce the aggregate operational costs
and average lead time. Logistic activities scheduling is to make the optimized scheme
for logistic activities including the start time, finishing time and the sequences of
activities. The vehicle scheduling problem (VSP) is a major research field of logistics
scheduling problems.

3 Model Assumptions

This paper addresses the daily scheduling problem of vehicles of home delivery. This
section provides a formal description of the problem.

3.1 Assumptions

The problem consists in determining a set of routes of minimal overall cost in order to
serve all delivery demands of all customers under the obvious time window and vehicle
cost constraints and the following assumptions.

• There is more than one logistic vehicle. Each vehicle can undertake several dis-
tribution activities. The number of activities is not less than one.

• There is more than one store, and each store has several orders to distribution. And
only one order can be process at a time for each store.

• Each vehicle can process only one activity at a time and each activity.
• The starting time of the first distribution activity is set at zero-time.
• Activities of each store are processed in sequence.
• The original location and destination of each activity are fixed and known.

Each activity can be processed without interruption on one vehicle.

3.2 Parameters

The parameters and decision variables are defined in the following

• V ¼ fV1;V2; � � � ;Vmg indexed k, be a set of m logistic vehicle. Each vehicle Vk

consists of a sequence of distribution activities. Let Vkl ; l 2 1; 2; � � �mkf g, mk be
activity l in sequence Vk. mk denotes the number of activities in sequence Vk .

• Let D ¼ fD1;D2; � � � ;Dng indexed i, be a set of store. Each store consists of a
sequence of orders. Let Dih; h 2 f1; 2; � � � nig; ni be order h in sequence Dn.
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• SDi denotes the earliest available time of store i to process an activity and EDi

denotes the latest available time. Therefore the time window for store i is
ðSDi;EDiÞ.in which the store i is available to process activities. The available time
period is TDi ¼ EDi � SDi.

• tVklDih is the operation time of the vehicle Vk process the order of the store Dn.
• SVklDih and EVklDih denote the starting time and the finishing time of order Dih on

distribution activities Vkl respectively. Therefore, TVklDih ¼ EVklDih � SVklDih is
the processing time of order Dih.

• Let LVklDihDjg be the joint time to connect two distribution activities between
finishing time of store Di which is processed on vehicle Vkl and the starting time of
its immediate predecessors distribution activity Vk l�1ð Þ and store Dj i; j 2
1; 2; � � � nf g; i,j 2 1; 2; � � �mf g.
In this passage the objective is to minimize the total finishing time of all activities.

And The total time cost C :C ¼ C1 þ C2, where C1 denotes the total direct time of
vehicles to finish their activities assigned, C2 denotes the joint time associated to
connect two sequential activities of store Dn which is processed on vehicle Vkl and its
immediate predecessors activity Vk l�1ð Þ.

Let XVklDih is a variable. If the store order Dih is processed C1 ¼
Pm
k¼1

Pn
i¼1

Pmk

l¼1

Pni
h¼1

XVklDihtVklDih on vehicle Vkl, then XVklDih ¼ 1, otherwise, XVklDih ¼ 0.

So the total direct time of vehicles is:

C1 ¼
Xm
k¼1

Xn
i¼1

Xmk

l¼1

Xni
h¼1

XVklDihtVklDih ð1Þ

In order to analysis the joint time, let XVkðl�1ÞDjg is a variable. If the immediate
predecessor activity XVkðl�1ÞDjg of order Djg is processed on vehicle Vkl, then
XVkðl�1ÞDjg ¼ 1, otherwise, XVkðl�1ÞDjg ¼ 0. Only if XVklDih ¼ 1 and XVkðl�1ÞDjg ¼ 1
which mean that vehicle Vkl and its immediate predecessors activity Vk l�1ð Þ are order
Dih and Djg respectively, LVklDihDjg can be included in C2. So the joint time associated
to connect two sequential activities of store is:

C2 ¼
Xm
k¼1

Xn
i¼1

Xmk

l¼1

Xn
j¼1

Xnk
h¼1

Xnk
g¼1

XVklDihXVkðl�1ÞDjgLVklDihDjg ð2Þ

Therefore the total time C to finish all orders is as following:

C ¼
Xm
k¼1

Xn
i¼1

Xmk

l¼1

Xni
h¼1

XVklDihtVklDih

þ
Xm
k¼1

Xn
i¼1

Xmk

l¼1

Xn
j¼1

Xnk
h¼1

Xnk
g¼1

XVklDihXVkðl�1ÞDjgLVklDihDjg

ð3Þ
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For the second objective, the finishing time of all tasks is determined by the
finishing time of the last activity. The starting time of activity Dih of store i should be
the latest time between the finishing time of its immediate predecessor activity Vk l�1ð Þ
of store j, Vkðl�1ÞDjg plus the joint time between two activities, and the finishing time of
the immediate predecessor activity Vkl of store I, EVklDih plus the joint time between
two activities. Therefore:

SVklDih ¼ maxfEVklDih þ LVklDihDjg;EVkðl�1ÞDjgg ð4Þ

The finishing time of activity Dih is as following:

EVklDih ¼ maxfEVklDih þ LVklDihDjg;EVkðl�1ÞDjgg þ tVklDih ð5Þ

3.3 Mathematical Model

Therefore, a scheduling model aiming at minimizing total operation time is formulated
as follows:

C ¼
Xm
k¼1

Xn
i¼1

Xmk

l¼1

Xni
h¼1

XVklDihtVklDih

þ
Xm
k¼1

Xn
i¼1

Xmk

l¼1

Xn
j¼1

Xnk
h¼1

Xnk
g¼1

XVklDihXVkðl�1ÞDjgLVklDihDjg

ð6Þ

s.t.

SVklDih � SVkðl�1ÞDjg � TVkðl�1ÞDjg þ LVklDihDjg

SVklDih � SVkðl�1ÞDiðh�1Þ � TVkðl�1ÞDiðh�1Þ þ LVklDihDjg

SDi � SVklDih

EVklDih �EDi

Constraint ensures that the time difference between the starting time of activity Vkl

on resource i and the starting time of the immediate predecessor activity Vkðl�1ÞDjg of
store j is not less than the processing time of activity Vkðl�1Þ of store i plus the joint time
between the two activities. And the difference of starting time of two sequential
activities in of a vehicle Vkl is not less than the processing time of immediate prede-
cessor activity TVkðl�1ÞDiðh�1Þ plus the joint time between two resources. The starting
time of activity Vkl of store i is not earlier than the earliest available time of store I while
the finishing time of activity Vkl of store i is not later than the latest available time of
store i.
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4 The Algorithm

The proposed activities scheduling model is a typical optimization problem in which
cost time is objectives to be optimized. Therefore an improved GA is designed in this
paper to solve the logistic scheduling problem.

It is needed not only to assign each activity a resource but also to make sequences
of activities on the resources simultaneously in the logistic scheduling problem.
Therefore, the genes of the chromosomes describe not only the assignment of activities
to the resources, but also the sequence of the activities in the resources. A task-based
representation is proposed in this paper. The chromosome consists of two strings. The
first string is the activity-based representation which determines the sequence of
activities. The second string is the resource-based representation which denotes the
selected resources for corresponding activities of all tasks. Each chromosome repre-
sents a solution of scheduling. It has been proven that perverting the diversity of GA
population can diminish the risk of premature convergence by Sevaux et al. 2006 [12].
A simple and stricter rule is imposed in this paper to keep the diversity of the popu-
lation, i.e., the fitness of any two feasible chromosomes must be different.

5 Computational Tests

A logistics market is taken as an example to bench- mark the proposed model and
algorithm. The scenarios of logistic tasks and resources nodes are shown in Tables 1
and 2. There are five vehicles which can be divided into several activities and eight
stores available at that time. The data in Table 1 indicate the time needed for the vehicle
on the first column to process the activity on the first row respectively. The dash mark
in the table denotes that the vehicle on the first column could not be used to process the
activity. The second row shows the time windows for stores on the top row.

The data in the Table 2 denote the time needed to link two activities processed by
the vehicle on the left of the row and on the top of the column respectively.

The improved genetic Algorithm described above has been programmed in the
Matlab language, the larger the population size, the better the quality of solutions and
longer computing times. After many trials, we found that setting population size at 100,
mutation rates among 0.01–0.02, cross over rate of GA among 0.8–0.9. The algorithm

Table 1. Time windows

D1 D2 D3 D4 D5 D6 D7 D8

Time windows 8–30 5–28 0–30 4–32 0–25 8–24 0–18 0–12
V1 6 8 / 8 / 6 / 6
V2 4 / 14 8 / 12 2 12
V3 8 8 4 6 9 8 5 8
V4 / / / 10 / / 8 3
V5 12 4 / 12 / 10 / 8
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was terminated after 200 generations of the genetic algorithm. The solutions are shown
in Table 3. Among the three solutions with zero tardiness in Table 3, No.8 solution has
the shortest finish time. Therefore, No.8 solution is selected as the best satisfied
solution.

6 Conclusion

In this paper, a system has been proposed to solve the vehicle problem with a large
number of orders for stores. A model is utilized to distribution orders based on time of
operation to the delivery vehicles. Then a genetic algorithm (GA) is used to optimize
the vehicle route which has the shortest time.

Experimental results show that the system is promising in dealing with the distri-
bution problem of store. The average time to distribution for the store is decreased,
ensuring a higher service level. Further investigations are recommended to use the
proposed approach to solve other similar optimization problems such as distribution
according to distance.
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Abstract. Active learning traditionally focuses on labeling the most
informative instances for some well defined learning tasks with known
class labels, and a labeler is provided to label each queried instance. In
an extreme case, the whole active learning task may start without any
available information about the tasks, for instance, no labeled data are
available at the initial stage and the labeler is incapable of providing
the ground truth to each queried instance. In this paper, we propose an
active class discovery method for the case where no randomly labeled
instances exist to kick-off the learning circle and the labeler only has
weak knowledge to answer whether a pair of instances belong to the
same class or not. To roughly identify the classes in the data, a Minimum
Spanning Tree based query strategy is employed to discover a number of
classes from unlabeled data. Experiments and comparisons demonstrate
superior performance of the proposed method for class discovery tasks.

Keywords: Active learning · Active class discovery · Pairwise
constraint · Minimum spanning tree

1 Introduction

Active learning offers a solution by labeling a subset of the most informative data,
with the objective of minimizing the labeling costs without significantly com-
promising the accuracy of the classifier trained from the labeled data. To date,
most existing active learning methods assume that the total number of classes
are known and that the labeler has expertise to provide a ground truth label
for each queried instance. Under these circumstances, some randomly selected
instances are labeled as the initial training set, so the active learning process
can kick-off to gradually expand the training set.

However, in some cases, the class information in the data may be unknown
beforehand. Because there is no labeled information available, the labeler may
not accurately provide the ground truth to each queried instance, but can only
answer simple questions like: whether a pair of instances belong to the same class
c© Springer International Publishing Switzerland 2015
C. Zhang et al. (Eds.): ICDS 2015, LNCS 9208, pp. 135–140, 2015.
DOI: 10.1007/978-3-319-24474-7 19
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or not? For this type of query, the labeler does not need to know the number
and the type of classes in the data, but simply provides yes or no answers. In
this paper, we refer to this as a “pairwise constraint” query.

For tasks with incomplete class information, Several methods exist to dis-
cover rare class samples by using likelihood [1], gradient [2] or clustering [3]
criteria. However, all these methods assume that the number of classes (includ-
ing rare classes) are known beforehand. Moreover, they all assume that labelers
can provide ground truth labels for each queried instance, which is hardly the
case in reality because the labeler may not have knowledge to label new class
samples.

To this end, we propose a novel active class discovery method to roughly
identify the classes in the data sets, where no randomly labeled instances exist
to kick-off the learning circle and the labeler only has weak knowledge to answer
whether a pair of instances belong to the same class or not. Our innovation is
to explore the unknown classes efficiency with minimum query costs.

2 Active Class Discovery Based on Pairwise Constraint

2.1 Problem Formulation

Given a set of instances denoted by D = {x1, ..., xn}, with each instance xi ∈
R

f×1 denoted by f features. The class label of xi is denoted by yi, which is
unknown. The total class space is denoted by L, which is also unknown and needs
to be discovered and during active learning process. Our aims is to identify prt
or all classes in D with minimum query efforts.

2.2 MST Based Class Discovery

Exhaustively querying pairwise instance relationships to determine the number
of classes in D is expensive and out of question. To reduce the query costs, we
propose to query the pairwise relationships on a small representative instance
subset Γ , which is chosen in a random manner. After the classes on Γ are discov-
ered, we can directly determine the number of classes in the original unlabeled
data set D.

To save query costs, we built minimum spanning trees (MST) from Γ , and use
MSTs to query pairwise instance relationships, through which we can discover
the initial classes in D. Our method begins with a tree consisting of a single
randomly picked vertex, which forms the initial forest. At each time, we select
an unvisited vertex x∗ in Γ , which has the minimum distance to the forest,
and query its pairwise relationships with a set formed by one vertex from each
tree in the current forest. According to the query results, we determine whether
to extend the current forest by building a new tree, or to include x∗ into one
of the existing trees. We continuously increase the number of visited vertices,
one vertex at a time, until all vertices in Γ are visited. Because the vertices
connected in the same tree have the same pairwise constraints with x∗, we only
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query the pairwise relationship between x∗ and one vertex in each tree, which
effectively reduces the query cost. Algorithm 1 explains the general process of
Class Discovery.

Algorithm 1. Active Class Discovery Process
Require: an unlabeled sample set D.
Ensure: discover the classes in the optimal subset Γ .
1: randomly choose k samples to generate a sample set Γ ;
2: xinit ← a random instance in Γ ;
3: T1 ← xinit;
4: ΩT ← T1; MST forest with one tree;
5: while not all vertices in Γ are visited do
6: x∗ ← instance with minimum distance to ΩT ;
7: Ψ ← {x1, . . . , x|ΩT |}, where xi ∈ Ti, (1 ≤ i ≤ |ΩT |) is one instance randomly

selected from each tree;
8: query (x∗, xi), where xi ∈ Ψ, 1 ≤ i ≤ |ΩT |;
9: if exist (x∗, xi) ∈ “Same Class” then

10: Ti ← x∗, where xi ∈ Ti;
11: else
12: T|ΩT |+1 ← x∗, ΩT ← T|ΩT |+1 ;
13: end if
14: end while

3 Experiments

We implement our method and several baseline approaches using Java and
WEKA data mining tools, and compare their performances on ten benchmark
data sets, as shown in Table 1.

Table 1. A simple description of the benchmark data

ID Dataset Instances Features Classes

1 segement-challenge (sc) 1500 20 7

2 poker 25010 11 10

3 covertype 5000 10 7

4 letter recognition (lr) 20000 16 26

5 glass 214 10 6

6 vowel 990 10 11

7 MNIST 60000 50 10

8 fbis.wc 2463 2001 17

9 ERA 1000 5 19

10 yeast 1484 8 10
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3.1 Query Number Comparisons Using Different Query Strategies

In Fig. 1, we report the query numbers with respect to different query strategies
for class discovery. These methods are all built based on pairwise relationship
queries, including a random selection in RanPQC, a maximum distance selection
in MaxSTC, and a minimum distance selection in MinSTC. We apply these
methods to help discover classes based on the representative instance subset
built using the density-distance metric. In our implementation, MaxSTC has
a similar framework with our MinSTC, which starts with a single vertex, and
continuously increases the size of a tree, one edge at a time, until it spans all
vertices. In contrast to MinSTC, the vertex having the longest distance to the
existing tree vertices is visited each time. It also queries the pairwise constraints
between the added vertex and the existing vertices in the trees to determine
whether to build a new tree or include the instance into one of the existing trees.
RanPQC randomly selects a pair of instances to query its label relationship at
each time until the number of classes in the representative subset is identified.

Fig. 1. Query number comparison with different query strategies.

For all benchmark data sets, MaxSTC and MinSTC, which share the same
framework, are always superior to RanPQC. This observation suggests that using
a heuristic strategy in pair query effectively reduces the query cost. Moreover,
MinSTC performs better than MaxSTC. This is because the two instances near
in the topology are more similar, with a high probability of belonging to the
same class. When selecting the instance by using MinSTC strategy, a selected
instance x is more likely from one of the existing groups, so only a very few
queries are needed to validate whether x is from an existing class, or whether it
is from a new class. On the other hand, an instance x selected by MaxSTC is
dissimilar to the existing trees. So one has to query the pairwise relationships
between x and all of the existing trees, and then starts to build a new tree (if x
does not belong to any of the existing class).
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3.2 Class Discovery Effectiveness Using Different Query Strategies

In Fig. 2, we report the discovered classes using different query strategies with the
same number of queried pairs (i.e. 380 pairs). For all benchmark data sets, our
new method MinSTC discovered most or even all classes in the datasets, which
demonstrates that our active class discovery strategy is effective to discover
classes with low query cost. Moreover, the performance of MaxSTC is always
superior to RanPQC. This is mainly because the instance selected by MaxSTC
is different from the existing trees and has higher possibility to find a new class
than a randomly chosen instance has. Since MinSTC prefers the instance more
similar to one of existing groups, it is capable of identifying the class of the
selected instance with less queries than MaxSTC is. Accordingly, MaxSTC can
find more classes than MinSTC as we expected.

Fig. 2. Class Discovery comparison with different query strategies when querying 380
pairs.

4 Conclusions

In this paper, we propose a active class discovery paradigm where an unlabeled
data set is given for active learning and the labeler does not know the number
of classes in the data. To solve the problem, we introduce a MST based frame-
work that discovers a number of candidate classes from the unlabeled data set.
Experiments and comparisons demonstrate that our new active learning frame-
work achieves superior performance compared to various baseline methods.

Acknowledgements. This work is supported by the Australian Research Council
(ARC) through Discovery Project Grant DP130100364.



140 Y. Fu et al.

References

1. Pelleg, D., Moore, A.: Active learning for anomaly and rare category detection. In:
Neural Information Processing System (2004)

2. He, J., Carbonell, J.: Nearest-neighbor-based active learning for rare category detec-
tion. In: Neural Information Processing System (2007)

3. Vatturi, P., Wong, W.K.: Category detection using hierarchical mean shift. In:
SIGKDD, pp. 847–856 (2009)



Discovering Productive Periodic Frequent
Patterns in Transactional Databases

Vincent Mwintieru Nofong(B)

School of Information Technology and Mathematical Science,
University of South Australia, Adelaide, Australia

vincent.nofong@mymail.unisa.edu.au

Abstract. Periodic frequent pattern mining is an important data min-
ing task for various decision making. However, it often presents a large
number of periodic frequent patterns, most of which are not useful as
their periodicities are due to random occurrence of uncorrelated items.
Such periodic frequent patterns would most often be detrimental in deci-
sion making where correlations between the items of periodic frequent
patterns are vital. To enable mine the periodic frequent patterns with
correlated items, we employ a correlation test on periodic frequent pat-
terns and introduce the productive periodic frequent patterns as the set
of periodic frequent patterns with correlated items. We finally develop
PPFP, an efficient Productive Periodic Frequent Pattern mining frame-
work. PPFP is efficient and the productiveness measure removes the
periodic frequent patterns with uncorrelated items.

Keywords: Frequent patterns · Periodic frequent patterns · Produc-
tiveness measure

1 Introduction

Periodicity detection in data has been widely studied in two distinct areas based
on the data types: (i) time series data [2], and (ii) transactional data [3–10]. In
time-series data, periodicity is detected under the names segment and/or symbol
periodicity [2] while in transactional data it is detected under the names periodic
frequent patterns (PFPs) [3–5,9,10] or regular frequent patterns (RFPs) [6–8].
Though transactional data can always be accumulated as time-series data, our
work focuses on addressing some challenges on periodicity detection in transac-
tional data.

PFP mining in transactional data was proposed by Tanbeer et al. in [10].
They used the maximal period among the occurrence periods of a pattern as its
periodicity. Though this concept has been accepted and used in PFP mining in
works such as [3–5,9], Rashid et al. [7] recently argued the proposed periodicity
measure in [10] as inappropriate and susceptible to noise. To improve the defin-
ition, they define a patterns’ periodicity based on the maximum variance of its
periods and named the periodic patterns as regular frequent patterns (RFPs).
Their concept has also been accepted and used in works such as [6,8].
c© Springer International Publishing Switzerland 2015
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Though PFP mining in transactional data is useful in decision making such
as predicting future customers’ behaviours, disease control and website manage-
ment, it is faced with two major challenges. Firstly, a large number of PFPs are
often reported, of which most are not of interest to users since their periodici-
ties are due to random occurrence of uncorrelated items. Such PFPs would most
often be detrimental in decision making because they do not exhibit any inherent
relationship among items. Secondly, in decision making where PFPs with simi-
lar periods are required, existing works often report PFPs with distinct periods
making it difficult identifying PFPs with similar periods for decision making.

Motivated by these challenges on PFP mining in transactional data, we use
a method to mine the set of productive PFPs as follows. Firstly, we restrict our
periodicity measure to enable mine PFPs with similar periods. Subsequently, we
employ a productiveness measure to mine the set of productive PFPs, that is,
PFPs with inherent item relationships. We make the following contributions to
the discovery of PFPs. We present a periodicity measure for mining the set of
PFPs with similar periods and introduce the productive PFPs set. We propose
and develop PPFP, an efficient productive PFP mining framework.

2 Preliminaries

Let I = 〈i1, i2,..., in〉 be a set of literals, called items. Then, a transaction is
a nonempty set of items. A pattern S is a set of transactions satisfying some
conditions of measures like frequency. A pattern is of length-k if it has k items, for
example, S = {a, b, c} is a length-3 pattern. Given a database of n transactions,
D =< d1, d2, d3, . . . , dn >, where each dm in D is identified by TID, m, which is
also the time stamp. The cover of a pattern S in D, covD(S), is the set of TIDs of
transactions that contain S. That is, covD(S) = {m : dm ∈ D∧S ⊆ dm}. We use
the notation e.covD(S) to indicate the extension of covD(S) by the starting time
0 and the last time n. That is, e.covD(S) = {0 ∪ covD(S) ∪ n}, where n = |D|.
Because of set operation, n will not be duplicated even if it is already in covD(S).
The support of a pattern S in D, supD(S), is defined as, supD(S) = |covD(S)|

|D| .
Frequent pattern mining is the process of discovering all patterns in a data-

base, D, whose supports are equal to or larger than a user specified mini-
mum support (η). A pattern S in D is said to be productive in D if [11]:
for all S1, S2 (such that, S1 ⊂ S, S2 ⊂ S, S1 ∪ S2 = S, S1 ∩ S2 = ∅),
supD(S) > supD(S1)supD(S2).

Given a pattern S, let mj ,mj+1 ∈ e.covD(S) be two consecutive TIDs of S.
Then pS

j = mj+1 −mj is the jth period of S. The set of all periods of S obtained
from its extended cover, e.covD(S), is denoted as PS = {pS

1 , · · · , pS
r } where r =

|e.covD(S)|. For example, given e.covD(S) = {0, 1, 4, 6}, then pS
1 = (1 − 0) = 1,

pS
2 = (4 − 1) = 3, and, PS = {1, 3, 2, 0}. To mine PFPs in transactional data,

Tanbeer et al. [10] proposed a periodicity measure on patterns as follows.

Definition 1. [10] Given a database D, a pattern S and its set of periods PS

in D, the periodicity of S, Per(S), is defined as, Per(S) = max{p|p ∈ PS}.
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The periodicity of a pattern S in Definition 1, is the maximum period (time-
interval) for which S does not appear in D. For a given maximum threshold, say
maxPer, Tanbeer et al. [10] consider a pattern S as periodic if Per(S) ≤ maxPer.
Definition 1 and the concept of periodic patterns proposed in [10] is used in PFP
mining by works such as [3–5,9]. Recently, Rashid et al. [7] argued that the
periodicity evaluation in [10] is inappropriate and susceptible to noise. To address
this issue, they define the periodicity of a pattern under the name patterns’
regularity as follows.

Definition 2. [7] Given a database D, a pattern S and its set of periods PS in
D, the regularity of S, Reg(S), is defined as Reg(S) = var(PS), where var(PS)
is the variance of PS.

For a given maximum threshold, say maxVar, Rashid et al. [7] consider a pattern
S as regular (periodic) if Rer(S) ≤ maxV ar. This has also been accepted and
used in mining PFPs under the name regular frequent patterns in [6,8].

Table 1. Database

TID Transaction

1 {a, b, c, f}
2 {d, e}
3 {a, f}
4 {c, d, e}
5 {a, b, f}
6 {b, d, e}
7 {a, c, f}
8 {c, d, e}
9 {a, b, f}
10 {a, d, e, f}

Though Definitions 1 and 2 have been accepted and used in mining PFPs,
they often report a large number of PFPs, of which most are not useful as
they are periodic due to random occurrence of uncorrelated items. Such PFPs
will often be detrimental in decision making since they do not encode inherent
relationships. It is also worth noting that works such as [3–10] often report a set
of PFPs which have totally distinct regular periods in databases. For instance, in
Table 2 (which shows the occurrence properties of the length-1 transactions from
Table 1), given maxPer = 3, Definition 1 will report items {a}, {c}, {d}, {e} and
{f} as periodic. Similarly, given maxReg = 0.8, Definition 2 will report items
{a}, {c}, {d}, {e} and {f} as periodic (regular).

However, from Fig. 1, if we consider the support trends with time, {a} and
{f} have similar occurrence periods which are totally distinct from those of
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Table 2. Periodic intervals

Item TID set Period, P x̄(P ) std(P ) var(P ) max(P )

a {1, 3, 5, 7, 9, 10} {1, 2, 2, 2, 2, 1, 0} 1.429 0.728 0.530 2

b {1, 5, 6, 9} {1, 4, 1, 3, 1} 2.0 0.943 0.889 4

c {1, 4, 7, 8} {1, 3, 3, 1, 2} 2.0 0.894 0.799 3

d {2, 4, 6, 8, 10} {2, 2, 2, 2, 2, 0} 1.667 0.745 0.555 2

e {2, 4, 6, 8, 10} {2, 2, 2, 2, 2, 0} 1.667 0.745 0.555 2

f {1, 3, 5, 7, 9, 10} {1, 2, 2, 2, 2, 1, 0} 1.429 0.728 0.530 2

Fig. 1. Support trend distributions of length-1 items in Table 1

{d} and {e}, and that of {c}. In decision making such as analysis of associated
purchases where PFPs with similar occurrence periods are required, users will
have to manually select from the reported PFPs those with similar periods.

3 Definitions and Problem Statement

With Definitions 1 and 2, sets of PFPs will be reported, however, some reported
PFPs will not be useful as they might be formed by chance. In decision making
such disease control where correlations (inherent relationships) among items of
PFPs are vital, PFPs without inherent item relationships can be detrimental
in decision making. Additionally, the reported PFPs might have totally distinct
periods and average periods. In decision making where PFPs with similar periods
are required, users will have to manually select from the reported PFPs those
with similar periods. To avoid the above mentioned situations, we begin by
defining the periodicity of a pattern as follows.

Definition 3. Given a database D, a pattern S and its set of periods PS in D,
the periodicity of S, Prd(S), is defined as Prd(S) = x̄(PS), where x̄(PS) is the
mean of PS.

Though Definition 3 will report a set of PFPs, it may not present PFPs
with similar periods. To enable mine the set of PFPs with similar periods in
databases, we restrict our periodicity to a range and formally define a periodic
frequent pattern as follows.

Definition 4. Given a database D, minimum support threshold, η, periodicity
threshold, p, difference factor, p1, a pattern S and PS, S is a periodic frequent
pattern if supD(S) ≥ η, (p − p1) ≤ Prd(S) − std(PS) and Prd(S) + std(PS) ≤
(p + p1).



Discovering Productive Periodic Frequent Patterns 145

In Definition 4, std(PS) is the standard deviation, while p and p1 are user
desired periodicity threshold, and difference factor respectively. We use the range
p ± p1 in Definition 4 to ensure only PFPs with similar range of regular periods
are reported. For example in Table 2, if p = 1.4 and p1 = 0.8, only {a} and {f}
which have similar regular periods will be reported as being periodic.

Though Definition 4 will report only PFPs with similar regular periods, some
might not be useful as they might be periodic due to random occurrence of
uncorrelated items. Such PFPs without inherent item associations will often
be detrimental in decision making where inherent item associations are vital.
To ensure only PFPs with inherent item associations are reported, we test for
positive correlations among items of a PFP. We employ Property 1 for this test.

Property 1. For a pattern S and its period Prd(S), S is productive if for all
S1, S2 (such that, S1 ⊂ S, S2 ⊂ S, S1 ∪ S2 = S, S1 ∩ S2 = ∅),

(
|D|−Prd(S)
Prd(S)·|D|

)
>

(
|D|−Prd(S1)
Prd(S1)·|D| × |D|−Prd(S2)

Prd(S2)·|D|
)
.

Property 1 can be proven to be same as the proposed productivity test in [11].

Proof. For any pattern Sn, |D|−Prd(Sn)
Prd(Sn)·|D| in Property 1 can be re-written as

|D|−Prd(Sn)
Prd(Sn)

× 1
|D| where |D|−Prd(Sn)

Prd(Sn)
= |covD(Sn)|. Hence, |D|−Prd(Sn)

Prd(Sn)·|D| can thus

be expressed as |covD(Sn)|
|D| = supD(Sn). Hence Property 1 satisfies the produc-

tiveness test proposed in [11] as:
(

|D|−Prd(S)
Prd(S)·|D|

)
>

(
|D|−Prd(S1)
Prd(S1)·|D| × |D|−Prd(S2)

Prd(S2)·|D|
)

=
supD(S) > supD(S1) × supD(S2). �

Base on Property 1, we define a productive PFP as follows.

Definition 5. A PFP, S in D, is a productive PFP if, for all S1, S2 such that,
S1 ⊂ S, S2 ⊂ S, S1 ∪ S2 = S, and S1 ∩ S2 = ∅, Property 1 is satisfied.

Definition 5 requires a PFP, S in D is productive if and only if every sub-
set that can be formed from it is productive (formed by items with inherent
associations) in D. This productiveness measure for every subset is to ensure all
items of a PFP are correlated and not due to random occurrences. The measure
in Property 1 covers the case where a PFP has more than two subsets of items
that are independent of one another [11]. Since the supersets of a non-productive
pattern will always contain the non-productive pattern, we use the productive-
ness of patterns as one of our pruning strategies in PPFP to avoid reporting
PFPs with non-productive subsets. In the rest of this work, we represent the set
of PFPs discovered by Definition 5 in a database D as PerD. Our problem can
now be defined as, mining all productive PFPs in a database, D, with regards
to a minimum support, η, periodicity threshold, p, and difference factor p1.

4 Mining Productive Periodic Frequent Patterns

To efficiently mine the productive PFPs, we propose PPFP, an efficient produc-
tive PFP mining framework shown in Algorithm1. PPFP employs the Apriori-
like candidate generation technique in [1]. However, it stores the set of TIDs
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for each item to avoid repeated dataset scan and for quick implementation. Two
major steps are employed in PPFP : (i) finding the set of frequent length-1 items,
and, (ii) mining the set of productive PFPs from the frequent length-1 items.

Algorithm 1. PPFP(D, η, p, p1)
Input: Database D, minimum support η, periodicity, p and difference factor, p1

Output: Productive PFP set PerD
1 Create set L; Create HashMap hn

2 for each transaction T ∈ D do
3 for each length-1 item ay ∈ T do
4 if ay /∈ hn then
5 Create covD(ay) = {TID}
6 Add (ay, covD(ay)) to hn

7 else
8 Let (ay, covD(ay)) = hn(ay)
9 covD(ay) = covD(ay) + TID

10 Update hn with (ay, covD(ay))

11 for each item ay ∈ hn do
12 Let (ay, covD(ay)) = hn(ay)
13 if supD(ay) ≥ η then
14 Add (ay, covD(ay)) to L

15 Sort L in descending order of items
16 MinePFPs(L, η, p, p1)
17 return PerD

4.1 Finding Frequent Length-1 Items

This step (Line 1 to 15 of Algorithm 1) finds the set of frequent length-1 items
and their coversets in D with regards to the minimum support (η). As shown
in Line 13 of Algorithm 1, only length-1 items whose supports in D are greater
than η are added to L. L is then sorted in item descending order in Line 15 of
Algorithm 1. The set of productive PFPs are then mined from L in Line 16 of
Algorithm 1 by calling MinePFPs().

4.2 Mining Productive PFPs

This step mines all productive PFPs from L by calling MinePFPs(L, η, p, p1)
(Algorithm 2) in Line 16 of Algorithm1. Algorithm 2 mines the set of productive
PFPs from L as follows. If there are no items in L, that is, |L| = 0, the productive
PFP mining terminates. Else, while |L| > 0, the productive PFPs are mined from
L in the nested for-loop (from Lines 3 to 20 of Algorithm2) as follows.
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Algorithm 2. MinePFPs(L, η, p, p1)
Input: Set L, periodicity, p, difference factor, p1, and minimum support η
Output: Productive PFP set PerD

1 Create set TempL = ∅
2 Let pran [0, b] be the the length-b prefix of an

3 while |L| > 0 do
4 for k = 0 to |L|-1 do
5 Let (ak, covD(ak)) = L[k]
6 if |ak| = 1 then
7 Obtain P ak from e.covD(ak)
8 Evaluate Prd(ak) and std(P ak) from P ak

9 if ak is periodic then
10 Add ak to PerD /* length-1 items are productive */

11 for l = (k + 1) to |L|-1 do
12 Let (al, covD(al)) = L[l]
13 if prak [0, |ak|-1] = pral [0, |al|-1] then
14 Create S = (ak ∪ al, covD(ak) ∩ covD(al))

15 if supD(S) ≥ η and S is productive then
16 Add S to TempL

17 Get PS from e.covD(S); Evaluate Prd(S) and std(PS) from PS

18 if S is periodic then
19 Add S to PerD /* Based on Definition 5 */

20 L = TempL; TempL.clear()

21 return PerD

In the first for-loop within L (from index k = 0 to |L|-1), the item ak and
covD(ak) at the kth-index are obtained in Line 5 as (ak, covD(ak)) = L[k]. If
ak is a length-1 item, P ak is obtained from e.covD(ak) in Line 7. Prd(ak) and
std(P ak) are then obtained from P ak in Line 8. If ak is periodic, it is added to
PerD in Line 10. While still at the kth-index, the second for-loop within L (from
index l = (k + 1) to |L|-1) starts in Line 11 as follows. For each item, al in the
lth-index, al and covD(al) are obtained in Line 12 as (al, covD(al)) = L[l]. In
Line 13, if ak and al have common length-(|ak|−1) prefixes (that is, prak

[0, |ak|-
1] = pral

[0, |al|-1]), a candidate frequent pattern, S, is created in Line 14 as
S = (ak ∪ al, covD(S) = covD(ak) ∩ covD(al)).

In Line 15, if S is frequent and productive in D, it is added to TempL in Line
16. This ensures only frequent and productive patterns are kept as they both
follow the anti-monotone property. In Line 17, the set of periods of S, PS are then
obtained from e.covD(S) and, Prd(S), std(PS) evaluated. If Prd(S) ± std(PS)
falls within the periodicity range (p ± p1), S is added to PerD in Line 19. For
each kth-index in the first for-loop, the second for-loop repeats till all indexes in
L are iterated in the second for-loop. When both nested loops are complete, L
is re-created in Line 20 from TempL, after which the content of TempL cleared.
The size of L is checked and the nested looping repeats on L until |L| = 0.
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The set of productive PFPs are then returned in Line 21 and the PFP mining
process terminates. For lack of space we do not illustrate our PFP mining process.

5 Experimental Analysis

The following implementations were used in our experimental analysis:

-PPFP: This is our implementation based on Definitions 4 and 5. PPFP detects
and reports the set of productive PFPs with similar regular periods. The pro-
ductiveness measure is used as a pruning strategy to ensure PFPs due to random
occurrence of uncorrelated items are removed, and for fast PFP discovery.

-PPFP+: This is our implementation based on only Definition 4 without the
productiveness measure. PPFP+ detects and reports both productive and non-
productive PFPs with similar regular periods.

-Existing: This is our implementation of the approach proposed in [10]. Existing
detects and reports PFPs whose maximum periods fall below the given period-
icity threshold p.
All compared approaches are implemented in Java and experiments carried on
a 64-bit Windows 7 PC (Intel Core i5, CPU 2.50GHz, 4GB). For lack of space
we show results on only Kosarak25K data.

Fig. 2. Runtime at ε = 30

-Time Performance and Scalability. Figure 2,
shows the runtime of the three compared frame-
works in the Kosarak25K dataset. As can be seen,
PPFP is significantly more time efficient in PFP
discovery compared to both PPFP+ and Existing.
We also observed that the runtime for PFP detec-
tion were not significantly affected by increasing or
decreasing periodicity threshold (p).

-Effect of Productiveness Measure on Reported PFPs. Table 3 shows the
number of reported PFPs for the three compared approaches. We observed that
the productiveness measure removes quite a number of non-productive PFPs. We
also noticed that for a given minimum support, the number of detected PFPs
in Existing increases proportionally with increasing periodicity threshold (p).
In PPFP and PPFP+ however, the number of detected productive PFPs and
PFPs do not increase exponentially as p increases unless the difference factor

Table 3. Reported PFPs in Kosarak25K

η PPFP PPFP+ Existing

p = 15 p = 150 p = 200 p = 15 p = 150 p = 200 p = 15 p = 150 p = 200

p1 = 14.5 p1 = 135 p1 = 190 p1 = 14.5 p1 = 135 p1 = 190

0.8% 13 2 13 16 4 17 1 36 62

0.7% 13 6 45 16 9 54 1 36 62
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p1 is also incremented by the same proportion. The disadvantage of employing
the maximum period in PFP mining was also observed. For instance, in the
Kosarak25K dataset, though patterns such as {6, 11}, {1, 11} and {6, 218} have
regular periods between 15 ± 14.5, they were missed by Existing as their noisy
maximum periods, 22, 78 and 106 respectively are greater than 15.

6 Conclusions and Future Works

Productive PFPs are frequent patterns whose regular periodic occurrences in
databases are not due to random occurrence of uncorrelated items. We have pre-
sented a measure to identify PFPs with similar regular periods, and a measure
to identify the set of productive PFPs in databases. We subsequently develop
PPFP, an efficient framework for mining the set of productive PFPs in trans-
actional databases. Our future works include an extension of PPFP to enable
predict future occurrence times of periodic frequent patterns.
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Abstract. In this paper, a Computational Virtual Reality Environment for
Anesthesia (CVREA) is proposed. Virtual reality, data mining, machine learning
techniques will be explored to develop (1) an immersive and interactive training
platform for anaesthetists, which can greatly improve their training and learning
performance; (2) a knowledge learning environment which collects clinical data
with greater richness, process data with more efficacy, and facilitate knowledge
discovery in anaesthesiology.

1 Introduction

Anesthesia is crucial and indispensable for modern surgical operations. Generally
speaking, anaesthetists are responsible for tranquilizing the patients during the surgery,
keeping the patients’ physiological status stable, and managing crisis in the operating
theatre. To safely perform surgical anaesthesia, both solid theoretical knowledge and
proficiency in practical skills are demanded for an anaesthetist [1]. However, the
acquisition of such knowledge and practical skills takes time. The traditional training
methods for anaesthesia include cadavers, video demonstration, ultrasound guidance,
and most importantly an apprenticeship mode. Such apprenticeship mode employs the
time-honored approach of “see one, do one, teach one”, where trainees are supervised
by experienced anaesthetists and hone their skills on live patients. Obviously, this
apprenticeship approach is limited by the supply of real-life cases and availability of
cost-intensive medical facilities. The shorter lengths of specialist training and reduction
of working hours of trainees result in less exposure to the wide range of potential
critical events. Consequently, trainees would become less competent to handle those
critical events when they are expected to respond rapidly and correctly in independent
practice [2]. Besides, critical events can evolve rapidly in practical anaesthesia, it is
challenging for even the most experienced anaesthetists to correctly recognize the
situation and react appropriately in a time-critical manner. Although various kinds of
sophisticated monitoring equipment have been introduced into modern operating the-
atre to keep track of patients’ physiological status, physiological data analysis tech-
niques are so limited that anaesthetists still need to rely on their own expertise for
recognition and decision-making.
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Therefore, this paper has two goals: (1) to propose a Computational Virtual Reality
Environment for Anaesthesia (CVREA) which provides an effective and efficient
training platform for anaesthetists; (2) to incorporate data mining and machine learning
techniques into the proposed CVREA so that it can learn how to process physiological
data via observing and analyzing the recorded training process supervised by human
experts.

The rest of this paper is organized as follows: background study is conducted in
Sect. 2; Sect. 3 presents the details of the project design; and finally we reach con-
clusion in Sect. 4.

2 Background Study

In this paper, we adopt the definition of Virtual Reality (VR) as interactive computer-
generated environments that accurately simulate the realistic world and incorporate a
first-person perspective. Virtual Reality has its root in the research of simulation
conducted by aerospace and defense industries [2]. The first VR-based simulation
system was developed by the US General Electric Company for the space program
[13]. As to civilian and commercial use, flight simulator has been one of the most
successful applications of VR-based simulation technology which has allegedly helped
the industry reduce 50 % of human-error-related airline crashes [5]. Mortality rate of air
travel is commonly used as a yardstick to benchmark the risk of anaesthesia [14–17].
Over 20 years period between 1993 and 2012, the odds of being killed on a single
airline flight was 1 in 4.7 million for 78 major world airlines, 1 in 19.8 million for the
best-performed airlines, and 1 in 2.0 million for the worst-performed airlines (Fig. 1).
In contrast, risk of anaesthetic sole mortality in the 1990s–2000s was 34 per million for
the whole world, 25 per million for the developed countries, and 141 for the developing
countries (Fig. 2). Considering the anaesthetic contributory mortality, the risk of
anaesthesia was even higher. The risk of anaesthesia is much higher than that of air
travel.

Comparisons between aviation and anaesthesia care are common. They are both
high-technology, high-stake. And there are several significant parallels between life in
the cockpit and life in the operating theatre: high-technology equipment; team work;
high stress; complex and potentially unpredictable environment; time-critical data

Fig. 1. Odds of being involved in a fatal aviation accident [18]
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processing and reaction, to name a few. Safety is the key issue and concern shared by
these two professions. After more than a century of evolvement, aviation safety has
achieved remarkable result. Anaesthetists have been applying those lessons learned by
aviation to make anaesthesia safer: pre-operation assessment and planning; checklist and
backup plan; standardized procedure and safety protocols; systematic review of pro-
cesses; and training using simulators. Both the cockpit and operating theatre are
high-technology equipped (Figs. 3 and 4). Pilots and anaesthetists both have to be able
to use those technologies with a great deal of proficiency and accuracy. During the
operation, there are many variables to be monitored and interpreted. And there is a wide
range of potential critical events to be handled. Therefore, both professions require
intensive training and education. In aviation industry, sophisticated simulators have
been developed using advanced hardware and software. Specific designed computer-
generated flight simulation program together with the full-size cockpit replica provide
an immersive and interactive environment for the trainee pilots (Fig. 3). In contrast,
medical simulation is less mature and less effective. Most commonly, a medical man-
nequin is connected to the real monitors and anaesthetic machines via computer console
(Fig. 4). This kind of simulation is less sophisticated, less flexible, and most of the time
task-specific. An alternative approach is to utilized Virtual Reality technology to
recreate a virtual anaesthetic scenario. Some VR-based surgical simulators have been
developed for training (Fig. 4). Although these simulators have gained some success
[25], they are exclusively designed for particular surgeries and hence cannot be used for
anaesthesia purpose.

Modern aircrafts are equipped with various kinds of advanced sensors which
capture and monitor critical parameters for the flight. These data are collected, moni-
tored, processed, and displayed by a highly integrated system. Pilots are technically
well-supported, hence can focus more on decision-making more rapidly and correctly.
During a flight, the flight data recorder automatically and continuously preserves logs
information about control and sensors while the cockpit voice recorder records the

Fig. 2. Anaesthetic mortality rate [19]
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sounds in the cockpit. These recordings can be reviewed and investigated after aviation
accidents and incidents. Therefore, problems can be identified and recognized. Accordingly,
improvement can be achieved afterwards to make air travel safer. Advanced sensor tech-
nologies have also been introduced into operation theatres for decades. Nevertheless, the
physiological data processing techniques are so limited that the anaesthetists still need to rely
on their own knowledge for interpretation. Despite the complexity of physiological signals,
what hinders the progress of research is often the lack of quality data. Ideally, the data should
consist of as much information as possible to reproduce what happened during the operation.
But in reality, the existing recordings are only partial in the sense that some valuable infor-
mation is not included (surgeon’s action, patient’s complexion, flow of gas, vocalization of
patients, etc.). Moreover, the recordings are not well-annotated since they are meant to be read
by anaesthetists rather than data analyst, which makes it even harder to translate the clinical
knowledge into engineering terms.

3 Project Design

The principal objective of this project is to build a Computational Virtual Reality
Environment for Anaesthesia (CVREA) using virtual reality, data mining, and machine
learning techniques. The proposed CVREA will serve as: (1) a training platform which
simulates real anaesthesia operation and enables the trainees to effectively and

Fig. 3. Left: real aircraft cockpit [20]; Middle: simulation cockpit [21]; Right: fixed base flight
simulator [22]

Fig. 4. Left: real operating theatre [23]; Middle: medical simulation using mannequin [24];
Right: endovascular simulator [25]
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efficiently practice anaesthetic skills; (2) a knowledge learning environment which can
analyze physiological data, recognize patients’ situation, identify critical events, predict
potential crisis, and propose possible treatments.

3.1 Training Platform

The past 40 years has witnessed simulation as a powerful tool in many nonmedical
fields, including aviation, nuclear power, and the military, in which sophisticated
technical skills are necessary [3, 4]. One outstanding example is aviation simulator
which has allegedly helped the industry reduce 50 % of human-error-related airline
crashes [5]. Previous studies also have supported the efficacy of simulation in
enhancing technical, behavioural, and social skills in medicine [6–10]. Among all
modern simulation approaches [11], Virtual Reality is the most powerful one in that it
can provide trainees and educators a realistic representation of complex clinical
environments and allow trainees to develop their skills while protecting patients from
unnecessary risk. Nevertheless, the application of VR-based training environment for
anaesthetists so far has lagged behind other high-technology and high-risk professions
mainly due to (1) limit to accurate modelling of complex human pathophysiology;
(2) lack of rigorous scientific evidence of efficacy [12].

Our proposed CVREA will help trainees and anaesthetists to improve their teaching
and learning performance more efficiently and more effectively. We propose to achieve
this goal in three stages. Firstly, we design and implement our proposed CVREA which
comprises three components: immersion, interactivity, and feedback. CVREA’s soft-
ware components will be implemented using OpenGL, VC++, 3DMAX modeling, and
collision detection algorithm while cutting-edge VR devices will be utilized to facilitate
human-computer interaction. Experienced anaesthetists will be highly involved to
provide domain knowledge and be interviewed to elicit project-specific requirements
with regard to anaesthetists training. Physiological data recordings of real cases will be
obtained from collaborating local hospitals and employed as part of the knowledge
base. Secondly, we develop and validate a scoring scheme, which leads to unbiased and
structured assessment of learning performance of prospective users (trainees, anaes-
thetists). The proposed scoring scheme should be able to faithfully reflect users’ level
of competency and proficiency. Otherwise, we will not be able to keep track of users’
progress and determine whether they can proceed to the next stage. Thirdly, we will
establish training effect of our proposed CVREA by conducting observation and
evaluation on real-life anaesthesia operations. Trainee anaesthetists have to achieve
expert performance level defined in the second stage before they can proceed to this
stage. Here, we essentially go back to the traditional apprenticeship mode of anaes-
thetist training. And we use this stage to validate CVREA’s efficacy, and use the
outcome as scientific evidence to build confidence of the anaesthetist society in our
research.
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3.2 Knowledge Learning Environment

Modern operating theatres are equipped with sophisticated sensors which are used to
keep track of vital physiological parameters of the patients. Anaesthetists interpret these
physiological data using their domain knowledge, make judgment, and react corre-
spondingly. The problem is that physiological signals are very complex, and there is a
wide range of possibilities. A crisis event may develop so fast that exceeds human
brain’s processing speed. Besides, there are still some crisis events that have not been
fully understood. Even the most experienced anaesthetists cannot recognize them.

It becomes a natural idea to utilize the computational power of computers to
analyze these data on behalf of anaesthetists. But there is a gap between the two
disciplines. On one side, anaesthetists possess the clinical knowledge but don’t know
how to process the data in an engineering way. On the other side, data scientists cannot
produce clinically interpretable data processing result without domain knowledge. It
would be ideal if the researchers have solid knowledge from both sides. But it is hardly
the case. A feasible alternative is to provide the data scientists with data well-annotated
by the anaesthetists. Currently the available data recorded by the hospitals are meant for
the anaesthetists rather than the data scientists. Therefore, the annotations are very
simple. It is understandable since the anaesthetists had no time to give details during
the operation. And they would not have time to go over thousands of historical data
records and annotate them piece by piece given their busy schedules. Besides, the
historical data records from the hospitals only include the sensory data and dosage of
drugs. But information about other factors could also be helpful in data analysis and
knowledge learning. For example, the surgeon’s actions might explain sudden changes
of some physiological parameters; vocalization of patients might indicate their
anaesthetic is becoming “too light” [2]. It is hard to update the existing settings of
operation theatres and whole data recording system to include these factors.

In our proposed CVREA, we simulate the anaesthesia scenario using real-life
historical data and provide an interactive environment for the trainees and supervisors.
Since the training sessions are carried out in the program-generated virtual world, data
collection becomes much easier and complete. The trainees are essentially interacting
with data objects. The system can record the whole process of the training session: the
patient’s physiological status, the trainee’s actions, and the supervisor’s feedbacks, etc.
The anaesthetists become contributors of data. They can halt simulation for discussion,
experience rare events, make errors and explore the consequences, and undertake any
specific training session repetitively. The supervisors can review the training sessions,
provide valuable comments and feedbacks, and evaluate trainees’ performance. All
these information will be recorded and then feed to the embedded data mining and
machine learning algorithms. Since the training sessions are created based on real
cases, the participants are actually reviewing and rehearsing the past cases, and our
learning algorithms are observing the whole process and learning from the experts. To
fully take advantage of the richness of data, we propose to develop a learning algorithm
using data mining and machine learning techniques. The outcome will be a data pro-
cessing algorithm which will not only deliver accurate alarms of immediate crisis events
but also provide early warning of imminent adverse events. These alarms and warning
will be fully interpretable, which means the anaesthetists can be better supported in
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decision making and focus on remedy. Moreover, our proposed learning algorithm can
be used to facilitate discovery of new knowledge of anaesthesiology.

4 Conclusion

In this paper, we propose a Computational Virtual Reality Environment for Anaes-
thesia. Virtual Reality technologies are employed to simulate the real-life anaesthesia
environment where anaesthetists can undertake training sessions. As a training plat-
form, CVREA allows anaesthetists to hone their skills more efficiently, more effec-
tively, and without posing any risk to patients. The proposed CVREA is also a
knowledge learning environment. When trainees take training sessions in the virtual
environment, more informative data regarding the anaesthesia operations can be col-
lected. Knowledge learning algorithm will be developed to explore the richness of the
collected data, facilitate data processing and knowledge discovery.
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Abstract. Diabetic Retinopathy (DR) causes vision loss insufficiency due to
impediment rising from high sugar level conditions disturbing the retina. The
Progression of DR occurs in the Foveal avascular zone (FAZ) due to loss of tiny
blood vessels of capillary network. Due to image acquisition process of fundus
camera, the colour retinal fundus image suffers from varying contrast and noise
problems. To overcome varying contrast and noise problem in fundus image, the
technique has been implemented. The technique is contained on the Retinex
algorithm along with stationary wavelet transform. The technique has been
applied on 36 high resolution fundus (HRF) image database contain the 18 bad
quality images and 18 good quality images. The RETSWT (RETinex and Sta-
tionary Wavelet Transform) developed with introduces denoising techniques.
Stationary wavelet transform is used as denoised technique. RETSWT achieved
the average PSNR improvement of 2.39 db good quality images else it achieved
the average PSNR improvement of 2.20 db in the bad quality images.
The RETSWT image enhancement method potentially reduces the need of the
invasive fluorescein angiogram in DR assessment.

1 Introduction

Eye screening using fundus imaging is essential and significant for detecting and
monitoring of diabetic retinopathy (DR). The main purpose of the screening is to
recognise patients with effect of DR on his vision so that crucial cure would be given
for avoidance of vision loss [1]. These DR progress are characterized by the presence
of pathologies such as haemorrhages, exudates and changes in the veins [2]. It has been
observed that retinal vasculature features analysed in DR are the loss of tiny capillaries
retinal network due to the increase in the size of the Foveal avascular zone (FAZ) [3].
Research on the investigation of colour fundus images originate that the size of the
fovea avascular zone increased with the disease progress level of DR [4]. The macula
region known as FAZ can be observed in colour fundus images and the perifoveal
capillary network can only be seen in fundus fluorescein angiograms (FFA) [5].

The goal of the this research work is to address the issues of removal of noise from
the image, when retinal imaging is performed by colour fundus camera but without
contrasting agents injected into subjects. Moreover, the present procedure of assessing
DR is based on the FFA images [6]. A different image enhancement method was
developed to extract the retinal vasculature from digital colour fundus images [7].
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In this work, the PSNR improvement of the digital colour fundus images have been
further examined using RETSWT (RETinex and Stationary Wavelet Transform) on the
High-Resolution Fundus (HRF) image database [8].

The RETSWT is developed to handle the problem of varying contrast and noise
level of colour fundus images. The technique contained two stages. First stage contains
overcoming the problem of varying contrast in colour fundus images by using Retinex
algorithm. In second stage, Stationary wavelet transform is used to handle the noise
level of colour fundus images. It is the fact that medical imaging methods produce
noise. Stationary wavelet transform improves the strength of signal by removing noise.
The Green band image of colour fundus image possess the best contrast as compared to
red and blue channel image, so it is considered as haemoglobin image because
according to biological structure of retinal images, it contained the three retinal pigment
macular, melanin and haemoglobin, the haemoglobin contained blood vessels so the
green band image of colour fundus image gave more visualisation of blood vessels so it
is considered as haemoglobin image [7].

The main theme of this work is to study the presence of noise level in the retinal
fundus images. The fundus fluorescein angiograms (FFA) image contains high contrast
but it is not preferred due contrast injection in to the subjects. In order to achieve the
high contrast image similarly to FFA image without contrast injecting agent but noise
in the colour fundus image effect the contrast. It is necessary to handle noise level of
colour fundus. The novelty of this paper is presented the proposed technique named
RETSWT for handling the noise level in the colour fundus images.

2 Proposed Approach

The proposed digital image enhancement technique is the combination of the two
techniques Retinex and stationary wavelet technique (SWT), also known as RETSWT.
The first stage of the proposed technique involves contrast normalization through the
Retinex algorithm [9] and the second stage performs denoising of object of interest
using stationary wavelet transform (SWT) method as depicted in Fig. 1. The three
channels green, blue and red of the colour fundus image are processed by the Retinex
algorithm to normalise the varied contrast. Next, SWT is performed to obtain denoised
green band image. But after analysis the Results of RETSWT, the PSNR is used as
evaluation parameter of its performance. The main theme of developed non-invasive
image enhancement technique for colour retinal image is to get better contrast image in
order to reduce the use of invasive method due to its side effects. The Retinex image
contained the noise and it effects the visualisation of tiny blood vessels. The Wavelet
transforms denoised technique named as stationary wavelet transform is used after
Retinex algorithm to denoise Retinex image in order to get the best visualization of tiny
capillaries. The proposed RETSWT technique is shown in Fig. 1. Details of the
operation of proposed technique is explained in the following subsections.

160 T.A. Soomro and J. Gao



2.1 Retinex Algorithm

As shown in Fig. 1, the RGB of colour fundus channel is processed through the
Retinex algorithm to get the normalised images of it. The foveal avascular zone is
considered as smallest region of the digital colour fundus image is known the macula of
fundus image and it is considered as the region of interest. The McCann algorithm [9]
is used for contrast normalisation and operation is based on the transformation of each
colour channel from linear to logarithm form to streamline the process of multiplication
to addition and division to subtraction [10]. The iterative Retinex algorithm is grounded
on arithmetic operation ratio-product-reset and average. Comparing resulting in the
revision of a newer product or initial estimated product in each process of pixel
comparison has been performed by using ratio and product operation. The average
operation is used to update the estimate reflectance of image [9]. In general, we can say
that the arithmetic based operation is performed by calculating the ratio between I (in
specific channel) and its spatially shifted input version and offset by some distances
formulated as Eq. 1.

log S�x;y ¼
Reset logMx;y � logN0

xs;ys

� �

þ log Sxs;ys
h i

þ log Sx;y

2
ð1Þ

where logMx;y � logN0
xs;ys

� �

show the ratio and logMx;y � logN0
xs;ys

� �

þ logSxs;ys
h i

represents the product in log domain. Reset operation is achieved to update the max-
imum intensity giving to number iteration. The log S x,yð Þ� is a result of averaging with
log S0 x,yð Þ and log S x,yð Þ� itself is an updated output produced in each iteration that
will be used as an input for next iteration till the final reflectance is obtained at given
last iteration.

2.2 Wavelet Transform for Denoising

Image acquisition process produces the noise and which gives poor quality image.
There are many techniques used for denoising the image. Wavelet transform is most
used to denoise image because it removes the noise and preserve the details of image
[11]. The wavelet transform is based on the suitable threshold values. There are many
methods being used for setting the threshold limits of the wavelet transform [12]. The
translation invariable wavelet transformation technique are widely used for images

Fig. 1. Proposed image enhancement technique for colour retinal fundus image
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denoised and it is also known the stationary wavelet transform [13]. Stationary wavelet
transform (SWT) is in category of non-orthogonal wavelet transform. Redundancy and
translation invariability are main characteristics of SWT. The SWT may obtain through
revision of the classical discrete wavelet transformation and give output factor to the
low pass filter rather than high pass filter and gives original resolution denoised signal
with application of threshold value [14].

The hard threshold and soft threshold are two types of thresholding and which are
also named as shrinkage. The approximation of the noise level, which is generally
premeditated from the variance of signals and achieved value is used as threshold
[15, 16]. The wavelet coefficient are obtained through applying threshold values and
the method to include Mallat et al.’s [17] projected Mold maximum value processing
algorithm. Xu et al. [18] suggested denoising algorithm based on threshold value,
Donoho et al. [16] also proposed threshold value denoising algorithm. Thresholding is
not an easy task and finding the optimum threshold value (k) is very important in
wavelet based denoised technique. The resultant coefficients may contain noises due to
a small threshold value thus they produce noised output signal as well. The suitable
threshold is required to remove the noise as well as maintain the details of images. The
method is proposed and the threshold value t proposed as Eq. 2.

t ¼ Cðr� AM� GMð ÞÞ ð2Þ

The r is the standard deviation of noisy image. We use the proposed concept by
Donoho et al. [16] based on the variance of noise as shown Eq. 3.

t ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffi

2log n
p

ð3Þ

The n is the size of the processed signal along with standard deviation and threshold
value t. In this case; the standard deviation r after wavelet sub bands the first high
frequency parameters estimates gets as Eq. 4.

r ¼ Median Xð Þ
0:6745

ð4Þ

Generally in wavelet transform sub bands, as the level raises the coefficients of sub
band come to be smoother and lost details. The term C is comprised for this purpose to
make the threshold value which is given as Eq. 5,

C = 2 L� Kð Þ ð5Þ

Where L is decomposition level of wavelet transform, k is the sub bands level. The
term |AM - GM| gave absolute value of difference between arithmetic mean and
geometric mean of specific sub band. These proposed methods are used to get good
quality denoised image with preserve image details [19]. The AM and GM mathe-
matical shown as Eqs. 6 and 7.
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AM ¼ 1
M� N

XM

i¼1

XN

j¼1
Xði; jÞ ð6Þ

GM =
YM

i¼1

YN

j¼1
X i,jð Þ

h i 1
M�N ð7Þ

The algorithm of proposed stationary wavelet transformation is enlightened in the
following steps.

1. Apply the wavelet transform on the image.
2. Calculate the threshold values according above explained methods

a. Measure Standard deviation according to Eq. 4.
b. Find the decomposition level of each sub band by using Eq. 5.
c. Calculate threshold value by using Eq. 1.

2.3 Signal to Noise Ratio of the Fundus Images

Peak Signal to Noise Ratio (PSNR) is a ratio between value of signal level or image
and the value of the noisy signal or image [20]. Scientifically is shown in Eq. 8.

PSNR ¼ 20 log10
R
r

� �

ð8Þ

In the Eq. 8, the r is the variance of the image intensities and R is the maximum
value of the image, it may be range from 0 to 255 because it is considered as peak
intensity of a digital image.

3 Result Analysis and Discussion

Consider Tables 1 and 2 in which results of 36 images of High resolution fundus
(HRF) images database [21] are elaborated as example, which shows the PSNR
improvement between Retinex image (PSNRRet) and Retinex denoised image of each
applied denoised technique named Stationary wavelet transform are shown in Fig. 1.
PSNR improvement (IMSWT) between PSNR Retinex image (PSNRRet) and PSNR of
stationary wavelet transform (SWT) of denoised Retinex image (PSNRSWT) is 2.39 db
in the good quality images else 2.20 db in the bad quality images. It is observed that
SWT gave PSNR improvement between denoised Retinex image and Retinex image up
to 2 db in the mages High resolution fundus (HRF) images database.

For further analysis, it is observed that average PSNR of Retinex images on good
quality and bad quality images are 39.23 dB and 39.72 dB respectively after applying
stationary wavelet transform, the average PSNR of SWT denoised images on good
quality and bad quality images are 41.63 dB and 41.92 dB respectively as shown in
Fig. 2.
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It observed that proposed technique RETSWT is working much better on bad
quality images and gave almost similarly PSNR improvement of 2.2 dB as compared to
2.39 dB in the good quality images as shown in Fig. 3.

It is observed that average Standard deviation of Retinex images on good quality
and bad quality images are 1.23 and 1.26 respectively, this shows that more noise is
presented in the bad quality image, after applying stationary wavelet transform, the
average Standard deviation of SWT denoised images on good quality and bad quality
images are 0.9 and 1.02 respectively a shown in Fig. 4. This indicates that SWT
algorithm reduce the noise level in the retinal fundus images and gave more details of
images.

Table 1. Good quality images of HRF images database

PSNR of good quality image
S.No PSNRRet STDRERT PSNRSWT STDSWT PSNRIMP STDIM

Image 1 37.44 1.08 39.99 0.87 2.55 0.21
Image 2 38.08 0.92 40.78 0.64 2.70 0.28
Image 3 39.91 1.22 41.98 1.05 2.07 0.17
Image 4 39.95 1.24 42.12 1.03 2.17 0.21
Image 5 38.73 0.96 41.35 0.68 2.62 0.28
Image 6 38.58 1.01 41.08 0.89 2.50 0.12
Image 7 38.88 1.06 41.10 0.61 2.22 0.45
Image 8 39.08 1.25 41.58 0.99 2.50 0.26
Image 9 39.48 1.31 41.51 1.01 2.03 0.30
Image 10 39.18 1.25 41.63 1.02 2.45 0.23
Image 11 38.93 1.02 41.31 0.69 2.38 0.33
Image 12 40.64 1.74 43.98 1.39 3.34 0.35
Image 13 40.84 1.67 42.70 1.41 1.86 0.26
Image 14 39.71 1.24 43.01 0.62 3.30 0.62
Image 15 39.04 1.29 41.84 0.73 2.80 0.56
Image 16 39.09 1.21 41.02 0.59 1.93 0.62
Image 17 40.19 1.56 41.29 1.15 1.10 0.41
Image 18 38.47 1.03 41.03 0.79 2.56 0.24
Average PSNR 39.23 1.23 41.63 0.90 2.39 0.33

Fig. 2. Average PSNR of good & bad quality images of HRF image database
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Table 2. Bad quality images of HRF image database

PSNR of bad quality image
S.No PSNRRet STDRERT PSNRSWT STDSWT PSNRIMP STDIM

Image 1 39.74 1.24 41.58 1.02 1.84 0.22
Image 2 40.68 1.52 42.38 1.26 1.70 0.26
Image 3 41.52 1.62 44.35 1.41 2.83 0.21
Image 4 39.98 1.23 42.31 1.03 2.33 0.20
Image 5 42.51 1.65 43.92 1.38 1.41 0.27
Image 6 42.65 1.71 44.85 1.41 2.20 0.30
Image 7 39.77 1.19 43.63 0.95 3.86 0.24
Image 8 39.92 1.17 41.05 0.99 1.13 0.18
Image 9 38.45 1.04 41.25 0.77 2.80 0.27
Image 10 38.41 1.01 41.20 0.75 2.79 0.26
Image 11 39.19 1.21 39.68 1.01 0.49 0.20
Image 12 36.61 0.87 41.21 0.64 4.60 0.23
Image 13 37.45 0.94 38.25 0.61 0.80 0.33
Image 14 39.74 1.27 42.01 1.06 2.27 0.21
Image 15 39.47 1.18 41.70 1.03 2.23 0.15
Image 16 39.57 1.23 41.23 0.98 1.66 0.25
Image 17 39.39 1.28 41.58 1.04 2.19 0.24
Image 18 39.97 1.24 42.36 1.01 2.39 0.23
Average PSNR 39.72 1.26 41.92 1.02 2.20 0.24

Fig. 3. Average PSNR improvement of good and bad quality images of HRF image database

Fig. 4. Average standard deviation of good and bad quality images of HRF image database
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It observed that proposed technique RETSWT is working much better on bad
quality images and gave almost similarly Standard improvement of 0.24 as compared
to 0.33 in the good quality images as shown in Fig. 5.

The average PSNR and Standard deviation improvement on HRF image database is
2.29 dB and 0.28 as shown in Table 3.

The some good quality images and bad quality images are shown in the Fig. 6. It is
observed that colour macular region of fundus did not give good details of blood
vessels else after RETSWT, the tiny blood vessels against in the background are clearly
observed as well as noise level is improved.

Fig. 5. Average standard deviation improvement of good and bad quality images of HRF image
database

Table 3. PSNR and standard deviation improvement of HRF image database

Average improvement HRF image database

PSNR (dB) 2.29
STD 0.28

Fig. 6. Good and bad quality images of HRF image database
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4 Conclusion

Due to varied and low contrast in the digital colour fundus image and presence of noise
make it is difficult to analyse the tiny blood vessels in the macula region. The noises
effect the contrast enhancement technique and make it difficult to analyse the capillary
network of fundus image for diagnose of DR progress. Fundus Fluorescein angiogra-
phy gave better contrast images; it is not considerable because it required contrast
injecting agent. In this work, the RETSWT was developed by combining the Retinex
technique and stationary wavelet transform. The Retinex technique is used for nor-
malised the contrast of image and stationary wavelet transform is used to reduce noise
level of image. The technique is applied on the High Resolution Fundus (HRF) image
database and technique worked successfully and more tiny blood vessels are observed
as well as noise level improved. For future work as it is believed that PSNR effect the
contrast of image and through this techniques higher contrast image is obtained as
compared to FFA image. The aim theme of this research work is to validate the effect
of noise on the blood vessels and develop full image enhancement technique to get
good visualisation of blood vessels in order to reduce the invasive method FFA.
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Abstract. In this passage, we intend to determinate the specific searching plan
for lost aircraft on the basis of big data application. First, it uses the Neural
Network Model to solve the problem about area classification by means of
SOM. Then, we cope with Maximum Flow Problem by BFS, in order to the
determination of cruise route.

1 Introduction

With development of computer science and statistics, Big Data is no longer a new word
to us all. In this passage, we are focusing on figuring out the optimal searching plan for
lost plane on the basis of big data application. It is not a difficulty to determine the best
searching region, but how to find out the optimal searching route and allocate the
searching power in the searching region is very troublesome since we have so much
information to deal with during the searching period. Now we are going to make search
and rescue plans, which may be related to our courses of Operational Research,
Computer Science, Topology, Computer Simulation and so on. First, we will try to
divide our search team into 3 groups and to allocate tasks to each one. Then, we’ll
attempt to find a best searching route which allows us to find the lost aircraft in the least
time at the lowest cost. The searching stage can be divided into 2 sections according to
spatial location, which are searching above and on the sea and searching under water.
Here we are focusing on the searching above and on the sea.

1.1 Notations

Notations in Model 1

(1) s is the current iteration.
(2) a is the iteration limit.
(3) p is a target input data vector in the input data set D.
(4) D(p) is a target input data vector.
(5) a is the index of the node in the map.
(6) Wa is the current weight vector of node a.
(7) b is the index of the best matching unit (BMU) in the map.
(8) h b; a; sð Þ is a restraint due to distance from BMU, usually called the neighborhood

function.
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(9) b sð Þ is a learning restraint due to iteration progress.

Notations in Model 2

(1) nd is the number of nodes.
(2) i or j is the node, 0 < i,j < nd.
(3) e(i,j) is the path from i to j.
(4) le(i,j) is the value of the path e(i,j).

2 Model 1: Neural Network Model in Classification Problems

2.1 Introduction of SOM

A self-organizing map (SOM) or self-organizing feature map (SOFM) is a type of
artificial neural network (ANN) that is trained using unsupervised learning to produce a
low-dimensional (typically two-dimensional), discretized representation of the input
space of the training samples, called a map. Self-organizing maps are different from
other artificial neural networks in the sense that they use a neighborhood function to
preserve the topological properties of the input space.1

2.2 A Variant Algorithm

(1) Randomize the map’s nodes’ weight vectors.
(2) Traverse each input vector in the input data set.

(2:1) Traverse each node in the map.
(2:1:1) Use the Euclidean distance formula to find the similarity between

the input vector and the map’s node’s weight vector.
(2:1:2) Track the node that produces the smallest distance (this node is

the best matching unit, BMU).
(2:2) Update the nodes in the neighborhood of the BMU (including the BMU

itself) by pulling them closer to the input vector.
(2:2:1) Wa sþ 1ð Þ ¼ Wa sð Þ þ h b; a; sð Þ � b sð Þ � D pð Þ �Wa sð Þð Þ

(3) Increase s and repeat from step 2 while s\a [1].

2.3 Application of SOM

Next, we are dividing the search planes whose models are acquired from the Internet,
into 3 groups according to their endurance, radar range, satellite, etc. The concrete
details of their model are as follows (Table 1).
Design network structure.

(1) Input layer: 10 nodes (neuron);
(2) Output layer: 3*1 = 3 nodes (neuron).

1 http://en.wikipedia.org/wiki/Self-organizing_map.
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Train the experimental data and verify the extensive ability of the model via Matlab
2012b.

Carry out the comparison between the prediction and experimental data Matlab
2012b. The result of SOM model is as follows (Fig. 1).

>> sjwl
ans ='EC-225' 'AW609' 'NH90' 'MH-60G Pave Hawk'
ans ='EC-145' 'EC-155' 'AW101'
ans = 'EC-135' 'AW139' 'AS365'
In accordance with the result above, the first group concluding ‘EC-225’, ‘AW609’,

‘NH90’ and ‘MH-60G Pave Hawk’ is assigned to cruise at a higher altitude, since they
share the similar features which shows their excellent searching capabilities. The
second group consisting of ‘EC-145’, ‘EC-155’ and ‘AW101’ is appointed to search
for useful information and cruise as far as possible because of the advantages in
endurance as well as perfect radar and satellite system. The last group made up of
‘EC-135’, ‘AW139’ and ‘AS365’ is designated to cruise at a lower altitude, for they are
more suitable to carry out low altitude tasks.

Table 1. Model of the search plane

Type
Length
(m)

Diameter
(m)

Range
(km)

Cruising
speed(km/h)

Maximum
speed(km/h)

Maximum
flying
height(m)

Endurance
(h) Radar

Radar
range(km) Satellite

EC-135 12.16 1.86 735 253 278 3000 3.5 2 20 0
EC-145 13.03 1.96 680 246 268 5240 4.5 1 200 1
EC-155 14.4 2.16 830 280 315 4572 3 2 20 1
EC-225 16.79 2.4 857 260.5 275.5 5900 4.5 1 200 1
AW101 22.81 3.36 1389 285 309 4575 4 1 400 1
AW609 13.3 1.12 1390 465 510 7620 3.7 1 345 0
AW139 16.65 2.36 568 290 310 3200 3.9 1 300 0
AS365 13.68 1.1 897 260 296 4300 4 1 500 0
NH90 19.4 3.2 1100 285 310 6000 4.8 1 300 1
MH-60G 19.76 2.36 600 331 361 5790 4.87 3 600 1
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When it comes to the division of the groups and the allocation of tasks, the same is
true of warships and submarines. The following is the solution.

>> sjwl1
ans = 'i' 'j'  'k' 'l'  'm'  'n'  'o'
ans =  'f'  'g'  'h'
ans =  'a'  'b'  'c'  'd'  'e'

3 Model 2: Maximum Flow Problem in Determination
of Cruise Route

In this section, we have to figure out some dispersive objective searched-areas in
searching region and make out the optimal cruise route. This is related to Maximum
Flow Problem. Here, we have to make some assumptions.

Assumptions

• Assume that the number of the objective searched-areas is limited and we have
made sure location and features of them in advance.

• Assume that the size scattered islands in the searching regions is small enough so
that we mustn’t consider how to bypass them in our searching process.

• Assume that the nodes represent the objective searched-areas.

3.1 Maximum Flow Problem

In order to improve the universality of our whole model, we will relax the assumption,
which induce us to find a better solution to the problem. In fact, the new problem based
on the new situation is just the Maximum Flow Problem. In optimization theory,
maximum flow problems involve finding a feasible flow through a single-source,
single-sink flow network that is maximal.

The maximum flow problem can be seen as a special case of more complex
network flow problems, such as the circulation problem. The maximum value of an s-t
flow (i.e., flow from source s to sink t) is equal to the minimum capacity of an s-t cut
(i.e., cut severing s from t) in the network, as stated in the max-flow min-cut theorem.2

3.2 Basic Concept of the Maximum Flow Problem

(1) State space is typically modeled as a directed graph.
(2) The flow is a maximum flow, if and only if there’s no augmenting path in the

residual network.
(3) Minimum cut is the minimal cut in all the ones. The minimum cut is not unique,

while the value of it is the only one.
(4) The flux of the maximum flow equals the capacity of the minimum cut.

2 http://en.wikipedia.org/wiki/Maximum_flow_problem#cite_note-9.
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In effect, the principle of the algorithm established in our paper is Ford–Fulkerson
algorithm, which means as long as there is an open path through the residual graph,
send the minimum of the residual capacities on the path. The Ford-Fulkerson algorithm
works only if all weights are integers. Otherwise it is possible that the Ford–Fulkerson
algorithm will not converge to the maximum value.

3.3 Detailed Process of the Solution

(1) Find a path from source node to sink nodes via BFS(Breadth- First Search), which
is called augmenting path.

(2) If we cannot find such a path stated in step (1), the network solved in the last
iteration is the maximum flow. Else, do as follows.

(3) Find the minimum from the augmenting path values.
(4) Construct a new network by subtracting the minimum value in step (3) from all

the augmenting paths.
(5) Construct the maximum flow network with the minimum value obtained from step

(3), which is included in the initial network.
(6) Do as step (1) in the new network.

3.4 Application of the Solution

Now we are going to translate the problem of determination of cruise route into
Maximum Flow problem.

Firstly, obtaining information above, terrain and environment of the different search
area, in order to gain the allocation of rescue resources and search order for distinctive
area according to the varying degree of searching difficulty, we decides the area into six
districts shown below. We assume that the following figure is just the searching region,
with a radius of 87.18 n miles (Fig. 2).

Fig. 2. Searching Region
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Next, we make a stipulation: the maximal area we have traverse before we arrive at
region j: the maximal value of path le(i, j) is equal to 100:1 and region i is corresponded
to node i area in Network Topology Mode.

Then, the connection between different regions reflected by the figure below can be
expressed in matrix, which is b. b is stated above. The first column is corresponded to
start nodes. The second column is corresponded to sink nodes and the third column is
corresponded to maximum value of path le(i, j).

If we transform the connections into network model, it can be expressed as Fig. 3.
In this way, we translate the determination problem of cruise route into Maximum Flow
problem. The result shows in Fig. 4.

Here are the results of our simulation.
The result shows that, in the searching region above, there are 6 objective

searched-areas. The capacity of the path is as Fig. 4, which can be transformed into the
allocation of search planes warships along the path. The optimal cruise is as follows.

(1) Path e(1,2): allocate 12 search planes or warships along it.
(2) Path e(1,4): allocate 11 search planes or warships along it.
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(3) Path e(2,3): after searching along path e(1,2), allocate 12 search planes or war-
ships along it.

(4) Path e(4,5): after searching along path e(1,4), allocate 11 search planes or war-
ships along it.

(5) Path e(5,3): after searching along path e(4,5), allocate 7 from 11 search planes or
warships along it.

(6) Node3: 12 search planes or warships from node2 and 7 search planes or warships
from node5 gather at node3.

(7) Path e(3,6): allocate all the 19 search planes or warships gathering at node3 along
it.

(8) Path e(5,6): after searching along path e(4,5), allocate 4 from 11 search planes or
warships along it.

(9) Node6: 19 search planes or warships from node3 and 4 search planes or warships
from node5 gather at node6.

In real searching process, we need to number all the nodes and input the true nodes
matrix. Since the matrix depends on the situations, here we use a simulate matrix to
verify the feasibility of BFS in cruise route planning. If we would like to use this
algorithm program in real searching process, we need to change the b matrix into true
matrix in it. Note that in this section, le(i,j) obtained in the ultimate solution is the sum
of search planes and warships.

4 Conclusion

The article builds a generic mathematical model that could help to made a useful plan
to search for a lost plane that have crashed in open water on the basis of big data
through stimulation. In the process, we use different models and find a new rescue
method. Firstly, we use the Neural Network Model to solve the problem about area
classification. Secondly, as to the determination of cruise route, we choose Maximum
Flow Model as to solve the problem.
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Appendix

Neural Network Model SOM Classification of Search Planes 

Table of Search Warships (right) 
Maximum Flow Model Shortest direct path
zdlzxz.m

No.
Initial 
distance
(n mile)

Max
speed(n 
mile)

Range
²( n 
mile
/h

)

a 0 8 9 

b 21 10 12

c 22 33 50

d 25 12 24

e 26 31 56

f 69 12 21

g 75 21 42

h 77 17 25

i 87 16 21

j 88 13 24

k 92 15 19

l 93 16 27

m 95 21 47

n 97 22 58

o 99 23 62
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Abstract. Understanding the relationship between water quality and ecosystem
services valuation requires a broad range of approaches and methods from the
domains of environmental science, ecology, physics and mathematics. The
fundamental challenge is to decode the association between ‘ecosystem services
geography’ with water quality distribution in time and in space. This demands
the acquisition and integration of vast amounts of data from various domains in
many formats and types. Here we present our system development concept to
support the research in this field. We outline a technological approach that
harnesses the power of data with scientific analytics and technology advance-
ment in the evolution of a data ecosystem to evaluate water quality. The
framework integrates the mobile applications and web technology into citizen
science, environmental simulation and visualization. We describe a schematic
design that links water quality monitoring and technical advances via collection
by citizen scientists and professionals to support ecosystem services evaluation.
These would be synthesized into big data analytics to be used for assessing
ecosystem services related to water quality. Finally, the paper identifies tech-
nical barriers and opportunities, in respect of big data ecosystem, for valuating
water quality in ecosystem services assessment.

1 Informatics View for Smart Water Monitoring

Informatics has played a substantial role to improve the interactions between human
beings and machines. The information generated from various disciplines is the rosetta
stone to bridge our understanding to the world and the engineering of computational
methods. In environmental sciences, these data are growing at an exponential rate from
various monitoring networks. Together with an explosive growth of mobile applica-
tions, cloud computing and big data systems have been introduced to be a potential
technology for many aspects of scientific research [2, 4, 6, 7, 10]. Moreover, citizen
science, also known as crowd science, is burgeoning in many scientific disciplines
beyond conservation ecology [3, 5, 9, 14, 16, 17]. It brings scientists, technologists and
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educators together to share scientific knowledge and data. The application of modern
technology such as smartphone, sensors and big data tools has enabled the engagement
of citizen scientists into the digital world [4–6, 10]. More importantly, the technical
breakthrough in storing colossal datasets provides a new horizon for scientific com-
munities to re-examine the current framework, digital infrastructure, analytic methods
and future development trend for water monitoring as a whole.

In water research, accessibility of primary data influences researchers addressing
the growing water crisis and improves the clarity of view of decision makers [1, 2, 13,
15]. Although there are fast growing platforms and tools to facilitate data collection and
population in the area of monitoring aided by citizen science, for example, iSpot (www.
ispotnature.org), there remains a need to orchestrate the technical components in order
to deliver the information generated from primary data to end users efficiently and
effectively. This is due to the growing volume of data sets and types as well as the
increasing analytical capability in the internet [2, 4, 7]. Mashing up the technologies of
mobile computing, big data systems and internet accessibility into a harmonized digital
data ecosystem will enable the access of these data in an integrated way so that
scientists would be able to carry out complex analyses [2].

Moreover, applying informatics approach in citizen science to enhance water
monitoring can potentially result in a considerable shift in the way research concerning
water resources is conducted and reported. In this way, advances in the measurement of
environmental variables using novel sensors, the relaying of information via smart-
phones and the storage, analytics and visualization of such data on the internet present
great potential for increased involvement of citizen scientists in scientific research [2, 4,
10]. The examples of citizen science in a recent review represent in the areas of
mathematics, biology, informatics, genetics, biochemistry and astronomy [3]. None of
them involves water related challenges, which indicates a gap to bridge between citizen
science and water resource management. In this respect Earthwatch Institute’s Fresh-
Water Watch programme, IBM’s Smart Water Management are some of only a few
initiatives that are pioneering to link public participation in water resource monitoring
and scientific research. In practice, online crowdsourcing of data from citizen science
fosters an open collaborative environment for scientific research and provides open
sharing of intermediate inputs for a wider audience, therefore it can facilitate scaling up
of regional research [3, 5, 16].

Finally, informatics eases upscaling of monitoring activities. The process of col-
lating field data collected by citizen scientists and researchers via advanced computing
programmes will help diminish the barriers of high uncertainty and lack of appropriate
data in exercises of water quality valuation [5, 6, 9, 16]. For example, the application of
mobile technology will support environmental professionals to quickly assess water
quality, log data in the phone and transfer data for further analysis, all in a short time.
Due to increased accessibility of water quality data, environmental professionals would
be able to improve the resolution of monitoring points and enhance the quality and
accuracy of data for water resource management and decision making. Furthermore, the
application which can populate field data into web-based databases enables support of
further modelling and analytical assessment [2, 10, 11].

Whilst we acknowledge that water resource data vary widely, both in format and in
purpose, for the purpose of this article we assume that our case study is digital based
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and comprises only water quality data. Here we propose the informatics system for
engaging citizen science projects and other technologies in water monitoring research.
The design of the information system is composed of mobile technology, Database
Management Systems and big data system. The motivation for such informatics system
is multi-faceted. First, increasing public interest and participation in scientific moni-
toring of water bodies would help to develop a wider understanding of their function
and generate a wealth of scientific data [2, 5, 10]. Therefore, it would enhance the
knowledge we could build on the baseline data collected by contributors and create
new knowledge to advance science. The large flow of data and information assimilated
from citizen scientists collection can provide new thinking for evidence based policy
practice and influence decision makers. Secondly, getting the right information from
and to the right place and people in the right format at the right place and time is crucial
for economic opportunity and decision making. In UK, for example, lacking infor-
mation for detailed cause and effect relationships between urban growth and the quality
of rivers and their flow regimes makes optimal planning of future developments dif-
ficult [11, 20]. Worse, there are delays in the delivery of such information from the
research output [13]. Hence it is imperative to seek solutions technically to keep data
provenance and ensure the delivery of derived scientific results to policy and man-
agement decisions effectively.

2 A Framework for Smart Water Quality Valuation

We propose a technical framework for monitoring water quality, using the current
research affiliated with citizen science project as an example. The informatics system
under the framework aims to support water quality valuation and its related services. It
attempts to synthesize information from water resource research from both researchers
and citizen scientists, in order to meld research and social economics insight into a
productive relationship. To maximize the synergies between disciplines, the framework
uses the data to bond each component and links to the changes in water quality via
environmental model assessments.

2.1 Overview of Conceptual Design

The system we propose supports the collection and aggregation of the data throughout
the monitoring activities, both in scientific research and citizen science activities (Fig. 1
shows macro-structure of the system discussed below including pros and cons).

(a) The system is the carrier of data to build connection between functionalities. Data
is able to converge on the central data storage system. Research and citizen
science activities provide the resource pool of the informatics system. The
interface between data storage system and data sources covers activities of data
ingestion and process throughout the workflow pipeline in the machine-to-
machine environment. For example, smartphone application will automate the
collection of data into central databases. The data can be stored into databases
systems such as NOSQL databases before they are further analyzed in analytical
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platform or mash up with other data sources for new aggregation and visualization
for decision making. The web services will facilitate the communication between
databases and end users.

(b) It is common to evaluate water quality via bio-physical models in water resources
management. While water quality data and other relevant physical, biological data
are generated from various sources, an important enabler for data exploration is
increasing web access for end users. Many models are not always accessible for
decision makers and the public. It is viable technically to integrate the web
technology and distributed models to increase the accessibility of model outputs
and improve the management decision.

(c) The system improves machine-people interaction and enables two-way interac-
tions. An essential facet of the data sources is the need for users, (be they sci-
entists, concerned public or policy makers) to discover the relations between the
results of data analysis and primary data. Traditionally, data collectors know about
the data they collect but have limited knowledge about the data others collect.
After data collectors store the data into the databases they seldom know how their
data can be aggregated with the data from other collectors. The informatics system
allows data collectors to input data from web forms or allow the data users to
participate in data visualization via visualization tools. In this way, data format
can be unified into digital and subsequently reduce the cost of storage and data
processing. The interaction of data users and machines also offers opportunities

Big Data 
Databases

Technical structure

Ingest and integrate Process Visualise and analyse

Metadata architecture
Standards

Data  feedback

Data sources

Data collected from 
researchers 

Data collected from 
citizen scientists 

Model data

Mobile data

Data discovery platform

Visualization tool 

Analytical tool

Functions

Integrative modelling 
and analysis

Data visualization

Data validation

Protocol development

Fig. 1. The outline of smart water monitoring ecosystem. The system aims to (a) distribute the
data into functional modules to deliver the features and functions; (b) integrate the data into web
accessible status; (c) provide two way communications between users and data.
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for users to feed back to the system for improvement. Therefore, it leads to a
healthy ecosystem for circulating information.

2.2 Case Study: Water Quality Valuation in Thames

Global population growth is placing increasing stress on water resources, aside from
increasing demand for portable supplies, accelerated deforestation for agriculture and
urban development [18]. Anthropogenic activities negatively affect water quality and
water availability [19]. In turn human well-being is affected by changing water quality
and subsequently the cost to relevant beneficiaries such as breweries. Typically, ele-
vated export of nutrients into the aquatic environment from human waste and agri-
cultural intensification has resulted in eutrophication becoming the biggest water
quality problem facing society today [8]. The problems are universal, damaging to
water supplies and ecological health alike, and highlight the need to link bio-physical
modelling to rigorous economic assessments [11, 12, 20]. Recent changes in UK
population has for example brought about urbanisation in the south-east, notably in the
Thames catchment. Although long-term monitoring exists, detailed cause and effect
relationships between urban growth and the quality of rivers and their flow regimes are
poorly known, especially how impacts are manifested further downstream [11, 20].
This makes optimal planning of future development difficult, hence the research project
POLL-CURB seeks to better understand the urban natural environment and over the
pitfalls of uniformed future development. As one of the academic partners, we works
under the network of urban water research projects by the Earthwatch Institute to
engage citizen scientists in data collection for water quality research.

As collection of water quality data is becoming increasingly possible in situ using
handheld probes without recourse to laboratory analysis the involvement of citizen
science can assist the upscaling of the research in the field. Affordable sensors linked to
smartphones would potentially allow for much more extensive and detailed surveys of
water quality (and its dynamics, such as river nitrogen sinks) to be carried out than is
feasible by professional science alone. Therefore we apply the above framework to
value water quality (Fig. 1). We engage citizen scientists to collect water quality data
from mobile app and handheld sensors to assist water quality valuation.

Through the integration of mobile data input, handheld sensor data input and
citizen science data (Table 1), we build a data ecosystem that users can interact with the
data storage for depositing data and through SQL queries the data are visualized in the
Google maps. Figure 2 gives the example of visualization of data collected by citizen
science. The data can be further combined with predictive model to predict water
quality status locally or in a larger scale.

3 Pitfalls and Future Work

The system we propose combines technological innovation and citizen science thereby
progressing traditional research in response to the challenge on diminishing the barriers
of high uncertainty, heterogeneity and unavailability of appropriate data in water
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quality valuation. However, to build a data ecosystem that brings together relevant data
from a wide range of types and sources would create big challenges especially in
accurately and efficiently measuring and interpreting the results. These difficulties can
arise in various forms.

Attempts are often made to overcome difficulties presented by the dispersed status
of data in a water monitoring programme. The efforts of streaming data into databases
have been fragmented. This subsequently affects the connectivity between components
in the data ecosystem to achieve certain functions, e.g. analytics. This system is limited

Table 1. Data sources underlying the data ecosystem.

Data source Utilization

Citizen science probe data: water
quality essential parameters

The vital data such as nitrate, ammonium, DOC,
chloride, optical DO from monitoring probes can
provide feedback for planners or managers to
leverage their decisions and are inputs of models to
predict environmental conditions

Researcher probe data: water
quality essential parameters

As above

Citizen science mobile data:
waterbody features

Basic features of rivers such as water colour,
morphology, georeferenced locations can be used to
help with predictive models for estimating the
pollution source when joined with water quality
parameters, land use classification and history
information
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Fig. 2. Data input from mobile application and handheld probes (a) are populated in databases
before they are visualized in the web (b), which forms part of the data ecosystem. Each sample
containing the essential water quality parameters is available from the internet for further analysis
such as modelling or statistical analysis.
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in terms of functions in data logistics, distribution and predictive analytics for sup-
porting data intensive scientific research. Besides, it is already a challenge to value
water quality changes in spatial context and link it to bio-physical and economic
models. The efforts of collecting the data for models will be in danger of becoming
insurmountable without a holistic system. This also leads to problems of information
delay between the processes of linking information from different components [9, 13].

In terms of BIG DATA, the data ecosystem under this approach enables a devel-
opment niche to host high volume of structured and unstructured data from various data
sources including citizen science data, as well as to leverage big data to support large
scale data analysis. To meet up social and cultural change challenge addressed in
researches, the system can facilitate and encourage local communities to devise their
own research questions and hypotheses that might be tested by them. By facilitating
community-driven research, it substantially changes the nature of engagement in
research and public opinion will move towards emphasizing the value of natural assets.
It will create a means to present water quality and ecosystem services research in open
access formats with easily accessible interpretation. Through the combination of
technology development and community participation, new knowledge will be derived
jointly and cooperatively from research community, linked local communities and
conservation communities. Secondly, data is growing at an exponential rate with no
exception in water resource management. Big Data systems such as NoSQL storage
systems, Hadoop Map-Reduce, data analytics platforms address needs for data across a
wide spectrum of domains in various formats. With increasing scale and complexity in
monitoring water quality for ecosystem services evaluation, it is not a trivial task to
manage the Big Data system that connects each components in monitoring to cope with
failures and performance problems. New resource management and scheduling
mechanisms are also needed for such systems, as are mechanisms for tuning and
support from platform layers. To conclude, while the system is in the earlier stage of
development it has the potentials to upscaling in water monitoring through combination
of the technological advantages of web, sensors and big data system.
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Abstract. Information asymmetry makes network transaction at risk, and trust
is the foundation of network transactions. Under network transactions envi-
ronment, the trust evaluation is important to predict the trust object’s credit risk.
Therefore, on the basis of analyzing the influential factors of trust, we proposed
an improved trust evaluation model based on cloud model; further, credit risk
evaluation methodology was proposed based on the trust evaluation model.
Taking C2C as an example to do the numerical experiment, results show that the
trust evaluation model and credit risk evaluation method proposed in this paper,
can make a reasonable evaluation and interpretation of the credit risk under
network transactions.

1 Introduction

Network transaction brings a great convenience to people’s lives and work. However,
there exists a serious information asymmetry between both parties in network trans-
actions [1], so the risk is obvious. On January 23th, the official website of SAIC of
China released the “the directional monitoring results of network transaction com-
modity in second half of 2014”, shows that the total rate of qualified commodity is 58.7
percent, illustrating a big problem, so the credit issues of the transaction is particularly
prominent. How to describe credit risk of network transactions reasonably and develop
credit risk evaluation mechanisms, have become a hot issue in the current study.

A large number of studies have shown, trust influences the willingness to trade
under network transaction environment. From the perspectives of McKnight [2] and
BABA [3], trust is the prerequisite and the key to network trading, while the breakout
of credit risk is always a direct result of network transactions. Therefore, under the
network trading environment, the trust network evaluation has played an important role
in predicting the credit risk of the network transaction. How to reasonably characterize
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and evaluate the trust based on analyzing the influential factors, will become the core of
credit risk evaluation under the network transaction environment.

2 Literature Review

Scholars from different network scenarios analyzed the influential factors of trust [4, 5].
Summarizing the above studies, we can find that the influential factors of trust can be
specific dig out from the three aspects of trust subject, trust object and interaction. As to
the study of trust model established based on trust factors [6–8], there exists the
following problems. First, the influential factors considered in trust model are not
comprehensive enough. Second, few literature conducts the characterization the
quantitative relationship between the trust and credit risk. While the traditional methods
for quantitative credit risk evaluation [9, 10], cannot be directly applied into quanti-
tative trust evaluation, for the influential factors of trust in network transactions are
always not numerical. Therefore, an improved cloud model is introduced into quan-
titative trust evaluation under network transactions in this paper.

3 Research Model and Hypotheses

3.1 The Basic Theory of the Cloud Model

According to the theory of cloud model [11], the following describes the improved
cloud model.

Definition 1: (Attribute weights and Time decay factor) X1;X2; . . .;Xm is trust eval-

uation attribute, the attribute weight is xi,
P

m

i¼1
xi ¼ 1; Assuming that there are T eval-

uation periods, the jth evaluation period of the ith attribute is Xij, given a time weight tij,
in order to eliminate the effects of time on the trust evaluation, tij meets the condition:

0\tik\til; 1� k\l� T;
P

T

j¼1
tij ¼ 1. The time weight tij is called time decay factor.

Definition 2: (Trust cloud Similarity) Enter TC1 Ex1 ;En1 ;He1ð Þ and TC2 Ex2 ;En2 ;He2ð Þ.
Get vector TC1

��!
Ex1 ;En1 ;He1ð Þ and TC2

��!
Ex2 ;En2 ;He2ð Þ, the cosine angle between TC1 and

TC2 is called cloud similarity

simðTC1; TC2Þ ¼ cosðTC1
��!

; TC2
��!Þ ¼ TC1

��! � TC2
��!

TC1
��!�

�

�

�

�

�
� TC2

��!�

�

�

�

�

�

ð1Þ

Definition 3: (Conversion of trust evaluation value) The trust evaluation grades are
divided into n grades, the corresponding interval of ith grade score is Rmin

i ;Rmax
i

� �

, thus
the evaluation value of the interval is
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TrustEvaluation ¼ Rmin
i þ b Rmax

i � Rmin
i

� � ð2Þ

If i� n=2, b is the percentage of higher than or equal ith grade; if i\n=2, b is the
percentage of lower than ith grade, i ¼ 1; 2; . . .n.

3.2 Research Hypothesis

Hypothesis 1: Under the C2C trading environment, assuming that the main factors
affecting buyer’s trust are the buyer’s trust propensity, the seller’s historical credit
score, match degree of commodity description, seller’s delivery speed and seller’s
service attitude.

Hypothesis 2: Under C2C trading environment, the main factors affecting the credit
risk is the buyer’s trust and commodity price.

4 Research Design

4.1 Procedure of Trust Evaluation Based on Cloud Model

The procedure of trust evaluation based on cloud model is shown in Fig. 1.
Figure 1 shows the procedure of trust evaluation based on cloud model, combined

with the Hypothesis 1.

Fig. 1. Procedure of trust evaluation based on cloud model
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4.2 Design for Trust Evaluation Based on Cloud Model

4.2.1 Trust Grade Divide
Assuming that the effectiveness domain of the evaluation language set (match degree of
commodity description, delivery speed and service attitude) U ¼ 0; 10½ �, and is divided
into 5 grades. According to the experience of literature [1], 0; 10½ � is divided into
extremely mistrust([0,1.5]), mistrust ([1.5,3.5]), low mistrust([3.5,6.5]), common trust
([6.5,8.5]), high trust([8.5,10]).

4.2.2 Standard Trust Cloud
Enter the 5 intervals mentioned in Sect. 4.2.1, export Standard Trust Cloudð Þ STCi

EXi;Eni;Heið Þ. Calculate the EXi ;Eni ;Heið Þ, and generate correspondingly Standard
cloud: extremely mistrust(STC1ð0; 0:5; 0:2Þ), mistrust(STC2ð2:5; 0:67; 0:2Þ), low mis-
trust(STC3ð5; 1:33; 0:2Þ), common trust(STC4ð7:5; 0:67; 0:2Þ), high trust(STC5ð10; 0:5;
0:2Þ), to describe the evaluation vector of n grades {“very bad”, “bad”, “common”,
“good”, “very good”}.

4.2.3 Qualitative and Quantitative Conversion
Assuming that the language evaluation of a certain attribute is S, the evaluation vector
{“very bad”, “bad”, “common”, “good”, “very good”}. We use standard trust cloud to
do the qualitative and quantitative conversion. Enter the corresponding EXi ;Eni ;Heið Þ,
export a random cloud droplets X, generating a random E

0
n ¼ NORMðEn;H2

e Þ, and

distribution X ¼ NðEx;E
02
n Þ, and calculate lðXÞ ¼ e

� X�EXð Þ2
2ðE0nÞ2 , thus generating a cloud

droplets X with trust membership lðXÞ.

4.2.4 Improved Reverse Trust Cloud Generator
Enter sample points Xi Xi1;Xi2; . . .;Ximð Þ i ¼ 1; 2; . . .n; and time decay factor
tijðXi1;Xi2; . . .;XiTÞ, j ¼ 1; 2; . . .;T, we take the equal ratio decline method to describe

the time decay [12] in this paper, tiðj�1Þ
tij

¼ tij
tiðjþ1Þ

; 2� j� T � 1, i ¼ 1; 2; . . .n,

j ¼ 1; 2; . . .;T. Export the features of Xi Ex1 ;Ex1 ; . . .;Exm ;En1 ;En2 ; . . .;Enm ;ð
He1;He2; . . .;HemÞ. Considering the time decay factor, the expectations, entropy, and
ultra-entropy should be adjusted with reference to literature [8].

4.2.5 Comprehensive Trust Cloud
We need to consider corresponding weights of the trust attribute to calculate the
expectations, entropy, and ultra-entropy of a new comprehensive trust cloud:

Ex ¼
X

m

i¼1

Exixið Þ En ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

m

i¼1

E2
nixi

	 


s

He ¼
X

m

i¼1

Ee1xið Þ ð3Þ

4.2.6 Trust Cloud Similarity and Trust Evaluation Value Calculate
Assuming the trust propensity is k, the extent of trust in seller’s historical credit score;
1� k is the extent that trust in the result of trust evaluation, so the final trust value is
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TrustValue ¼ kCreditRatingþ ð1� kÞTrustEvaluation; k 2 0; 1½ � ð4Þ

4.3 Credit Risk Evaluation Approach Based on Trust Evaluation

4.3.1 Credit Risk Evaluation Process
Figure 2 shows the procedure that the credit risk evaluation model is established on the
basis of the result of trust evaluation, with taking the price factor into account.

4.3.2 Credit Risk Evaluation Model Based on Trust Evaluation
Assuming that PðjÞ is the commodity price in the jth evaluation period, PAðj� 1Þ is
average price in j� 1 evaluation periods. Trustjvalue is the trust value in jth evaluation
period. According to literature [12]. Formula for calculating credit risk under network
transactions is as follows:

RiskValue ¼
PðiÞ

PAðj� 1Þ � 1� TrustValuej
10

� �

; 1\j� T

1� TrustValuej
10

j ¼ 1

8

>

>

<

>

>

:

9

>

>

=

>

>

;

ð5Þ

5 Numerical Experiment and Discussion

5.1 Trust Evaluation Attribute

In this paper, we randomly chose a business of Taobao, and collect recent 3 months (3
evaluation periods) 500 transactions with records, to do the numerical experiment. We
set the weight of the three attributes (match degree of commodity description, seller’s
service attitude, seller’s delivery speed) as 0.4, 0.3, 0.3.

5.2 Trust Evaluation Procedure

Divide the 3 attributes into 5 grades, from Sect. 4.2.3 we obtained the value for each
evaluation attribute, as shown in Table 1.

Credit  riskTrust evaluation 

Embed price factor

Fig. 2. Procedure of credit risk evaluation based on trust evaluation
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Assuming that the time weight of 3 evaluation periods decay with the rate 0.5, by
reverse cloud generator, we got comprehensive trust cloud TCð5:3; 1; 0:4Þ, and simi-
larity between comprehensive trust cloud and standard trust cloud was obtained as in
Table 2.

Table 2 shows that, similarity between comprehensive trust cloud and Low mistrust
cloud is highest, so that the business trust grade is in low credibility, which is consistent
with credit rating in Taobao’s (Blue Diamond), the effectiveness of the proposed trust
evaluation model is versified.

According to Definition 6, the overall cloud droplets higher than low trust occupied
the whole cloud droplets 79 %, according to formula (3), TrustEvaluation3 ¼
3:5þ ð6:5� 3:5Þ � 0:79 � 5:9; Taobao’s grades are divided into 20 grades, simply set
that the grade interval is 0.5, with normalization method we gain the historical credit
score is 5.75 (credit score 35233 in Taobao website). So the trust value is

TrustValue ¼ 5:75kþ 5:9 � ð1� kÞ; k 2 0; 1½ � ð6Þ

5.3 Credit Risk Evaluation

Use the same method, the credit risk evaluation value can be obtained as Table 3.
Table 3 shows that, credit risk evaluation value decreases with the increase of the

TrustEvaluationj; while increase with the increase of the price volatility; which is
consistent with the reality situation in practice Taobao business. In general, the higher
trust the buyers to the sellers, the better evaluation the sellers will get, makes the
seller’s credit rating higher and the credit risk lower. If the sellers through price
changes, especially to increase the trading volume markdowns and trading volume, it is
easy to form a credit fraud.

Table 1. Score of the evaluation attribute interval

Grade interval Very bad Bad Common Good Very good

Interval score [0, 2] [2, 4] [4, 6] [6, 8] [8, 10]
Match degree of commodity description 1.9 3.6 5.6 6.6 8.2
Seller’s service attitude 1.8 3.5 5.5 6.6 8.2
Seller’s delivery speed 1.9 3.8 5.8 6.8 8.3

Table 2. Similarity between comprehensive trust cloud and standard trust cloud

Standard
trust cloud

Extremely
mistrust cloud

Mistrust
cloud

Low
mistrust cloud

Common
trust cloud

High
trust cloud

Similarity 0.0012 0.1508 0.7356 0.0548 0.0003
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6 Conclusions

Through taking the C2C network environment to do the numerical experiment, the
effectiveness of the proposed trust evaluation model and credit risk evaluation method
based on the trust was verified. In this paper, the trust factors considering in the trust
model were too simple, no further consideration of the interaction between factors; the
relationship between trust and credit risks was also simplified. How to study further of
the interaction between the influential factors of trust, and interaction mechanism
between trust and credit risk, is the direction of future research.
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