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Preface

Welcome to the Second International Conference on Information Systems for Crisis
Response and Management in Mediterranean Countries (ISCRAM-med 2015), held in
Tunis, Tunisia, October 28–30, 2015. The first edition of the ISCRAM-med conference
was successfully held in Toulouse, France, October 15–17, 2014.

The objectives of the ISCRAM-med conference are to provide an outstanding
opportunity and an international forum for local and international researchers, practi-
tioners, and policy makers to address and discuss new trends and challenges in the area
of Information Systems for Crisis Response and Disaster Management.

Similarly to the international ISCRAM conference (its 12th edition was held in May
2015 in Norway), the aim of ISCRAM-med is to focus on crises and disasters (natural
or man-made) and the solutions (computer-based or not) required to be effective and
efficient according to the disaster phases, types, and scales. A special focus on Med-
iterranean-related experiences has been considered. In fact, many crises have occurred
in recent years around the Mediterranean Sea. Also, the shared history between the
Mediterranean countries and common geopolitical issues has led to solidarity among
people and cross-country interventions. This observation proves the importance of the
need to enhance multi-disciplinary collaborations. Crises in this region should be
studied in a participatory way following a holistic and systemic approach at a Medi-
terranean level, rather than as isolated phenomena. Researchers concerned with crises
in Mediterranean countries have often limited their work to a country or to a class of
crises. Now it becomes appropriate to exchange and share information and knowledge
about the course and management of these crises and also to get the point of view of
stakeholders, practitioners, and policy makers.

We received 41 papers involving around 115 authors from 21 countries and 4
continents. The submissions to the conference covered a broad area of topics and
attracted many south Mediterranean researchers. In fact, 19 papers were submitted
involving 45 researchers from Morocco, Algeria, Tunisia, Egypt, and Senegal. Each
submission received at least three review reports from Program Committee members.
Fifty-six researchers, from 23 countries and 4 continents, kindly accepted to serve on
the Program Committee. The reviews were based on five criteria: relevance, contri-
bution, originality, validity, and clarity of the presentation. Using these, each reviewer
provided a recommendation from which we selected 14 full papers (of about 12 pages
each) for publication and presentation at ISCRAM-med. Accordingly, the acceptance
rate of ISCRAM-med 2015 for full papers is about 34 %. In addition, these proceedings
also include four short papers (eight pages each), which were presented at ISCRAM-
med 2015.

The 18 selected papers (involving 66 authors from 16 countries and 4 continents)
are related to the preparedness and response phases of a disaster management lifecycle
and are organized according to five main topics: social computing, modelling and



simulation, information and knowledge management, engineering of emergency
management systems, and decision support systems and collaboration.

Furthermore, invited keynote talks were given by Mauro Dolce (General Director
of the Department of Civil Protection, President of the Council of Ministers, Rome,
Italy) on “Civil Protection Achievements and Critical Issues in Seismology and
Earthquake Engineering Research.” Nissaf Bouafif Ben Alaya (Associate Professor of
Preventive Medicine and Epidemiology, Faculty of Medicine of Tunis and General
Director of the Observatory of New and Emerging Diseases, Tunis, Tunisia) gave a
keynote talk on Early Warning Systems in Tunisia: Evolution, Challenges, and Place of
Environment and Modelling.

Consequently, during this three-day conference, attendees were invited to present
and discuss their experiences, their recent research results, best practices, and case
studies. Tool demonstrations relating to the social, technical, and practical aspects of
current or future ICT systems for all phases of management of emergencies, disasters,
and crises, were given. By organizing the conference in Tunis, on the southern side
of the Mediterranean Sea, we attracted many researchers from African countries and
provided the ISCRAM community with the opportunity to expand the influence of the
conference, to favor community building and knowledge sharing with the participants
coming from these regions.

Last, but not least, we hope that this international “new born” event organized in
Mediterranean countries will grow and continuously lead to creating a great Mediter-
ranean multidisciplinary network tightly connected to and active with the international
ISCRAM community to manage disasters.
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Civil Protection Achievements and Critical
Issues in Seismology and Earthquake

Engineering Research

Mauro Dolce

Director general
Department of Civil Protection

Presidency of the Council of Ministers
Via Ulpiano, 11

00193 Rome – Italy
mauro.dolce@protezionecivile.it

Abstract. A great complexity characterizes the relationships between science
and civil protection. Science attains advances that can allow civil protection
organizations to make decisions and undertake actions more and more effec-
tively. Provided that these advances are consolidated and shared by a large part
of the scientific community, civil protection has to take them into account in its
operational procedures and in its decision-making processes, and it has to do this
while growing side by side with the scientific knowledge, avoiding any late
pursuit.

The aim of the talk is to outline the general framework and the boundary
conditions, to describe the overall model of such relationships and the current
state-of-the-art, focusing on the major results achieved in Italy and on the many
criticalities, with special regards to research on seismc risk.

Among the boundary conditions, the question of the different roles and
responsibilities in the decision-making process will be addressed, dealing in
particular with the contribution of scientists and decision-makers, among the
others, in the risk management. In this frame, the different kinds of contributions
that civil protection receives from the scientific community will be treated. Some
of them are directly planned, asked and funded by civil protection. Some con-
tributions come instead from research that the scientific community develops in
other frameworks. All of them represent an added value from which civil pro-
tection wants to take advantage, but only after a necessary endorsement by a
large part of the scientific community and an indispensable adaptation to civil
protection utilization. This is fundamental in order to avoid that any decision
and any consequent action, which could in principle affect the life and property
of many citizens, be undertaken on the basis of non-consolidated and/or minor
and/or not shared scientific achievements.

http://mauro.dolce@protezionecivile.it


Early Warning System in Tunisia: Evolution,
Challenges and Place of Environment

and Modelling

Nissaf Bouafif Ben Alaya

Associate Professor of Preventive Medicine and Epidemiology,
Faculty of Medicine of Tunis, Tunisia

General Director of the Observatory of New and Emerging Diseases,
National Observatory of New Emerging Diseases, Tunis, Tunisia

5-7, Rue Khartoum, Complexe Diplomat,
bloc 4, 13ème étage, Le Belvédère, 1002, Tunis

nissaf.bouafif@rns.tn

Abstract

National public health surveillance serves two main objectives:

• Measure disease burden, including monitoring morbidity/mortality trends, to
effectively guide control programs and the corresponding allocation of
resources; and

• Detect as early as possible any public health events requiring rapid investi-
gation and response to minimize the negative health consequences to the
affected population.

Early Warning and Response (EWAR) is the organized mechanism to detect
as early as possible all public health events requiring rapid investigation and
response. These events are either unusual events or abnormal patterns in the
usually observed morbidity/mortality trends.

The objective of this talk is to present the Implementation of an Early
Warning and Response system in Tunisia by integration of Event-Based Sur-
veillance to the traditional surveillance system, Emergency and General practi-
tioners networks, environmental data integration and mathematical modelling
using time series analysis.

http://nissaf.bouafif@rns.tn
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Semantic Visualization of Twitter Usage in Emergency
and Crisis Situations

Teresa Onorati(✉) and Paloma Díaz

Universidad Carlos III de Madrid, Avda de la Universidad 30, 28911 Leganés, Spain
{tonorati,pdp}@inf.uc3m.es

Abstract. In the last decade, social networks have become an important and
popular communication channel for accessing to a great variety of data. It is
common that people share what they are feeling or some event that has caught
their attention in any kind of situation including disasters. For example, during
the Hurricane Sandy in 2012 Twitter generated more than 20 million of tweets in
just one week. In order to take advantage of this huge quantity of data, it would
be useful to be able to have a quick view of the most relevant information, which
facilitates situational awareness and decision taking processes, with the possi‐
bility to ask for more details when needed. In this paper, we propose a semantic
mechanism for collecting, categorizing and visualizing Twitter data about emer‐
gency and crisis situations. The categorization is based on a knowledge model of
the emergency domain and it consists of grouping information depending on their
semantic similarity with such knowledge. Moreover, we propose a visualization
of such categorization based on the co-occurrence of information in the collected
tweets.

Keywords: Information visualization · Information categorization · Emergency
management · Semantic modeling · Ontologies

1 Introduction

Nowadays, social networks represent one of the most important and used channel
for communicating a great variety of information. People use them to share their
feelings or opinions about different kinds of events, both personal or of public
interest, at anytime from anywhere. Indeed, thanks to the technological advances
of these last decades, smart devices are becoming more and more accessible for the
general public. According to a 2012 of ICT penetration worldwide, there are far
more mobile subscriptions than wired subscriptions [1, 7]. This means that more
and more people do have the possibility to own a device with a wide range of
capabilities, as a camera, an audio or video recorder and a quite fast Internet
connection. In this way, they can share their posts or access to published ones. As
stated by Westlund in [2, 8], “mobile devices are used for reporting live from both
everyday life events and more significant events” allowing the growth of the so
called citizen journalism. Following this idea, citizens are actively involved in
sharing news and creating a continuous flow of information. This is particularly

© Springer International Publishing Switzerland 2015
N. Bellamine Ben Saoud et al. (Eds.): ISCRAM-med 2015, LNBIP 233, pp. 3–14, 2015.
DOI: 10.1007/978-3-319-24399-3_1



true when an emergency situation occurs and the citizen participation becomes
critical for the involved agencies and organizations [3, 9].

In several emergency cases, including natural disasters or large-scale accidents,
social media have been widely used for seeking help or accessing to useful information
like evacuation routes or dangerous areas. For instance, on the 2nd of November 2012,
the official Twitter account posted that “people sent more than 20 million Tweets about
the storm between Oct 27 & Nov 1”. Counted tweets were tracked looking for the words
“hurricane” and “sandy”, as well as the hashtags #hurricane and #sandy. In that situation,
many people had no power and they started to use Twitter as the only communication
channel still available thanks to the battery and the Internet connection of their mobile
phone [4, 10]. Another interesting example is given by the accident of the Germanwings
Flight 9525 of the 24th of March 2015. The H + K Belgium team has analyzed the online
communication activities and in particular the Twitter usage [5, 11]. One of the most
interesting results is that during the first 60 min after the disaster, almost 60 thousands
Tweets have been published using the hashtag #Germanwings.

As shown by these examples, the volume of generated information (e.g. published
tweets) could grow exponentially. The management of this kind of data is a complex
task that could require an extra effort for collecting and analyzing them. It is worth to
note that in many cases, tweets have irrelevant, inaccurate or false information that
difficult sense making processes. It is crucial to provide a mechanism for accessing and
analyzing such data in a way that makes it possible to extract relevant information for
other citizens or even for emergency operators.

In literature, several solutions have been already proposed as it will be discussed in
Sect. 3. They basically aim at analyzing and visualizing the number of posted messages
and trending topics, but it is still missed a concrete focus on the emergency domain that
could help to identify meaningful data. To cover this lack, our approach consists of
adding semantics to the collected tweets so they can be understood in terms related to
the domain of application: the crisis. In this way, the most relevant terms can be extracted
and visualized and such relevance will be measured according to their relation with the
crisis situation. Moreover, we introduce a categorization of extracted terms from the
tweets in seven main topics: emergency, evacuation, media, place, time, hashtags and
general. The aim of this categorization is to make it easier for users to identify the main
topics of interest and eventually access to the related information. This approach is based
on several data mining techniques for computing the semantic similarity between terms
and categories using existing knowledge representations as an ontology and two taxon‐
omies. We also present a real use case as an example of the applicability of this approach
to semantically visualize the tweets collected about the Nepal Earthquake of April 25,
2015.

In Sects. 2 and 3, the most relevant contributions about the usage of social networks
in emergency management and their visualization are summarized. In particular, we are
going to present both practical and theoretical related works as the basis of our proposal.
In Sect. 4, the semantic approach for visualizing emergency information is described in
a detailed way, while Sect. 5 is about the Nepal Earthquake use case. Finally, some
conclusions and future works are drawn.
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2 Social Networks in Crisis

Thanks to the technological advances that make it possible to connect different kinds of
devices all over the world through the Internet, the concept of social network has been
translated from the physical communities to the virtual ones. Following the same prin‐
ciples of the social interactions among humans, virtual networks aim to offer a techno‐
logical platform for allowing people to be in contact for both personal and business
purposes. In this way, it is possible to establish a new communication channel where
users can share a great variety of data (e.g. photos, videos or links) reaching many people
geographically distributed in just few moments.

A consequence of this information spread has been pointed out in [6, 12] as an
epidemic wave that could influence the personal behavior and thinking of people. Other
social researchers have been collecting data from different social networks in order to
study how users interact among them and which effects these behaviors have on political
and social changes, as shown in [13]. This phenomenon is clearly observed for example
during political elections, where candidates use social networks as an important part of
their campaign to share slogans, photos or videos.

Another recurring topic that generally generates a great amount of shared
messages is related to critical events, including natural disasters, accidents or terro‐
rist attacks. People tend to share their own experience and their feelings about the
situation, or repost what others have written about it. In [14], the analysis of this
sharing activity identified seven different usages of social networks in emergencies:
listening to public debate, monitoring situations, extending emergency response and
management, crowd-sourcing and collaborative development, creating social cohe‐
sion, furthering causes (including charitable donation) and enhancing research.
Given the huge quantity of user-generated data, there are some limitations to
consider when trying to use them to support decision making processes, such as the
lack of specific policies or the reliability of collected information (as discussed in
[15, 16]). Nevertheless, it is crucial that the process adopted for managing critical
situations takes into account data coming from social networks as a direct commu‐
nication channel with citizens.

A similar conclusion has been also discussed in [17] after an extensively review of
the literature about how social networks have been used during the crisis occurred in
the last ten years. One of the first considered cases is the terrorist attacks of 9/11
(September 11th, 2001), when citizens used wikis for retrieving any useful detail about
missing people. After this, researchers have observed a similar behavior in many other
situations concluding that during these events people communicate or search for infor‐
mation through social networks, such as Twitter, Facebook, YouTube or Flickr. In the
same work, authors also propose a classification of the usage of social networks for
managing crisis based on the literature review. In particular, they define a bidirectional
communication between a receiver and a sender. The receiver and the sender can be
both official organizations and common citizens, and depending on their role, a different
type of communication is defined. For example, we speak about an Integration of Citizen
Generated Content if the official organizations are acting as receiver and the general
public as sender. Otherwise, the official organization is the sender and the citizens are
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the receivers in case of a Crisis Communication. This classification aims at clarifying
how the interaction among users in social networks works when an emergency occurs.

3 Social Network Visualization in Crisis

To take advantage of the messages published on the social networks during a crisis,
several researchers have been studying the application of information visualization
techniques. Among available social networks, contributions mostly focus on the usage
of Twitter thanks to the possibility to have texts with a limit of 140 characters, easy to
manage and analyze. Moreover, Twitter has about 302 million of monthly active users
and an average of 500 million of tweets sent per day [18].

In 2012, Yin et al. analyzed the correlation between Twitter traffic and emergency
management activities [19]. Their aim was to understand how information collected
from general public can improve the overall situation awareness. Within this scope, they
propose an intelligent system for capturing automatically any burst on Twitter that
generates a large number of posts. Collected data are then clustered depending on the
topic and related with real events occurred at the same time in the same place. Finally,
some visualization tools are offered to users for a better understanding of the situation
awareness. The first one is a map where tweets are grouped depending on their geograph‐
ical localization. The second one is a tag cloud with a time slider where users can access
to the most frequent terms depending on the chosen time range.

Another interesting example of intelligent system developed for analyzing and visu‐
alizing tweets related to an event is TweetXplorer by Morstatter et al. [20]. The purpose
of this system is not specific for crisis, but it has been already applied in this area. For
example, in [21] authors have included it within their theoretical framework about how
emergency information is propagated through social media. TweetXplorer has been
designed as a solution for the questions that an analyst would ask working with social
media: when, who, what and where. The system provides a different functionality and
visualization for each question. Considering for example the localization of the tweets,
a heat map is used with circles of different colors over a map. The colors and the size
of each circle depend on the number of tweets co-located in the same place.

Despite other interesting systems developed for visualizing social media informa‐
tion, several researchers have been working also at proposing general design findings
and recommendations about how to manage emergency information collected from
social media. An example is given by Carter et al. in [22]. In this work, authors have
conducted different studies about how the social media are used for searching keywords,
monitoring conversations and analyzing their semantic meaning. Their final proposal is
a set of three recommendations for establishing an effective communication channel
between emergency operators and citizens. The first one is about the kind of content of
shared posts, mainly news report or photos. The second one concerns the creation of ad-
hoc hashtags to facilitate the search of information. The last recommendation is more
related to the general need of a deeper involvement of official emergency agencies in
sharing information on social media.

On the same line of the findings proposed by Carter et al. [22], Calderon et al. [23]
have conducted a detailed review of main contributions in literature about social media
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visualizations in emergency management [23]. Their contribution mainly focuses on
providing a design solution for improving the real-time animation of tweets. In partic‐
ular, they have evaluated their proposal with a streamgraph of the tweets related to the
Hurricane Sandy, grouped by their sentiment content. As a result, they have pointed out
three main findings about emergency practitioners’ needs: avoiding manual analysis of
social network messages, rapid understanding of the most relevant information from
available data, and understanding citizens’ feelings and moods.

These last two contributions show a growing attention to understanding how to
design the social interaction among citizens and emergency operators. In this paper, we
are going to take in mind them as theoretical motivation of our proposal. Nevertheless,
from the contributions already analyzed, we have extracted some useful features that an
effective visualization has to provide. The first one is about the geo-localization of tweets
to relate each message with a specific point of the emergency area. The second one is
the possibility to apply different visualization techniques depending on the purpose to
achieve. For example, in case of real-time analysis it would be better to use a streamgraph
where each stream represents a different topic. Finally, not only the number of tweets
matters, but also their content is crucial for understanding the information flow. In this
case, it would be useful to identify most relevant terms, to extract photos or to analyze
sentiments. The content analysis allows to filter the collected information depending on
its meaning and its semantic value respect to the domain of application.

4 A Semantic Similarity-Based Approach for Twitter

The mechanism we are going to present here aims at analyzing tweets related to a specific
event. The choice of Twitter is related to both practical and theoretical reasons. From a
practical point of view, tweets are short messages with a limit of 140 characters. In this
way, users have to be concise in order to express their opinions or feelings, reducing the
number of used words. From a theoretical point of view, Twitter is the most studied
social network in the emergency area and it is also the most popular. Indeed, during the
Hurricane Sandy of 2012 people shared 20 million of tweets in just one week.

The approach is based on computing the semantic similarity of the words contained
in each tweet with existing ontologies and taxonomies for their categorization. It consists
of four main steps, as shown in Fig. 1. The first step (a in Fig. 1) is a query on Twitter
for some specific keywords (e.g. “Nepal”, “earthquake”, “hurricane”, “Sandy”) through
the Search API available as part of the Twitter’s v1.1 Rest API. The result is a set of
tweets containing the considered keywords. It is also possible to choose a date range for
limiting the search to a specific period of time.

The second step (b in Fig. 1) is the syntactic analysis of collected tweets using an
algorithm called POS (Part Of Speech). The POS tagger associates each word with its
syntactic function (e.g. noun, verb, adjective) and it has been developed by the Stanford
Natural Language Processing Group [24]. From the tagged tweets, we extract both
proper and common nouns in their root form, as for example disaster, help or China.
Considering the limitation of 140 characters for each tweet, people have to be concise
in their posts using few words to express their opinions. Among these words, the most
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meaningful ones are the nouns and for this reason we decide to dismiss the other parts
of speech. Nevertheless, in future works it would be interesting to include also verbs,
adverbs and adjectives and compare with the current approach.

The number of obtained terms after this second step can vary depending on the
number of tweets that have been collected. In order to filter them and select the most
relevant ones, we compute the frequency of each term as how many times it occurs over
collected tweets (step c in Fig. 1). As discussed in [25], in general the most frequent
words are also the most relevant ones respect to the analyzed text. To reduce the list
already ordered by frequencies, we apply the Zipf’s law stating that the less frequently
a word is used, the less meaning it carries [26]. The threshold is decided depending on
the particular use case and observing obtained nouns.

In the fourth step (d in Fig. 1), the terms previously filtered are semantically related
to some fixed categories. Considering the scope of this work, the chosen categories of
meanings are the following: emergency, evacuation, media, place, time, hashtags and
general. All of them come from the “Five Ws and one H” formula of the journalistic
style: who did that (general and emergency), what happened (hashtags, emergency and
evacuation), where did it take place (place), when did it take place (time), why did that
happen (emergency) and how did it happen (emergency). In particular, the emergency
and evacuation categories are related to the scope of this work and the kinds of event
queried on Twitter. The hashtags category groups the hashtags used in the tweets, where
a hashtag is composed by a sharp symbol (#) followed by one or more words. The general
category is for all that words that are not semantically related to the other categories.

In order to identify which is the most related category for each term, we have
compared their semantic similarity. To do so, we use different knowledge represen‐
tations. The first one is an existing ontology called SEMA4A (Simple EMergency
Alerts 4[for] All) that has been developed for correlating users’ needs, technologies
and relevant information about emergency situations [27]. In particular, SEMA4A
is organized into four classes of concepts: emergency, evacuation, accessibility and
communication. Each concept has a set of meanings and it is related to others through
ad-hoc relations depending on considered domains. For example, evacuation has an
include relation with map or typhoon has a kind of relation with emergency.

Fig. 1. A schema for the proposed semantic approach
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The terms to categorize are searched directly into SEMA4A. If they are found, the
categories are decided depending on the belonging class. Otherwise, we verify if they
can be still related to one of the ontology concepts as synonyms. For this purpose, we
use an existing taxonomy of words called WordNet, containing for each word its mean‐
ings, synonyms and other semantic relations [28]. If we obtain a negative result from
WordNet, we can conclude that the term is not semantically similar to any concept of
SEM4A.

Following with the categorization, a part from SEMA4A we have also employed
two different taxonomies containing words related with time and place. The first one
has about 150 time expressions1 like day, after and later. The second is an open source
list of all countries in the world2. Also in this case, we search directly for the terms and
if they are not included into one of the taxonomies, we try with their synonyms extracted
from WordNet. The terms that cannot be related semantically to the time or place cate‐
gory are finally included into the general.

Once the terms are filtered and grouped into the seven categories, the final step of
our approach proposes a visualization that could represent both the categorization and
the co-occurrences of the terms in the same tweet. The categorization is shown as a
hierarchical representation visualized as a tree. The co-occurrences are weighted edges
between two nodes where the weight depends on the number of times that the two terms
co-occur in a tweet. Combining these two visualization techniques, we finally decide
for the Hierarchical Edge Bundle (see Fig. 2 for an example). In particular, the tree is a
circle where the elements with the same parent node are adjacent, while the edges are
modeled as a B-spline curve and grouped together if they have the same source and final
nodes.

In the following section, we present the results obtained from applying our approach
to a real use case.

5 Semantic Visualization for Twitter Usage: A Use Case

On April 25, 2015 an earthquake of magnitude 7.8 hit the central area of Nepal. The
count of victims reached 8000 in few days and the material damages were invaluable.
From the very first hours, people started to post messages on Twitter with the hashtag
#NepalEartquake. Considering the large scope of this disaster, we decided to take it as
a use case for the proposed semantic visualization.

Between the 25 and the 28 of April, we have collected 822 tweets containing the
words “Nepal” and “Earthquake” or the hashtag “#NepalEarthquake”. Following the
approach previously described (see Fig. 1), the words contained into each tweet have
been tagged with the part of speech syntactic function and the common and proper nouns
as well as the hashtags have been extracted.

After the extraction, the frequencies of the nouns have been computed counting how
many times each one of them appears in the analyzed tweets. The resulting list consists
of 1262 terms, where the most frequent one is earthquake with 326 occurrences. In order

1 http://www.enchantedlearning.com/wordlist/time.shtml.
2 https://openconcept.ca/blog/mgifford/text-list-all-countries-world.
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to filter this list, we apply the Zipf’s law for identifying and cutting off the less mean‐
ingful terms. In this particular case, we have excluded nouns or hashtags with a
frequency of less than five. This limit has been defined experimentally, observing the
list of terms and identifying which ones have a less frequent and less relevant respect to
the specific topic, like activity or diplomacy. The filtered list contains about 116 words
and 9 hashtags.

While the hashtags have been directly grouped in the hashtags category, the
following step of the proposed approach concerns the semantic association of the terms
with one of the others among emergency, evacuation, media, general, place and time.
To do so, first of all we have looked for them or their synonyms in the SEM4A ontology.
As a result, the term video has been automatically included into media, while earthquake
and magnitude with other 26 terms have been collected into emergency. Moreover, the
evacuation class contains 10 nouns as for example shelter and building. About the place
category, countries like Nepal and China and three more have been retrieved, while time
has 17 expressions as hour, day or moment. Finally, the other 53 terms are into general.

Fig. 2. Semantic visualization for Nepal earthquake tweets (Color figure online)
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About the visualization part, Fig. 2 shows the obtained Hierarchical Edge Bundle.
The categories are coded with a specific color, as shown by the legend in the upper part
of Fig. 2: orange for emergency, blue for evacuation, green for media, purple for hash‐
tags, yellow for place, sky-blue for time and gray for general. Moreover, the terms are
related depending on their co-occurrences in the same tweet and the paths are light-blue
if not selected, green otherwise.

Observing the semantic visualization for the Nepal earthquake, we can point out
some interesting issues. First of all, the circle put the categories on the same level but it
is easy to recognize which one has more terms: general followed by emergency in this
use case. Moreover, the weight of the edges among nodes gives us an idea about which
occurrences are the most common over the collected tweets. In this particular case, we
can recognize the hashtag #neaplearthquake and the nouns aid, earthquake, people,
Nepal and relief among others. They represent a summary of the most discussed topics
in Twitter during the first four days after the disaster. Coming back to the tweets
containing these words, effectively they content general data about the earthquake and
how to help affected people. Finally, the proposed visualization is able to guide the
attention of the user from the individual terms to their relations in order to understand
how the information flows from a category to another.

One more interesting issue is related to the running time. The semantic visualization
can be both dynamic and static. In the first case, the proposed mechanism is executed
real-time during the first moments after the occurred event as part of the emergency
response phase. This means that each time a new tweet is published about the event,
extracted terms have to be added and the visualization can change. The emergency
operators can take advantage of this dynamism for improving their understanding of the
situation and supporting the decision making process. In the static case, the entire mech‐
anism is executed once the crisis has been solved and the emergency operators are
working at the recovery phase. The proposed visualization can be used for a post-crisis
analysis of the information flow. In particular, it is possible to have a more clear idea
about how citizens participate and which topics are the most discussed.

6 Conclusions and Future Works

The technological advances of these last decades have changed the way in which people
interact with information. Nowadays, they have the possibility to access to big sources
of data, at anytime and from anywhere. Consequently, in order to know more about an
event it is possible to find quickly updated information looking for it in any web search
engine. Related to this idea, social media represent an important innovation for the so
called citizen journalism [2, 8] a practice that also appears in crisis and emergency
situations. Citizens are actively involved in the information flow, sharing and posting a
great variety of data. This activity gets more intense when a large-scale event occurs, as
for example a natural disaster or a terrorist attack.

In literature, there are already several contributions aimed at analyzing messages
published in social media during critical events. Their scope stands mainly on the role
of citizens, how their active participation can influence the emergency management
process and how the collected data can be included into current notification systems.
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Moreover, other related works focus on how the social interaction between citizens and
emergency operators can be designed. From their analysis, we have extracted three main
issues to take into account for following up with this research line: geo-localization of
messages, adaptation of visualization techniques to specific objectives, and a semantic
analysis of the messages. This paper mainly contributes to these two last aspects,
proposing a semantic visualization for Twitter usage during critical situations.

The proposed approach takes advantage of several data mining techniques to extract
and then categorize the most frequent words from a collection of tweets. The categori‐
zation is an automatic mechanism based on the usage of semantic resources that cate‐
gorize the domain of application and they include an ontology called SEMA4A [2, 8]
and two taxonomies about the countries in the world and the most common time expres‐
sions. After extracting proper and common nouns from the tweets, their frequency is
computed in order to exclude the less frequent and consequently less meaningful ones.
After that, the categorization consists in looking for the semantic similarity of terms
with each one of the categories through the considered knowledge representations.

Looking at the obtained list of terms, we can conclude that the categorization has
achieved a quite good result even if a more detailed evaluation is needed. In fact, as a
future work we are planning to involve emergency experts to verify the consistency of
proposed categorization. Moreover, we are also thinking about how to improve the
adopted method, for example looking for different methods for computing the semantic
similarity.

Based on the categorization, we have also proposed a semantic visualization imple‐
menting a Hierarchical Edge Bundle. This technique combines a circle tree and a
weighted edge between nodes. Observing the result, it is possible to easily distinguish
among the seven categories and identify the most common terms. Moreover, the edges
between nodes are designed as B-spline curves to create a sort of information flow among
the different terms. Users can also navigate the visualization, select a node and visualize
its co-occurrences in the tweets. Future works will include the possibility to visualize
the original tweets and some kind of animation for highlighting the most relevant nouns.
Based on the analyzed literature, we are also considering other visualization techniques
to be combined with the Hierarchical Edge Bundle, like a tree map or a heat map. In any
case, the selection of the visualization technique depends on the task being performed
with the data, for which further studies on the expectations of emergency operators or
citizens when looking at twitter during a disaster are required.
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Abstract. This paper presents a learning-based approach for the selec-
tion of relevant feature categories in the context of information retrieval
from microblogs during unexpected disasters. Our information retrieval
strategy consists of identifying prominent microblog users who are sus-
ceptible to share relevant and exclusive information in a disaster case. To
identify these users, we evaluate the effectiveness of the state-of-the-art
features characterizing microblog users for the identification of promi-
nent users in a specific context. We experimented with a different sets of
feature categories to determine those that discriminate prominent users
sets from non-prominent ones interacting in Twitter during the 2014 Her-
ault floods that occurred in France. The achieved results show that on-
and off-topical user activities features are the most representative fea-
tures for identifying prominent users in a disaster context. We also note
that SVM outperforms the ANN learning algorithm for this classification
context especially when it is trained with additional spatial features.

Keywords: Effectiveness of feature categories · Prominent microblog
users · Disaster management

1 Introduction

The climate change unleashes a multitude of unexpected disaster characteristics
and effects that have never been perceived in our planet. Heat waves in summer,
winter without snow, climate disruption, floods in some regions of Europe while
other neighboring regions suffer from terrible droughts. Climate change manifests
itself in diverse unexpected forms. Such phenomena still turn into disasters,
causing irreversible damages in many places of our planet.

The challenges of managing such disasters are related especially to situation
awareness and real-time information collection. The need for emergency teams to
c© Springer International Publishing Switzerland 2015
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go on the disaster affected zones, risking their lives, in order to collect information
about what is taking place diminishes greatly. People from surrounding areas
can provide nearly real-time observations about disaster scenes by interacting in
microblogs. Citizens in the affected zones can share information about what they
are experiencing; watching or hearing during a disaster. These microblogging
platforms represent a rich source of information fundamental to have an accurate
insight into what is happening on the ground in order to efficiently manage these
unexpected disasters.

Although these microblogs such as Twitter provide many specificities (e.g.
number of favorites, number of retweets of a tweet, etc.) reflecting other
microblog users feedback regarding the shared information, it is still challenging
to retrieve relevant and exclusive information from the huge amount of shared
data. These microblogs specificities remain inaccurate as they refer mostly to the
information shared by popular users independently of the relevance and fresh-
ness of their content. Therefore, it is more rational to associate the relevance and
the quality of the shared information with user’s prominence during the disaster.

By tracking prominent microblog users who are sharing relevant and exclu-
sive information during an unexpected event, emergency first responders can
have a real-time global view of what is happening in the threatened or affected
areas. The identification of these key users have been widely explored in the
context of influencers and domain experts identification. However, it has never
been explored in the context of prominent users identification during unexpected
disasters.

Prominent users, in the context of this paper, refer to microblog users who are
susceptible to share exclusive and relevant information during a given unexpected
event. Finding such users depends generally on the effectiveness of the selected
categories of features describing these microblog users according to the specific
context.

In this paper, we aim at evaluating the effectiveness of both the state-of-the-
art and our prior proposed features describing microblog users for the identifica-
tion of prominent microblog users in the context of unexpected disasters. This
study focuses on the selection of the most descriptive categories of features that
may lead us to the identification of these microblogs key users during disasters.

The rest of this paper is organized as follows. Section 2 reviews related works
for identifying prominent microblog users. Section 3 describes the different cate-
gories of features evaluated in this paper. Experimental results are presented in
Sect. 4. The experiments are discussed in Sect. 5. Finally, we conclude this paper
with direction to future work in Sect. 6.

2 Related Work

Current Information retrieval systems in microblogs for disaster management
are mostly based on the content analysis of microbogs posts. Tweak the tweet
system [1] provided a hashtag based syntax to make text mining of the huge
amount of information shared in microblogs during disasters easily processed.
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Imran et al. [2] proposed a classification model for disaster-related information
extraction by analyzing tweets text content. MicroFilters system [3] extracted
the valuable disaster-related-images shared in microblogs based on image analy-
sis techniques. These systems have yielded promising results for the identification
and classification of disaster-related-content. However, they are computationally
expensive, on the one hand, and they are still sensitive to redundant and out-
dated information on the other hand. Moreover, it is more logical to identify
prominent users that may share relevant and exclusive information during the
disaster and track them in order to access in real time to their shared disaster-
related-information.

To the best of our knowledge, the issue of prominent users’ identification
has never been studied in the context of disasters. However, it has been widely
explored in the different contexts defining key users as influential users in the
network or as domain experts who are active and popular in a specific topic or
domain [4–6].

Existing approaches for the identification of social media influencers are based
on standard centrality measures such as eigenvector centrality and its variants
HITS [7] and PageRank [8]. These adapted measures to microblogs specificities
(e.g. number of tweets, mentions, retweets ...) are computationally expensive and
sensitive to well-connected users (e.g. celebrities, communication channels...) [6].
Therefore, these approaches could not be used in real time scenarios, on the one
hand, and they could not lead us to identify users sharing fresh information
during unexpected disasters on the other hand.

Apart from the above research studies, domain experts identification has been
explored using supervised and unsupervised learning techniques based on a set of
features describing the activities of users regarding only the particular analyzed
topics [9–11]. IA-Rank [12] ranked users based on the features characterizing
how the user name is amplified via mentions, replies or retweets by other users.
Pal et al. [9] proposed a new identification model using a set of features char-
acterizing microblog users according to the different nature of their activities
and their social position in the network. Xianlei et al. [10] proposed a Gradient
Boosted Decision Tree to identify domain experts in Sina Microblog based on
profile and tweeting behavior features.

These features have yielded promising results in the identification of domain
experts. However, they have never been explored in the context of the identifi-
cation of prominent users during disasters. Hence, in this paper, we evaluate the
effectiveness of the different categories of both state-of-the-art features and our
prior proposed features [13,14] in a disaster context.

3 User Modeling Using Microblogs Features

The identification of prominent users problem in the context of disasters can be
casted into a binary classification problem. Many supervised learning algorithms
can be used to learn the classification model for this purpose. The performance
of the used algorithms is potentially associated to the strength of the selected
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features to model the user behavior in a disaster context. The more the features
are representative for the prominent and non-prominent users behavior during
a disaster the more the learned classifiers are efficient.

To learn the classification model, we study a large set of the state-of-the-art
features and some new features proposed in our prior work [13,14]. The listed
features may reflect the behavior and the importance of each user interacting
about the disaster. We have split these features into five broad categories: profile
features (PrF), on-topical features (OnAF), off-topical features (OfAF), spatial
features (SpF) and social network structure features (SnF). The rest of this
section describes in depth these main categories of user features.

3.1 Profile Features

Profile Features (PrF) characterize the user profile description. This description
is registered by the user himself (e.g. location, domains of interest...) or generated
automatically by the microblogging service in order to report the user activeness
rate in the network (e.g. Number of collected favorites, Number of followers...).
Table 1 presents the set of user profile features. These features are extractable
from any user profile using Twitter APIs.

Table 1. Profile Features (PrF) from the microblogging platform Twitter.

Name Features

P1 Certified user [10]

P2 Enabled geolocation [14]

P3 Protected [10]

P4 Number of produced tweets [10]

P5 Number of collected favorites [14]

P6 Creation date of the Twitter account [14]

P7 Number of followers [10]

P8 Number of followees [10]

PrF give a general representation of each user independently of his activeness
rate during the disaster. At the first sight, we can note that P2 and P1 may be
descriptive for prominent users during disasters. P2 refers to the user information
precision during the disaster where the geographic information is important.
P1 can be used as a strong proof or indicator to evaluate the veracity of the
information shared by each user. P7 and P8 are generally used in order to detect
celebrities and domain experts. These features are evaluated in order to study
if there is a correlation between the user’s popularity in the network and their
prominence during unexpected disasters. Moreover, P4 and P5 which refer to the
user activeness in the network are studied in order to evaluate if users who are
generally active in the network may be prominent during unexpected disasters
or not and vice versa.
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3.2 User Activity Features

Microblog users can express what they are seeing, hearing and experiencing
during a disaster using different nature of tweets:

User’s own produced tweets are original tweets shared by the profile owner.
These tweets are expressed by a simple content which do not include any retweet
or mention symbols.

Mention tweets are tweets destined specially to particular users to make them
aware about a particular information. These tweets include the @ symbol fol-
lowed by the name of users to whom the tweet content is destined.

Repeated tweets are original tweets posted by someone else and rebroadcasted
by the user in order to share it with his followers. These tweets are informally
called retweets and can be identified by the RT@username label that is auto-
matically inserted at the beginning of the tweet.

All these three TYPES of tweets can refer to valuable contents that are
indispensable to manage unexpected disasters. Hence, we need to analyze any
nature of tweets shared by users interacting during a disaster in order to identify
the prominent ones.

Moreover, in order to differentiate prominent users activities from non-
prominent ones, we analyze both the user’s on-topic tweets related to the disaster
and the off-topic ones. The categorization of on and off-topic user activities was
proposed in our prior work [14] under the assumption that users affected by the
disaster would be interested only by the disaster news and would neglect any
other off-topical information diffused in the network.

Thus, we divide the different user activities features during the disaster into
two categories On-topic Activities Features (OnAF) and Off-topic ones (OfAF).
These feature categories are measured respectively according to the user on-topic
and off-topic activities:

On-topic an activity is considered on-topic when it contains a subset of a
list of keywords and hashtags which are defined to describe the unexpected
disaster under consideration
Off-topic an off-topic activity refers to any activity that was not recorded
as an on-topic one

Additionally, in this paper we assume that tweets referring to the disaster and
including at least one keyword reflecting non-serious or non-valuable contents
(e.g. advertising or joke words and symbols such as sale, rent, pub, lol and so
on), it will be directly recorded as an off-topic one. Thus, users who share non
valuable contents could be penalized.

Our rationale behind the extraction of on-topic and off-topic activities is
based on penalizing users who are toggling among several topics, and who may
share outdated information. Using this strategy, users are evaluated based on
their impact on the analyzed disaster, and on the strength of their attachment
to that disaster. For example, Top news outlets sharing news about several topics
are penalized as they do not focus mainly on the analyzed disaster.
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Table 2. On-topic User Activities Features (OnAF) and Off-topic User Activities
Features (OfAF) in Twitter.

Name Features On Off

Original tweets

T1 Number of original tweets [9,10,14] + +

T2 Number of links shared [14,15] + +

T3 Number of keyword and hashtags [9,14] + –

T4 Number of favorites of original tweets [14] + +

Retweets

T5 Number of retweets of other’s tweets [10,14,16] + +

T6 Number of unique users retweeted by the user [14] + +

T7 Number of retweets of author’s tweets [14] + +

T8 Number of unique users who retweeted author’s tweets [14,16] + +

Mentions

T9 Number of mentions of other users by the author [9,14,17] + +

T10 Number of unique users mentioned by the author [9,14,17] + +

T11 Number of mentions by others of the author [9,14,17] + +

T12 Number of unique users mentioning the author [9,14,17] + +

Table 2 presents both the state-of-the-art features characterizing user activi-
ties during the disaster and our prior proposed features.

On- and Off-topical user activity features will be studied separately in this
paper in order to estimate the effect of each category of features in the identifi-
cation of prominent users in the context of unexpected disasters.

3.3 Spatial Features

Spatial Features (SpF) characterize microblog users according to their assigned
location and geolocation regarding the threatened disaster zone. Such features
may be essential to determine which are the users geolocated in the disaster zone
and who may play the role of sensors to diffuse information about what is really
happening on the ground. The following spatial features described in Table 3 are
studied in the context of disasters:

Table 3. Spatial Features (SPF) characterizing the geographic position of microblog
users regarding the disaster.

Name Features

S1 User location [13]

S2 Shared geo-coordinates [13]
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S1 indicates if the location indicated in the user profile has been stricken by
the disaster or not.
S2 measures the inclusion rate of the geo-coordinates related to the user
shared tweets are included in the territory threatened by the disaster or not.

3.4 Network Structure Features

Many works have explored the microblogs structure features in order to iden-
tify mostly influential and popular users. However, all of these works have used
mainly time consuming algorithms that are not feasible in real time and unsuit-
able for the disaster context. Moreover, the used profile features referring to the
number of user’s followers and followees may promote popular users who are
toggling between several topic and who are sharing outdated information and
neglect real prominent users having a small number of connections in the net-
work. Thus, in this category of features, we focus only on the user followers and
followees who are interacting about the disaster. Table 4 presents the network
structure features studied in this paper.

4 Experiments and Results

4.1 Dataset

To conduct experimental performance evaluation on real data, we collected most
of the tweets shared during the floods that have occurred from 29th to 30th
September 2014 in the Herault area, situated in the south of France. The flooded
area witnessed record-shattering 252 mm of rainfall in just three hours, causing
important damages estimated between 500 and 600 million Euros. Data col-
lection was processed using our multi-agent System called MASIR [18]. At the
lowest level, the system detects the different users who have shared at least one
on-topic tweet (i.e. talking about the floods) during the analyzed period. On-
topic tweets are detected using the hashtags and keywords: #Hérault, #Her-
ault, #intempéries, #crues, #flooding, #Montpellier, #Alert, #Inondations,
#RedAlert, which were employed by Twitter users to share information about

Table 4. Network Structure Features (SnF) characterizing the social position of
microblog users.

Name Features

NS1 Number of user’s topical followers [9,13]

NS2 Number of user’s topical followees [9,13]

NS3 Number of user’s topical followers adjusted by the total number of
followers [13,14]

NS4 Number of user’s topical followees adjusted by the total number of
his followees [13,14]
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the disaster. The system then crawls all the on-topic and off-topic tweets shared
by the detected users from 29th September at 00:00AM to 1st October at
00:00AM. We collected 60195 tweets composed of on and off-topic tweets shared
by 3332 users during the two days of the disaster.

Ground Truth: For the purposes of training and evaluation, users tracked in
our dataset have to be assigned labels indicating whether they are prominent
users or not. We have asked some volunteers from our laboratory to classify the
tracked users according to the relevance and exclusivity of their tweets during
the event. The number of users to be labeled varied from 66 to 200 users per
volunteer.

These volunteers labeled each user as one of the two classes: C1 for prominent
users, or C2 for non-prominent ones. The labeling is based on the subjective
study of the tweets’ content of each user (varying from 1 to 82 tweets per user).
According to this study, 90 users have been classified as C1, and 3242 users have
been classified as C2.

4.2 Evaluation Tools and Metrics

We describe in this section the methodologies used to evaluate the effectiveness
of the different categories of features for identifying prominent microblog users
in a disaster context.

Features Categories Selection Approaches. We studied the effectiveness of
the different feature categories in a disaster context with two learning algorithms.
Support Vector Machine (SVM) [19] and Artificial Neural Networks (ANN) [20]
are used for this study. Using these algorithms, we tested all the combination
of feature categories that may represent prominent microblog users interacting
during a disaster.

SVM is used in order to learn a linear SVM model for the identification of
microblog prominent users in a disaster case based on different feature categories.

ANN is used in order to train and test a multi-layer ANN classification
model by experimenting several combination of feature categories representative
to microblog users.

In order to deal with the unbalanced data classification problem, we gave a
more important weight to the class C1 of prominent users (W1 = 10) than the
class C2 of non prominent users (W2 = 1). These parameters were set experi-
mentally in the training phase of SVM.

As there is no parameters to tune the class weights using ANN, we have
duplicated the dataset of prominent users by 30 in order to balance the two
datasets of prominent and non prominent users in the training phase of ANN.

Experimental Setup and Evaluation Metrics. For experimental set-up,
we randomly sampled 60 % of both prominent and non-prominent labeled users
datasets as training data for learning the classification and ranking models based
on different feature categories, and the remaining 40 % as test data to test the
efficiency of the learned model (Table 5).
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Table 5. Training and test datasets description

Training dataset (60 %) Test dataset (40 %)

Number of prominent users 54 36

Number of non-prominent users 1945 1297

Through the different experiments conducted to evaluate the efficiency of the
different feature categories for the classification of microblog users, we have used
standard precision, recall and F1-score (i.e. F-measure) evaluation metrics.

Precision = #Correctly classified prominent users
#Users classified as prominent users

Recall = #Correctly classified prominent users
#Ground truth prominent users

F1-score = 2×Precision×Recall
Precision+Recall

4.3 Feature Categories Effectiveness

In order to select the most representative feature categories for microblog promi-
nent users in a disaster, we evaluate the effectiveness of each category of the
state-of-the-art features separately. Table 6 reports the experimental results eval-
uating the effectiveness of each category of features using two different learning
algorithms.

According to the test results returned by both the learned SVM and ANN
models, the category of features characterizing the on-topical user activity in
microblogs during the disaster (OnAF) is the most representative category for
prominent users in a disaster context. The remaining categories of features have
yielded poor results and failed to identify microblog prominent users. However,
these categories may yield improvement in terms of precision and recall if they are
combined with other categories. Therefore, we study the effectiveness of these
categories when they are combined with the OnAF feature category. Table 7

Table 6. Effectiveness of each feature categories for prominent users identification in
terms of Precision, Recall and F1-score evaluation metrics.

Feature categories No
¯ of features SVM ANN

Precision Recall F1 Precision Recall F1

OnAF* 12 0.43 0.86 0.57 0.29 0.80 0.42

OfAF 11 0 0 0 0.04 0.33 0.07

PrF 8 0 0 0 0.01 0.33 0.03

SnF 4 0.05 0.02 0.03 0.09 0.61 0.15

SpF 2 0 0 0 0 0 0
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Table 7. Effectiveness of each pair of feature categories (OnAf, An additional Feature
Category) for prominent users identification in terms of Precision, Recall and F1-score
evaluation metrics.

Feature categories No
¯ of features SVM ANN

Precision Recall F1 Precision Recall F1

OnAF+OfAF* 23 0.47 0.75 0.58 0.43 0.80 0.56

OnAF+PrAF 20 0.42 0.86 0.56 0.36 0.86 0.51

OnAF+SnF 16 0.40 0.86 0.55 0.24 0.66 0.35

OnAF+SpF 14 0.43 0.86 0.57 0.39 0.88 0.54

reports the results of the different pairs of categories used to learn the ANN and
SVM models for the prominent user identification.

We note that combining the two categories of features OnAF and OfAF
improves the identification results using both ANN and SVM. Thus, these two
categories are more efficient for the identification of microblog prominent users
in the context of disasters when they are combined. Regarding the other com-
binations, we observe that they have a negative effect when they are com-
bined with the OnAF category. Thus, we select the most efficient combination
(OnAF+OfAF) in order to enrich it with the remaining categories of features.
The identification of prominent users results using the new categories of features
combination are reported in Table 8.

According to these results, there is no significant enhancements when adding
a third category of features to OnAF and OfAF. Only the spatial category
of features slightly improves the identification results obtained by learning the
SVM model. However, training an ANN classification model based on these same
categories, decreases the identification performance compared to the previous
resulted ANN learned based on OnAF and OfAF categories.

We experiment in Table 9 OnAF OfAF and SpF categories with additional
categories in order to evaluate the effectiveness improvement rate using our two
learning approaches.

We notice that all the trained combinations reported in Table 8 have failed
to improve prominent users identification effectiveness.

Table 8. Effectiveness of 3 combined feature categories (OnAf, OfAF, An additional
Feature Category) for prominent users identification in terms of Precision, Recall and
F1-score evaluation metrics.

Feature categories No
¯ of features SVM ANN

Precision Recall F1 Precision Recall F1

OnAF+OfAF+SpF 25 0.48 0.75 0.60 0.41 0.80 0.54

OnAF+OfAF+PrAf 31 0.43 0.72 0.54 0.32 0.75 0.45

OnAF+OfAF+SnF 27 0.45 0.75 0.56 0.36 0.77 0.50
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Table 9. Effectiveness of 4 combined feature categories (OnAf, OfAF, SpF, An addi-
tional Feature Category) for prominent users identification in terms of Precision, Recall
and F1-score evaluation metrics.

Feature categories No
¯ of features SVM ANN

Precision Recall F1 Precision Recall F1

OnAF+OfAF+SpF+SnF 29 0.45 0.75 0.56 0.38 0.80 0.52

OnAF+OfAF+SpF+PrAf 33 0.42 0.72 0.53 0.30 0.77 0.43

5 Discussion

The obtained results in this study have led us to conclude on the importance
of using the on-topical and off-topical activities features categories and the spa-
tial features category to learn an efficient classification SVM model identifying
prominent microblog users during real-time disasters. On- and off-topical fea-
tures are extremely useful in disaster management scenarios where prominent
users focus mainly in sharing disaster-related information. Thus, using off-topical
activity features, users toggling between different topics will be penalized. In
addition, referring to the on-topical activities features, users focusing potentially
on the unexpected disaster will be promoted. Such a property has shown that
users faced by a disaster would share mainly on-topical information and neglect
the other topics-related information. Moreover, we showed that users geolocated
in the disaster area are more susceptible to share fresh and relevant informa-
tion about what is happening around them than the others. These results have
been validated using the Herault Floods database. An open access to Twitter
would be necessary to evaluate these features using more microblogs disasters
databases which could not be afforded.

6 Conclusion and Future Work

In this paper, we analyzed the effectiveness of different state-of-the-art categories
of features and the additional categories of features proposed in our prior work in
the context of microblog prominent users identification during unexpected disas-
ters. We tested different combinations that may lead to an efficient classification
model using two different learning algorithms ANN and SVM. We found that
on-topic activities category of features and the off-topic one are almost the only
categories that can differentiate microblog prominent users from non prominent
one in a disaster context. Moreover, we noted that the SVM algorithm is more
suited to identify prominent users especially when it is learned based on the
spatial, on- and off-topic categories of features.

For future work, we aim to analyze the effectiveness of each feature charac-
terizing prominent users independently of their category using different feature
selection algorithms. Moreover, we wish to propose additional engineered fea-
tures which are more representative for active microblog users in the context of
disaster management.
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Abstract. Terrorism is a man-made hazard characterized by its uncon-
trollability and unpredictability. In fact, terrorist cells are covert net-
works where secrecy is the prime concern during the operation. To
disrupt these inhuman operations, it is crucial to reveal this secrecy
and identify the responsible key actors. Therefore, a new research area
emerges. Investigative Data Mining (IDM) is the study of terrorist net-
works using Social Network Analysis (SNA). It involves graph theory to
analyze networks. Among analysis techniques, network metrics defined
as centrality measures have been successfully involved in terrorist net-
works destabilization methods. In this paper, we propose another disrup-
tion strategy of terrorist network using the percolation centrality metric.
This measure allows to conduct a dynamic analysis of terrorist network
on one hand. On the other hand, it identifies information spreaders in
the network. We experiment on the Mumbai 26/11 attack data set, the
proposed approach recognizes the information spreaders involved in this
incident.

Keywords: Social network analysis · Terrorist network · Percolation
centrality

1 Introduction

The world has witnessed many terrorist attacks in the past few years such as
Casablanca, Morocco (May 16, 2003), Russia (September 1–3, 2004) and Tunisia
(Chaambi mount terror operations and the Bardo museum attack on March
2015). The consequences of these attacks in terms of number of lives lost and
the infrastructure damage appeal for an urgent remedy. Thinking the crisis man-
agement at macro level, it is necessary to isolate terrorist group components and
prevent or (at least) limit the impact of such crisis.

Several important works propose different techniques to disrupt the terrorist
cells. SNA techniques are prominent among them. SNA can be used to identify,
measure, visualize and analyze the ties among people, groups and organizations.
c© Springer International Publishing Switzerland 2015
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Information about terrorists is usually transformed into network structure in
which nodes represent the terrorists and the links are the connections between
these individuals. SNA can provide useful information about these terror groups
through the study and analysis of the network evolution, the node position in
the graph and the connections between different individuals.

Terrorist networks are complex adaptive systems [5]. In fact, they are com-
posed of dynamic autonomous cells which are widely dispersed and typically
covert. Given that individuals play different roles in their cells [6], the illegal
activities of the terrorists are split among them. Therefore, isolation of terror-
ist cells requires the identification of important actors and respectively their
different roles.

To analyze terrorist networks, it is fundamental to measure network den-
sity and centrality. Various behaviors of individuals are significantly influenced
by their positions in networks [1]. Therefore, it is required to determine the
dominant roles and to reveal the key players in the network through centrality
measures. Throughout this paper, we review different destabilization algorithms
based on centrality measures (Sect. 3). Then, we introduce a new network desta-
bilization method based on percolation centrality. We analyze the terror attacks
in Mumbai on November 26, 2008 to illustrate the feasibility of our approach
(Sect. 4). Our contributions may be summarized as follows:

– We visualize the network of the 26/11 hijackers using the statistical and min-
ing tool R. The produced graph helps to do further interpretation and analysis.

– We explain how the percolation centrality metric can be incorporated in ter-
rorist cells destabilization strategy. Traditional disruption methods rely on
the identification of central node. We illustrate the flaws of these methods.
Thereby, we introduce our strategy based on identifying information spreaders
in the network.

2 Preliminaries

We design the terrorist graph as G. G consists of a pair (N,E) where N is the
set of nodes and E is the set of edges that connect different nodes. For any finite
network G of N vertices, we denote the sets of vertices and edges by V(G) and
E(G) respectively:

V (G) = vi|i = 1...N, |V (G)| − size of network G- N, . (1)

E(G) = eij |i, j = 1...N, e(G) − |E(G)| − number of network edges, . (2)

An edge eij represents opportunities for flow between vertices i and j. A path
between two nodes is the set of edges connecting those two nodes. Once this set is
minimized, the path is called the shortest path. This latter may also be called the
geodesic distance between given nodes. The Adjacency matrix, A ∈ Mnn(�), of
network G is defined such that each matrix element, aij , indicates if G contains
an edge eij connecting vertex vj to vi [3].
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aij =
{

1 if there is an edge connecting vi to vj
0 otherwise. (3)

A host of centrality measures have been proposed to analyze complex networks.
A centrality measure of a vertex or edge gives a numerical qualification of that
element’s relative network importance [3]. Betweenness centrality is prominent
among different centrality measures.

This well known measure aims to quantify a node’s importance as a conduit
of information flow in a network. Formally, it is defined as:

BC(v) =
1

(N − 1)(N − 2)
×

∑
s �=v �=t

σ(s, t)(v)
σ(s, t)

. (4)

So, it is expressed as the fraction of shortest paths between source node s and
target node t that pass through a given node v: σs,t (v), averaged over all pairs
of node in a network σs,t. N is the number of nodes in the network.

3 Related Work

SNA offers a branch of techniques to study terrorist networks. Different works
emerge to propose methods to disrupt terrorist cells.

The authors in [10] propose a new centrality measure: network flow centrality
Load. The objective of their work is to identify vertices to remove from the
network in such a way as to force more flow through a critical vertex. Thus, the
information flow is forced to pass through this vertex. Hence, it becomes possible
to measure the activity of that node through quantifying how much flow must
pass through it.

The authors in [13] introduce a new method to destabilize terrorist networks.
This method consists in comparing different centrality values of different nodes
to recognize nodes that are powerful, influential or worthy to neutralize.

The works in [11] analyzes the attacks of 26/11 using a set of centrality
measures namely degree, betweenness, eigenvector and closeness. The degree of
a node is the number of neighbors it has. The closeness measures the average
shortest path length between the node and all other nodes in the graph. Eigen-
vector defines the influence of a node on its neighboring nodes. Based on these
indices, the authors deduce the hierarchy of the terrorist network and recognize
the most influential node. In [13], the authors propose two steps approach to
achieve the destabilization. First, they define an algorithm that converts the
undirected graph to a directed one using the degree and eigenvector centrali-
ties. Then, the second step is to construct a tree from the dependence centrality
measure. So, the destabilization is reached.

As an attempt to improve the previous approach, the authors in [12] used
two measures Katz centrality and PageRank centrality. Instead of running the
two algorithms separately, the authors introduce a single step approach. Katz
centrality can be viewed as a variant of eigenvector centrality. The aim of Katz
is to measure the influence of a given node on the rest of nodes. Indeed, it
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counts the number of walks starting from a node or ending on a node, providing
penalties to longer walks. The PageRank metric defines the influence of a node.
It is an enhanced version of in-degree centrality. The computing of PageRank
and Katz centralities reduce the time and space complexities.

The algorithm proposed in [9] relies on three centrality measures: degree cen-
trality, closeness centrality and betweenness centrality. The authors claim that
the financial manager is the most central node which is closest to other nodes.
So these dark cells may be disrupted when the financial manager is isolated.

The authors in [8] propose a new centrality measure for destabilization pur-
poses namely influence index. This measure is based on three degree of influence
rule: A node is influenced by other nodes that lie at three degree of separation
but not by those beyond. The influence index method consists of internal influ-
ence (itself) and external influence (from others’). The approaches presented
above adopt traditional centrality measures such as betweenness, eigenvector
and closenes. They define an influential node as a topologically central node
holding multiple connections.

In this paper we propose a single step approach consisting in the computation
of a single metric and adopting a different definition of influential nodes.

4 Proposed Approach

4.1 What Is Percolation

The percolation aspect in complex networks occurs in many scenarios: Viral
content or rumors spread over contact networks. In a network of towns, the
spread of disease and the contagious infections are considered as typical scenarios
of percolation. Besides, computer viruses can divide over computer networks
(Fig. 1).

The aforementioned schema illustrates the percolation process. At t = 1, the
state of node A changes. Given that node A is related to node B, the state of
node B changes also at t = 2. So, the contagion alters the state of the node as
it spreads. A percolated node percolates its neighbors over time. The state of
a node can be binary (such as received/not received a piece of news), discrete
(susceptible/infected/recovered) or even continuous (such as the proportion of
infected people in a town) as contagion spreads [4].

Fig. 1. The percolation process
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The percolation centrality measures the importance of a node in terms of
aiding the percolation through the network. While current centrality measures
focus on purely topological importance of a node, the percolation measure com-
bines the topological importance of the node in the graph and the node state
(percolated/non-percolated/partially percolated). So, this measure copes very
well with the network dynamics. Formally, the percolation centrality denoted
PC is defined as:

PCt(v) =
1

(N − 2)
×

∑
s �=v �=r

σs,r(v)
σs,r

× xt
s

[
∑

xt
i] − xt

v

. (5)

xt
s is denoted to the percolation state of the node s at time t.

xt
i represents the percolation state of any node i at time t.

xt
v is the percolation state for the node v to which the percolation centrality is

computed.
PC determines at any time how important is the node to the overall process

of percolation. Formally, the percolation centrality measure adopts the between-
ness centrality measure logic since it relies on the number of shortest paths in
the network. There are two extreme cases where the percolation centrality is
trivially equal to the betweenness centrality: Given a single percolated node in
the network; if we iterate over all possible percolated nodes one by one and then
average over all the scenarios then we get:

PCt(v) =
1

(N − 1)(N − 2)
×

∑
s �=v �=r

σs,r(v)
σs,r

= BC(v). (6)

So, the percolation centrality is reduced to betweenness centrality. Another sce-
nario leads to the reduction of percolation centrality to the betweenness one is
when all the nodes of the network are fully percolated:

xt
s

[
∑

xt
i] − xt

v

=
1

(N − 1)
. (7)

Hence:

PCt(v) =
1

(N − 1)(N − 2)
×

∑
s �=v �=r

σs,r(v)
σs,r

= BC(v). (8)

That is the percolation centrality starts as betweenness centrality and then it
evolves and finally reduces to end as betweenness centrality again.

4.2 Why Percolation Centrality in Terrorist Network

The SNA defined centrality measures have been successfully incorporated in the
destabilization of terrorist networks by determining the dominant role(s) from
the network [12]. To sustain a successful attack operation, the terrorists tend to
play different roles. A terrorist network is led by a leader who mostly acts as a
mentor and only provides guidance on how to organize and motivate the group
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operatives [9]. The finance manager is the one who occupies the most central
and active role in a decentralized terrorist network.

The majority of works focus on recognizing the leader of the terrorist cell.
SNA can locate the true points of vulnerability in the network rather than simply
the apparent leadership [7]. The best node to attack is not always that which has
the most connections [7]. Dynamic analysis based on changing time and place
can dig out more useful information that classical methods could not find [8]. It
can also provide a clear picture of how information flows in the network [7].

In this paper, we aim to identify the information spreaders in the terrorist cell.
We adopt a dynamic analysis based on the percolation centrality. The traditional
centrality measures quantify the importance of a node in purely topological
terms. The advantage of the percolation centrality is the consideration of the
network dynamics. The important node is no longer the most central one, but the
node which contributes more in the percolation process. Therefore, we propose
a new method to destabilize the terrorist network. The nodes that spread the
information in the terrorist network are important nodes. The identification of
such nodes may disrupt the network. The authors in [7] claim that the leader in
the network is not the most central node or the node that held many connections.
Accordingly, the removal of key personnel, such as the most central node, will
not necessarily collapse the network.

4.3 Terrorist Network Visualization

As a case study in this paper, we analyze the 26/11 attacks in Mumbai using the
public data that were available in [11]. As a first experimentation, we considered
a static terrorist network. In future work, we aim to consider dynamic network.
So, we perform further analysis.

Figure 2 represents the hijackers of the Mumbai attacks on 26/11/08. Three
among the thirteen terrorists were handling the operation simultaneously from
Pakistan. The others were dispersed in different regions in Mumbai. The network
depicted in Fig. 2 is not complete. In fact, some links are missing probably or a
part of the network is still opaque. The terrorist number 12 and 13 are involved
in the attack operation. However, they do not yield any connection with the
other members. Despite the incompleteness of the network, we still may make
some interesting inferences. Node 2 seems to be an important node. He has many
connections with nodes in different regions in Mumbai. As shown in Table 1, the
node 2 has the highest betweenness centrality in the network.

The authors in [11] conclude that he is the responsible for the attack oper-
ation. Given that the terrorist organizations have quite organizational roles to
conduct successful operations, computing betweenness centrality does not pro-
vide a clear insight into the hijackers’ roles since it reveals the most central node
in the network. We wonder what are the roles of the individuals with 0 between-
ness centrality score. Therefore, we propose to apply the percolation centrality
metric.

The first step in our approach consists in computing the percolation centrality
for each node at different time steps then iterating over the 13 nodes at different
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Fig. 2. 26/11 terrorist network

Table 1. Nodes betweenness centrality

Nodes N Betweenness centrality

N1 7.5

N2 33

N3 7.5

N4 7

N5 0

N6 0

N7 7

N8 0.5

N9 0.5

N10 0

N11 0

N12 0

N13 0

time steps. We consider a binary percolation state: received/not received a piece
of information. In addition, the percolation is not random .i.e. the terrorists
follow a well organized strategy to spread information in the network. The second
step consists in studying the impact of the percolated node on the other nodes
and identifying nodes which are central in terms of their impact.
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4.4 Interpretation and Discussion

To maintain clear interpretation of the experimental analysis, we divide the
nodes into peripheral nodes and non peripheral nodes. A node i in a graph
is called peripheral if there is a node j in the graph such that the distance d
ij equals the diameter of the graph [15]. The percolation centrality illustrated
in the following graphs represents the impact of the percolated node on the
other nodes. The node which highly impacts the other nodes is considered as an
information spreader. Due to space restriction, we can not represent a graph per
node. So, we have combined the impact of 3 or 4 nodes on the other nodes in
each graph.

The process of percolation is explained as follows:

Fig. 3. Percolation centrality at t = 2
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– At t = 1, one node is percolated. As discussed in previous section, when a single
node is percolated in the network, the percolation centrality is equivalent to
betweenness centrality.

– At t = 2, each node percolates its neighbors. Indeed, all the paths connecting
the percolated node with its neighbors become percolated. The information
starts to spread in the network. For example, node 1 is percolated. Con-
sequently, it percolates its neighbors: node 2, 3 and 8. All the scenarios of
percolation are presented in the following figures.

– At t = 3, the nodes continue to percolate the rest of the network as shown
in Fig. 4 At t = 3, the node 2 percolates the entire network. The percolation
centrality of nodes 10 and 11 decreases significantly. Nodes 12 and 13 maintain
the same score given that they are isolated from the rest of the network.

Fig. 4. Percolation centrality at t = 3
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So, the percolation process for this couple of nodes stops at t = 2. These
nodes preserve slightly high scores when nodes 8 and 9 are percolated.

– At t = 4, almost the entire network gets percolated for different scenarios.

We may notice that non peripheral nodes are speedier in percolating the network
rather than the peripheral nodes. For example, node 2 percolates the entire
network in 3 time steps. However, some other nodes such as nodes 8 and 9 need
5 time steps to percolate all the other nodes. In t = 4, we notice that the nodes
have higher percolation centrality when nodes 5 and 6 are considered the source
of percolation. However nodes 8 and 9 lose their importance in the percolation
process.

When all nodes are percolated, the percolation centrality becomes the same
regardless to the initially percolated node. As shown in Figs. 3, 4 and 5, nodes
5 and 6 held the higher percolation centrality at t = 4. Nodes 8 and 9 are also

Fig. 5. Percolation centrality at t = 4
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considered of higher score of percolation centrality at t = 2 and t = 3. Thus, it
is clear that the peripheral nodes are the most important nodes in the process
of information spread.

The obtained results illustrate that the nodes are shown to have a high
percolation centrality when nodes 8, 9, 10 and 11 are percolated. Also, nodes
12 and 13 are shown to have a high score as well. We may conclude that these
nodes are the most important in the spreading process. At this time step, they
are considered as the information spreaders.

As depicted in the presented figures, we considered all the possible scenarios.
Each node is susceptible to be the information spreader. At each time step, we
measure the effect of the percolated node on the rest of nodes. The percola-
tion centrality decreases considerably when the number of neighbors increases.
Peripheral nodes tend to have higher percolation centrality, although they spend
more time to percolate the entire network. Percolation centrality scores start to
stabilize over time.

The dynamic aspect of the percolation centrality measure provides better
understanding of how information flows in the network even though the network
is static. The percolation centrality may be calculated in O(NM) time. So, there
is no significant increase in time complexity compared to betweenness centrality.

As indicated in [14], nodes 5, 6, 8 and 9 were exchanging information with
the three handlers in Pakistan by phone calls. These information confirm the
retrieved results with the proposed approach. The destabilization strategy of
this dark network can take place by isolating those node spreaders.

5 Conclusion

In this paper, we propose a dynamical analysis of the Mumbai terrorist incident.
Based on percolation centrality metric, we reveal the information spreaders in
the dark network through different time steps. The proposed approach may aid
the law enforcement agencies to track the terrorists and develop stronger dis-
ruption strategies.

Future work consists in considering large and dynamic networks. Further-
more, we tend to combine the percolation centrality metric with other metrics
to develop more robust destabilization method.
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Abstract. During crisis situations, people often use social media to seek
for help and to find new collaborators who can help them in emergency
management. In this context, we propose an intelligent application to
find and recommend potential and relevant collaborators through social
media. This application is based on a large scale contextualized commu-
nity detection to compose dynamic groups. To do so, we propose to reuse
a new community detection algorithm that considers simultaneously the
network structure (social connections) and profiles homophily (similar-
ities). An application of the proposed solution and a comparison with
another community detection algorithm evaluates its performance.

Keywords: Emergency management · Collaboration recommendation ·
Contextualized community detection · Social media · Large scale ·
Intelligent application

1 Introduction

On 26 April 2015, a strong earthquake hit Nepal in the area near Barpak, a
mountain village between capital Kathmandu and tourist town Pokhara. The
earthquake caused extensive damage to buildings and thousands of deaths and
injuries and was even felt in Pakistan, India and Bangladesh.The quake was
followed by more than 200 aftershocks and another huge earthquake on 12 May
2015 [1].

Following the disaster, different people used social media such as Facebook
and Twitter to cover the event, to seek for help and to find new collaborators
for emergency management through creating new Facebook pages [2], sharing
pictures [3] and exchanging messages regarding the event.

However, with the huge number of social media users, finding rapidly the most
relevant collaborators is often difficult. In fact, according to latest statistics [4]
market leader Facebook was the first social network to surpass 1 billion registered
c© Springer International Publishing Switzerland 2015
N. Bellamine Ben Saoud et al. (Eds.): ISCRAM-med 2015, LNBIP 233, pp. 39–49, 2015.
DOI: 10.1007/978-3-319-24399-3 4
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accounts. Tenth-ranked microblogging network Twitter had over 288 million
monthly active accounts. Meanwhile, blogging service Tumblr had more than 230
million active blog users on their site. Therefore, one way to help people involved
in this disaster is to provide an intelligent application which recommends rapidly
the most relevant community according to user’ characteristics and preferences
during the crisis.

In this context, we propose an intelligent application that supports collabo-
ration seeker in the emergency management process by clustering social media
networks (represented by a graph, where nodes represent social media users and
edges represent relationships between them) into communities. In order to detect
communities with strong connections and homogeneities and to satisfy the user’s
needs, we propose in this paper, to use a community detection algorithm that
combines the network structure (social connections) and profiles homophily (sim-
ilarities) in one metric. And, to get best clustering rapidly, the algorithm relies on
Particle Swarm Optimization (PSO), which represents a fast and computational
optimization technique, to maximize the proposed metric [5].

The outline of this paper is as follows. In section two, we present related
works that use social media in emergency management. Then, we propose the
architecture of the intelligent application which instantiates a generic community
detection algorithm to support emergency management process by facilitating
the ‘collaborators seeking’ phase. Finally, we present experimentation and eval-
uation of the proposed solution.

2 Emergency Management and Social Media

Social media is defined as a group of Internet-based applications that build on
the ideological and technological foundations of Web 2.0, and that allow the
creation and exchange of user-generated content [6].

The term ‘social media’ refers to Internet-based applications that enable
people to communicate and share resources and information [7]. Some examples
of social media include blogs, discussion forums, chat rooms, wikis, YouTube
Channels, LinkedIn, Facebook, and Twitter.

Social media are being used more and more for communicating, detecting,
tracking, and extracting information about currently occurring or recently passed
crises [8]. Due to the popularity of social media, people often use it to commu-
nicate about crises [9–11]. In fact, when disasters occur, many members of the
public, emergency response agencies, and others use the popular microblogging
service Twitter or the social networking website Facebook as a way to quickly
disseminate information about the event. One of the earliest known cases of peo-
ple using Twitter in an emergency was during severe wildfires that took place
near San Diego, California (in the United States) in 2007 [10].

As a result, several researches use social media for emergency management.
[8] presents the first release of an extensive terminological resource for crisis
management in English, which reflects the real, observed linguistic expressions
used in Twitter to describe a wide-range variety of crises, and, at the same
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time, focuses on the information needs of emergency managers. To do so, the
terms have been collected from a seed set of terms manually annotated by a
linguist and an emergency manager from tweets broadcast during 4 crisis events.
A Conditional Random Fields (CRF) method was then applied to tweets from 35
crisis events, in order to expand the set of terms while overcoming the difficulty
of getting more emergency managers’ annotations [8].

[12] uses microblogs to detect rapidly the sentiment of the crowd towards
crises or disasters in order to inform humanitarian efforts, and improve the ways
in which informative messages are crafted for the crowd regarding an event. They
used 3698 Tweets collected during the September 2010, San Bruno, California gas
explosion and resulting fires. Then, this data was manually coded to understand
better how people feel.

Social media can also be used for community detection. [13] detects clus-
ters during emergencies especially natural disasters, in order to analyze the
behavior of Twitter users. In fact, in their paper Naturel Language Process-
ing (NLP) techniques were used to extract three types of actionable events from
2011 Japan Tsunami and 2012 Hurricane Sandy datasets: receive the warning,
seek information or confirmation, and take prescribed action. NLP techniques
were used to associate tweets with following attributes- modality and polarity.
These attributes provide further insights into the information being shared on
Twitter. Additionally, first story analysis demonstrated the amount of
unique/new emergency relevant information that was exchanged among the
Twitter users. The analysis was also used to trace the information initiators [13].

Inspiring from these solutions using social media to analyze and understand
the behavior of citizens, this paper aims to show how social media can be effec-
tively used to engage collaboration during Emergency Response and how generic
community detection can be specialized for emergency management. This will
be the content of the next section.

3 Architecture of the Intelligent Application to Support
Collaboration During Emergency Management

When a disaster occurs, people resort rapidly to social media such as Facebook
and Twitter to cover and follow the event, to disseminate information about
it, to seek for help and to find new collaborators for emergency management
through creating new Facebook pages [2], sharing pictures [3], updating Facebook
status and exchanging messages regarding the event. For example, following
the earthquake which hit Nepal on 12 May 2015, a citizen of Nepal created a
Facebook group named ‘Help For Victims Earthquake Nepal 2015 (Ayuda Para
Terremoto Nepal 2015)’ [14] in order to interact and collaborate with Facebook
users who can help him. This group must contain only relevant collaborators.
Thus every group member needs a collaboration recommendation tool which
must provide rapidly the most relevant community for him.
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In this context, we propose a new intelligent application which aims to recom-
mend rapidly the most relevant group for social media users especially Facebook
users who are seeking for new collaborators to help them in emergency manage-
ment.

To do so, the first phase of the proposed application is data preparation.
When a Facebook user is seeking for new collaborators, this phase aims to iden-
tify the objective and the context of his search. Then it extracts information
about it and collects users’ profiles who are involved in this context. In this paper,
this phase is done manually and should become automatic in future works.

Then, these data are represented by a graph. In fact, each node represents
social media user and is characterized by a weight that reflects homophily or
similarity between the member who is seeking for collaborators and the others
users. As for edge, it represents relationships between users.

This graph is the input of community detection algorithm to find rapidly
relevant collaborators.

Finally, we propose to evaluate the detected community in order to improve
the quality of community detection. This phase will be based on user tracking.

In Fig. 1, we present a diagram that summarizes the different functional mod-
ules of the proposed architecture.

Fig. 1. Architecture of the intelligent application of recommendation

In this paper, we focus on community detection phase. Our aim is to find
the appropriate community detection algorithm which can provide rapidly the
most relevant community for a member who is seeking for new collaborators.
This will be the objective of the next section.
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4 Community Detection Phase

Community detection phase is crucial in the proposed application. In fact, the
quality of detected community depends on the choice of the algorithm. In this
paper, we propose to implement and compare performances of two algorithms:
a classical algorithm of Louvain [15] and a combined community detection algo-
rithm for collaboration recommendation [5].

4.1 Louvain Algorithm

The Louvain method is a simple, efficient and easy to implement method for
identifying communities in large networks [16].

This algorithm is based on network structure. In fact, it is divided in two
phases that are repeated iteratively. In the first phase, each node of the network
is considered as a community. Then, for each node i it considers the neighbours
j of i and it evaluates the gain of modularity that would take place by moving
i from its community to the community of j. The node i is then placed in the
community for which this gain is maximum and positive. If no positive gain is
possible, i remains in its original community. This phase is repeatedly applied
for all nodes until no further improvement can be achieved. The second phase of
the algorithm consists in building a new network whose nodes represent the com-
munities of the first phase. And the weights of the edges between the new nodes
represent the sum of the weights of the edges between nodes in the corresponding
communities [15] (Fig 2).

Fig. 2. Input/output of Louvain algorithm

4.2 A Combined Community Detection Algorithm for Collaboration
Recommendation

This algorithm combines two community detection approaches [5], modularity
optimization which considers only social connections and automatic classifica-
tion which aims to bring together individuals with the same features, into one
approach by proposing a combined metric that considers both social connections
and features. This approach can be justified by a phenomenon called homophily
which indicates that people tend to collaborate with others who have similar
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interests and similar demographic characteristics [17]. Then, it relies on a compu-
tational optimization technique (i.e. Particle Swarm Optimization) to maximize
this combined quality [18].

The proposed metric Q to evaluate community detection quality, given by (1),
is based on a weighted combination of two components that must be maximized
simultaneously:

Q = αM + (1 − α)I (1)

The first component concerns the frequency of social interactions between
individuals based on the assumption that people who frequently socialize
(have interactions between them) are more likely to collaborate together. It
relies on the structural quality, thus we propose to reuse the modularity M
of Newman for weighted graphs.

The second component concerns the attribute similarity. Thus, we propose to
reuse the notion of inertia I [19]. Inertia is a metric that permits to measure
the dispersion of a weighted cloud (a set of nodes where each node has a
weight).

In Fig. 3, we present a diagram that summarizes the input and the output of
the combined community detection algorithm for collaboration recommendation.
Contrary to Louvain algorithm, it considers the context which is in this case
emergency management in order to find the relevant community for one user.

Fig. 3. Input/output of the combined community detection algorithm for collaboration
recommendation
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4.3 Community Detection Algorithm Used in the Proposed
Application

Our aim is to develop an intelligent application that finds rapidly for a Facebook
user the most relevant community for him and according to the context of his
search.

Between the two algorithms, we propose to reuse the combined community
detection algorithm for collaboration recommendation. Although this algorithm
is generic, it can be easily specialized for emergency management.

As illustrated in Fig. 4, we notice that for the same person (represented by
node 1) who has launched two different searches (for example in graphs 1 and 2
he is seeking for doctors to help victims but in graphs 3 and 4 he is looking for
firemen), Louvain algorithm always gives the same community (nodes 3,6 and 8)
as the combined community detection algorithm for collaboration recommenda-
tion finds community according to the objective of user (nodes 2,4,7 and 8 the
community of doctors and nodes 3,6,5 the community of firemen).

Fig. 4. A comparison between the two algorithms



46 W. Rebhi et al.

5 Experimentation and Results

In Table 1, we apply both approaches on Facebook networks. To do, we reuse pro-
file and networks data [20] obtained by [21]. Each Facebook user (static features
such as identifier, age, work, education, location, hometown, etc.; and dynamic
features such as facebook status, comments, photos, etc.) is represented by a
node and edges represent friendship between users.

At each step, we increase the size of the graph and we compare the two algo-
rithms. The comparison between these two approaches is based on communities’
number, evaluation of the quality (modularity and inter-classes inertia propor-
tion given separately) and time execution (in milliseconds) for each approach.
For our application scenario, we suppose the weighting factor α is equal to 0.5 so
we obtain equitability between modularity proportion and inter-classes inertia
proportion.

Table 1. Comparison between qualities of clustering

Network Louvain algorithm Algorithm for collaboration recommendation

components

Nodes

num-

ber

Edges

num-

ber

Time (s) Detected

com-

munity

modular-

ity

Detected

com-

munity

inertia

Number

of

detected

commu-

nities

Time (s) Detected

com-

munity

modular-

ity

Detected

com-

munity

inertia

Number

of

detected

commu-

nities

100 116 0.118 0.10 0.71 21 0.064 0.19 0.96 2

250 3580 4.905 0.06 0.002 19 1.226 0.005 0.85 2

500 8390 39.724 0.05 0.04 34 5.421 0.03 0.91 2

800 14642 124.564 0.03 0.27 5 15.794 0.02 0.9 2

1000 19823 255.850 0.03 0.12 6 22.816 0.01 0.92 2

1175 24742 428.875 0.02 0.08 9 21.150 0.12 0.91 2

1500 37743 1149.638 0.05 0.04 13 48.003 0.006 0.93 2

1600 41797 2143.013 0.01 0.07 15 52.434 0.004 0.92 2

1750 45008 1836.131 0.01 0.02 16 63.173 0.005 0.91 2

2000 54050 1450.954 0.01 0.04 23 87.210 0.004 0.87 2

To better visualize these measures, we build the following three curves.
Concerning the performance of each approach, Fig. 5 illustrates comparison

between execution time of clustering obtained by Louvain approach and the
combined algorithm for collaboration recommendation. We notice that for all
networks, the second algorithm is slightly faster than the other and needs less
time to converge.

Considering only the inter-classes inertia proportion, we notice that the com-
bined algorithm for collaboration recommendation gives better results than Lou-
vain approach, Fig. 6. However, for modularity, Louvain approach gives better
results for some most tested configurations, see Fig. 7.

It is also interesting to note that for the combined algorithm for collaboration
recommendation, the change of nodes ordering does not have a significant influ-
ence neither on the obtained quality nor on computation time. On the contrary
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Fig. 5. Comparison between execution times of clustering

Fig. 6. Comparison between inter-class inertia of clustering

Fig. 7. Comparison between modularity of clustering
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for Louvain algorithm, its result depends on the ordering of nodes. In fact, the
change of nodes ordering does not have an important influence on the obtained
modularity, but it may affect the computation time, and the reasons for this
dependence are not clear [15].

6 Conclusion and Further Research

The aim of this paper is to propose architecture of an intelligent application
which supports emergency management by recommending relevant collaborators
during crisis. This objective is achieved by instantiating a generic community
detection algorithm. In fact, in this paper we tested two algorithms the first
one is classical and it is based on structure network and the second is based
on combining the network structure (social connections) and profiles homophily
(similarities) in one metric, then to make community detection as fast as possible,
it uses particle swarm optimization to maximize the combined quality.

The experimentation showed that the second algorithm is faster than the
first one and gives better results.

In future works, we aim to complete the development of the intelligent appli-
cation by making data preparation and evaluation automatic. Then, we propose
to use this application on others social media and other scenarios to support
collaboration recommendation.
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Abstract. This paper is concerned with the development of an agent-
based model of population behaviour during a bushfire, to form the basis
of a simulator that will be used as a decision-support tool for emergency
managers. To ensure the validity of the simulation results, it is essential
that the model, and the underlying agent architecture, are as realistic
as possible. After providing some context about recent bushfires in Vic-
toria, Australia, we justify the need for a BDI (belief, desire, intention)
agent architecture. Although some tools exist to support the integration
of such agents in simulations, they are infrequently used. We therefore
show how an existing methodology for modelling military tactics can be
adapted to this context. The contribution of this paper is two-fold: pro-
viding an agent-based model of population behaviour during bushfires;
and presenting a methodology that can be used by other model designers
in the field of crisis management.

Keywords: Agent-based modelling and simulation · Agent behaviour
models · Multi-agent methodologies · Belief-Desire-Intention architec-
ture

1 Introduction

A recent field of application of particular societal interest for AI techniques con-
cerns Crisis and Disaster Management, where emergency managers need new
and improved decision support tools. In particular, computer modelling and
simulation offers a powerful tool to evaluate the efficiency of emergency man-
agement policies and to tailor them without waiting for a real crisis to occur
with human lives at stake. Simulation provides a great degree of control over
contextual variables, allowing repeated experimentation using the exact same
settings, or the ability to try out different scenarios. Computer based simulators
can be an essential companion to the currently run real-life simulation exercises,
which are often time-consuming and difficult to organise. However, it is hard to
capture the complexity of human behaviours using mathematical models. Con-
versely, multi-agent models offer a finer level of description of human behaviour
c© Springer International Publishing Switzerland 2015
N. Bellamine Ben Saoud et al. (Eds.): ISCRAM-med 2015, LNBIP 233, pp. 53–64, 2015.
DOI: 10.1007/978-3-319-24399-3 5
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that can be more faithful to reality. Nevertheless, for the results of such simu-
lations to be valid and therefore useful, the underlying model needs to be very
realistic [22], both regarding the environment (requiring spatialised simulation
based on real Geographical Information Systems data) and the behaviour of
people (necessitating the appropriate level of complexity of agent’s cognitive
architecture: proactive behaviours, emotional behaviours, etc.). Unfortunately
this is often not the case, with many simulations using simple grid environments
and/or over-simplified reactive agents, in particular due to the lack of tools to
support the integration of more complex agents [1]. Although there are some
good models of fire behaviour (e.g. Phoenix, see [19]), models of human behav-
iour have received less attention. Our approach is to favour a participative design
of the behaviour model using visualisation tools that will allow stakeholders to
give early feedback and validation. In this paper we focus on the population’s
decision-making process when facing a bushfire in the state of Victoria in Aus-
tralia, and draw upon our previous experience designing spatialised models and
simulations for crisis management [5,13,21]. We show that BDI (belief, desire,
intention) agents are advantageous in modelling human behaviour in this con-
text. To address the lack of tools for integrating such complex agents into our
simulation, we use a new methodology that was recently designed to model mil-
itary tactics, and we show how it can be adapted to also model civilian tactical
behaviour.

2 Context

2.1 Bushfires in the State of Victoria

Every summer the state of Victoria in Australia is subject to bushfires of varying
intensity. On “Black Saturday”, the 7th of February 2009, a particularly violent
bushfire resulted in 173 fatalities, destroyed many houses and burnt many acres
of bush. Despite regular awareness campaigns, the state policy titled “Prepare,
Stay and Defend, or Leave Early” was not followed by the population. Reports
from the Royal Commission [20] found that most people would still “wait and
see” until the fire was too close, waiting for a personal evacuation order; yet the
emergency services only broadcast general alert messages. Therefore most vic-
tims were people who left it too late to evacuate. Researchers tried to explain this
unexpected “wait and see” behaviour and found that information overload had
led to “paralysing indecisiveness” [12]. These results suggest that more targeted
information and alert messages might help in reducing the casualties. However
it is hard to predict their actual impact and effectiveness ahead of time.

Other studies [7,17] confirm the discrepancy between how the emergency
managers expected the population to behave (which is what they use to decide
what information to send) and how the population actually behaved (which is
what determines what information people really need). As a result many res-
idents dismissed the messages as irrelevant or not making sense to them. The
authors of these report identify seven behavioural archetypes and their associated
underlying motivations and information needs, and recommend that emergency
managers should take these into account when designing their messages.
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2.2 Behaviour Profiles

The seven archetypes1 of population behaviour identified by [7,17] are as follows:

– Can-do Defenders: are determined to protect their house, have good knowledge
of the area, possess previous experience and skills, are action-oriented, self-
sufficient, and confident;

– Considered Defenders: are strongly committed to stay and defend their house,
are aware of the risks and make deliberate efforts to prepare and train;

– Livelihood Defenders: are committed to stay and defend what they consider
as their livelihood (farm, hotel, etc.), and so are well-prepared year-round;

– Threat Monitors: do not intend to stay when faced with a serious threat, but
do not intend to leave until it feels necessary, will wait and see;

– Threat Avoiders: are conscious of the risk, feel vulnerable, and plan to leave
early before any real threat occurs, but have no plan if caught by surprise;

– Unaware Reactors: are unaware of the risk, feel unconcerned by fires, have no
knowledge of how to react (e.g. tourists), therefore totally unprepared;

– Isolated and Vulnerable: are physically or socially isolated (e.g. elderly people)
which limits their ability to respond safely.

Each archetype has a different behaviour, with its own underlying motivation,
level of risk-awareness and knowledge, response strategy, and associated infor-
mation needs. The authors of the studies also state that these archetypes are
not particularly linked to socio-demographic features, and have a dynamic aspect
since individuals can change their behaviour depending on the circumstances.
For instance a person can start out as a considered defender, before realising
that their skills are not sufficient to deal with the fire; or they can change strat-
egy when they have to take care of a vulnerable neighbour. As a result, they do
not provide any statistics regarding the repartition of these profiles in the pop-
ulation. We next discuss the type of agent architecture needed to model these
behaviours.

3 Agent Architecture

Various architectures can be used in agent-based simulations, of varying com-
plexity, offering different levels of abstraction and several types of reasoning,
which have to be adapted to the target application [4]. For our application
to crisis management, we need to provide a faithful model of actual popula-
tion behaviour so that the results of the simulations are valid and trustworthy
and will readily support emergency managers’ decisions; realism of the model is
therefore essential in this case. We will show that a BDI agent architecture is a
suitable approach to faithfully model the civilians’ behaviours identified above.
1 The authors do not explicitly claim that their list is exhaustive, but we could not

identify any other profile from the other surveys that we studied.



56 C. Adam et al.

3.1 Requirements for the Agent Cognitive Architecture

The seven behaviour archetypes described above differ on a number of features
that obviously impact people’s decisions and actions during a bushfire, and that
should therefore be modelled. Each archetype has a main intention (defend or
leave) to which they are, more or less strongly, committed. They also have some
possibly conflicting desires (fight fire but protect lives, escape fire but avoid
moving if unnecessary, take shorter route but avoid congested roads, leave early
but finish some things before, watch the fire but avoid risk, etc.). Finally each
individual has a number of beliefs about themselves (self-confidence), about the
fire (awareness, previous experience, etc.), about the state of their environment
(state of the roads, location of shelters, etc.), and about others (location of
family or friends, expected behaviour from firefighters or neighbours, etc.). These
beliefs can be incomplete and possibly wrong (false belief of safety, unknown
location of shelters, etc.). As a result each archetype needs certain types of
information that are relevant to their own intention, such as the progress of the
fire, location of shelters, road congestion, etc. Individuals can react to stimuli
in their environment (fire alert, evacuation order, immediate threat, etc.), or
act proactively by trying a number of plans to achieve their intention. Their
behaviour can also be influenced by their emotions (paralysing stress, anxiety to
lose one’s livelihood, irrational hope that the fire will just disappear or avoid the
area, fear of fire or that their family is pushing them to leave, etc.). Consequently,
an agent cognitive architecture is needed that is able to handle such complexity:
the reactive and proactive plan-based behaviour, and reasoning with high-level
concepts such as beliefs, desires, intentions and emotions.

3.2 Belief-Desire-Intention (BDI) Agent Architecture

The BDI agent model (Belief, Desire, Intention) is based on folk psychology and
designs agents in terms of their Beliefs, Desires and Intentions [16]. It therefore
offers realism, as well as the right level of abstraction to easily integrate behav-
ioural data obtained from field studies and from experts, and also to explain the
results of the simulations to the emergency managers and the general public. It
describes behaviour in terms of different plans, relevant to different contexts, that
are applied to reach goals. The classical BDI can also be extended to account for
emotions [2]. Cognitive architectures such as SOAR [18] or ACT-R [3] also offer
a good level of abstraction, but the more complex underlying concepts make
it difficult to explain the generated behaviour, which is a problem for apply-
ing this model to decision support. In addition, such cognitive architectures are
rule-based, and do not put sufficient emphasis on sociological aspects, collec-
tive actions, and social phenomena that are crucial in modelling human group
behaviours, so we believe they are less adapted for our application.

The BDI architecture has been extensively used in Agent-Oriented Soft-
ware Engineering [14,23] but rarely in Agent-Based Modelling and Simulation
(ABMS). Despite the fact that some tools do exist that couple BDI and ABMS
(e.g. CoJACK [8]), they are designed by and for computer scientists, and are
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therefore rarely used by modelers from other disciplines. Besides, designers usu-
ally prefer simpler models for a number of reasons [1]: fear that their complexity
will limit the scalability needed to be able to cope with millions of agents; and
the lack of tools to support design of such complex models by non-computer
scientists. However, these two obstacles can be overcome, for example by using
simulation platforms that have been specifically designed to cope with large
numbers of agents. The second concern, that of having the right tool to support
designing complex models, is the focus of this paper.

4 Methodology and Tools

In this section we address the issue of a tool that can support the design of com-
plex models by describing the Tactics Development Framework (TDF) method-
ology and tool for developing BDI models for ABMS. We show how this method-
ology can be adapted from its initial field (capturing military experts knowledge)
to our own application domain (modelling population behaviour during a crisis).

4.1 Tactics Development Framework (TDF)

The TDF methodology [10] extends the well-known Prometheus agent-oriented
design methodology [14] with the notion of tactics: specific means of achieving
a mission, including both reactive and deliberative behaviour. TDF and the
associated tool is very useful to help non computer-scientists designing their own
models, or at least allow them to participate in the design and give feedback
at an early stage. It was designed and previously demonstrated for modelling
undersea warfare tactics from interviews with military experts [9]. Following the
Prometheus methodology, TDF models are designed via several iterations on
three consecutive stages, with progressive validation in-between each phase and
each iteration (this methodology is illustrated in Fig. 1):

1. System Specification: identification of system-level artefacts, namely missions,
goals, scenarios, percepts, actions, data, actors and roles;

2. Architectural Design: specification of the internal workings of the system,
grouping agents into roles, and specifying their interactions (protocols and
messages);

3. Detailed Design: definition of the internal workings of the agents (plan dia-
grams, internal events, messages sent and received, and data used).

We next show that despite being initially devised for eliciting knowledge from
military experts, this methodology can also be successfully expanded to cope
with integrating other information sources and applied to crisis management.

4.2 Adaptation of Methodology from Military to Civilians

TDF was initially designed for modelling military tactics, which are the means
of achieving a specific mission objective. In this paper we want to apply it to
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Fig. 1. Methodology

crisis management, in order to model the behaviour of the civilian population
in terms of tactics applied and information needed. We explain below the dif-
ferences between military and civilian tactics modelling, and how to adapt the
methodology.

Our goal is not to obtain a prescriptive model of the best tactics for program-
ming an autonomous entity (e.g. a drone), but rather to provide a realistic model
for simulating a believable population, allowing the validation of emergency man-
agement policies. The tactics modelled are the ones actually employed by civil-
ians, and could be non-optimal or even dangerous. Indeed, civilians’ behaviour
is not prescribed by procedures, protocols and tactics defined in a manual, but
based on their individual choices, and can therefore be more random, unexpected,
inconsistent, or irrational.

As a result it is also harder to elicit information about their tactics. Citi-
zens may have little idea about what they will do in a future situation. If they
do, what they actually do in practice when faced with a real situation may be
radically different to what they thought that would do. In addition, people some-
times have difficulty in verbalising their thoughts; this is a well known problem in
knowledge elicitation. Therefore, instead of conducting interviews (as has been
done with military experts), we extracted our knowledge about civilian tactics
from the many surveys conduced after the 2009 bushfires in Victoria. This gives
an accurate picture of what people actually did and since the event was still
fresh in their minds, citizens are more likely to be able to recall their motiva-
tions and verbalise their thoughts. In addition, the surveys were conduced by
emergency managers who are well aware of the specific local context and existing
connections to the population, making them better able to draw out information.
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5 Designing Our Model

In this section, we describe how we designed a preliminary model of tactical
behaviour of the population in a bushfire, by doing a first superficial pass on the
three phases of TDF. After validation, we will refine this model in an iterative
way.

5.1 Scenario

The TDF methodology uses the notion of scenarios of how things could evolve
in a certain situation. These scenarios are used in order to elicit the underlying
system specification. Below we describe one such scenario for a bushfire. There
could be an infinity of such scenarios, and the implemented simulator will help
explore them.

– Fire risk warning
– Some residents already start to leave the area
– A fire starts in the area, fire alert is broadcast to residents
– More residents leave the area to avoid the fire
– Other residents get ready to fight the fire, gather helpers, check equipment
– Tourists or other people stay, continue their normal activities, or watch the fire
– Fire progresses towards the town
– Authorities send live updates about fire progression and weather forecast, plus

information about shelters and escape routes
– The warnings and seeing everybody leaving pushes more people to leave to go to

the advised shelters
– More civilians see their neighbours leave and decide to imitate them, roads become

congested
– Fire progresses closer to the town, authorities issue an evacuation order (SMS and

phone calls to residents, door to door if feasible)
– Some residents were waiting for that order and now evacuate
– Some residents want to defend their property and refuse to evacuate
– Fire fighters and residents fight the fire around the town
– After fighting the fire for a while, the remaining defenders and firefighters bring

the fire under control
– The announcement is broadcast to the population, people return home

5.2 System Specification, Roles, Goals, Actions and Percepts

An important aspect in system specification is identifying roles. Roles describe
the functional groupings and are associated with agents in the model. In addition
to the firefighters and emergency managers, the scenario involves various civilian
roles corresponding to the archetypes of behaviours identified above. Although
agents may have a predisposition to a particular role, they can change role during
the evolution of the scenario as the circumstances evolve. For instance farmers
or hotel managers are more likely to be livelihood defenders, but might evolve to
threat monitors or avoiders if the fire risk is too high. Tourists are more likely to
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be unaware reactors, while head of families are more likely to be threat avoiders,
giving the highest priority to their family’s safety. Someone might start out as a
defender, then become in charge of a dependent neighbour or relative and turn
into a threat avoider.

Each of these roles has their own goal-directed behaviour, that is, their own
mission which might be to defend their life and/or their property. The goals
can be decomposed to produce a hierarchical goal structure. TDF supports the
specification of and/or goals, concurrent goals, conditional goals as well as asyn-
chronous goals, etc. Figure 2 illustrates the goal hierarchy for the “prepare” goal
of defenders roles, and for the “protect lives” goal of the threat avoider role.

Fig. 2. Goal structures for “prepare for fire season” (defender role) and “protect lives”
(avoider role) showing AND, OR, and CONcurrent goals.

Also associated with a role are the relevant percepts that role is more sensitive
to, such as an awareness of the fire alert or the order for evaluation, their knowl-
edge on the location of shelters, etc. It is interesting to mention at this point that
not all of the agents in a particular role will perceive their environment in the
same way. Using an agent based approach allows us to model individual charac-
teristics of entities, even though several agents may share a common role. Roles
also have associated actions that can be performed to achieve goals triggered by
these perceptions. For instance threat avoiders will perceive fire alerts sent by
the emergency managers, which will trigger their goal to avoid danger from the
fire, that can be achieved via such actions as: taking shelter, choosing a route,
etc. Livelihood defenders will react to directly perceiving the fire or receiving a
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Fig. 3. Overview of percepts (pink star) and actions (green arrow) for two roles (blue
box) (Color figure online).

fire alert, which triggers their goal to defend their house or property, therefore
the evacuation advice is not relevant to them. Figure 3 shows the percepts and
actions for “threat avoiders” and “can-do defenders”.

5.3 Interactions

Agents may interact with their environment, for example as a result of an agent’s
action to leave, the road becomes further congested. This in turn will influence
other agents (by their perception of the environment). Agents can also inter-
act between themselves in the model, either locally by perceiving the presence
of other agents and exchanging messages (e.g. talking), or distantly, by broad-
casted information (for example alert warnings sent by the emergency managers,
or information messages posted on social media). So far the TDF methodol-
ogy (and Prometheus) uses Agent UML to represent agents interactions. This
methodology will therefore need to be extended in future work to cover this
important aspect of multi-agent systems.

6 Conclusion and Future Directions

This paper has described some first steps towards modelling realistic human
behaviours in bush fire situations. The specific contributions and the future
directions that we wish to take in this work are as follows.
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Model of the Population. We have described a BDI model of the population
behaviour by conceptualising and disambiguating the behaviour profiles that
have been identified in surveys conducted by various emergency management
agencies. The next step is to validate the model in terms of its faithfulness to
reality. This task is facilitated by the easy to understand graphical representation
generated by the TDF tool, allowing us to involve the managers and get their
feedback at an early stage.

The model will then be implemented in GAMA [11], an open-source plat-
form focused on a simple modeling language (usable by non expert program-
mers). GAMA not only allows us to develop large scale simulators, but it can
also incorporate underlying geographical data, thus increasing the realism of
the simulations. Once implemented, the model will be further validated by per-
forming a sensitivity analysis and comparing its predictions to behaviour data,
using a separate data set to that which was used to construct the model. It can
then be used to run simulations over various scenarios to identify best strate-
gies for emergency managers based on actual, rather than expected, population
behaviour.

Such a model might also be applicable to other populations (different coun-
try) and other types of crisis (earthquakes, floods, etc.). However, so far we do
not know the influence of the geographical and cultural context, or that of the
type of event. Determining these influences could be subject to another survey
and comparison. Implementing the model can also help in comparing its outputs
with other simulators dedicated to other populations or other emergency events.

Methodological Contribution. We have ported a methodology, initially intended
for modelling military tactics, to model civilian tactics in crisis situations. This
proves the wider applicability of this methodology, and addresses the lack of
supporting tools for BDI agents in ABMS. Such a methodology and tool should
allow crisis managers and other stakeholders to design such models themselves,
and to easily modify and maintain existing ones. The next step is to evaluate
this methodology and tool via a user study, after identifying relevant evalua-
tion criteria. The generated models should be evaluated in particular in terms
of understandability (can managers answer questions about its content) and
maintainability (how easily can they modify the model, see the propagation of
changes, etc.).

Integrated Toolset. In the longer term, we plan to develop an integrated toolset
for designing and implementing social simulators with complex decision making
and behaviour of agents, which is essential for valid simulations. Future work
towards that goal includes extending the code-generation capability of TDF
to other BDI languages, and extending an existing framework for the integra-
tion of BDI agents into MATSIM simulations [6,15] so that GAMA simula-
tions may also be handled. This framework will also allow us to design modular
co-simulators, integrating various components such as MATSIM for the traffic
model, and Phoenix for the fire model.
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Future Societal Application. Apart from the technical advances described above,
we anticipate that our research will also have a societal impact by further devel-
oping a serious game. The game will be targeted to stakeholders involved in bush
fire management. These crisis managers would have the opportunity to test sev-
eral preventive actions and to see the consequent outcomes such as the number of
victims and evacuation efficiency. For example, they may test the effectiveness of
global versus personal messaging, or the effectiveness of information campaigns
targeted to different groups. In addition to the potential decrease in the number
of fire-related victims in the future, there are two other benefits of the serious
game. Firstly it can raise awareness amongst the different stakeholders on the
management of a crisis; secondly it will allow different stakeholders to share their
different perceptions of the event. These two benefits are highly important since
a lack of awareness and a lack of shared understanding have been obstacles to
successful crisis and emergency management.
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Abstract. The paper describes a MAS (multi-agent system) simulation approach
for controlling PM10 (Particulate Matter) crisis peaks. A dispersion model is used
with an Artificial Neural Network (ANN) to predict the PM10 concentration level.
The dispersion and ANN models are integrated into a MAS system. PM10 source
controllers are modelled as software agents. The MAS is composed of agents that
cooperate with each other for reducing their emissions and control the air pollution
peaks. Different control strategies are simulated and compared using data from
Annaba (North-East Algeria). The simulator helps to compare and assess the
efficiency of policies to control peaks in PM10.

Keywords: Multi-agent system · Multi-agent based simulation · Agent-based
modelling · Environmental modelling · Air pollution · Air quality · PM10

1 Introduction

PM10 (Particulate Matter with an aerodynamic diameter of 10 micrometers) is a
complex mixture of polluted air, including organic and inorganic particles. The toxic
build-up of PM10 may be considered as a slow onset crisis and is a major health threat
in many cities throughout the world [1]. This may result in large social and economic
costs. Many factors influence the concentration of PM10. Some are natural such as the
local climatic and topographic conditions, while others are manmade, such as vehicle
emissions and the result of industrial activities. A crisis peak occurs when the concen‐
tration of air pollutant exceeds pre-defined levels, thus concentration levels need to be
accurately predicted and controlled. Simulation and decision support tools are valuable
for decision-makers in order to assess the efficiency of their policies in the management
of pollution during peaks periods.

Many air pollution modelling approaches have been proposed such as: mathe‐
matical emission models [2, 3], linear models, ANN (Artificial Neural Networks)
models ([4]) and hybrid models [5]. Most of them only address the physical and
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chemical aspects of air pollution (concentration and dispersion) and do not consider
human decision-making factors. Air pollution is, by nature, distributed and results
from the complex interaction of many actors. Anthropogenic activities (road traffic,
industrial and agricultural activities) are among the major sources of air pollution.
Therefore, it is essential to include human decision-making factors in the modelling
of air pollution. A multi-agent system (MAS) allows us to model the behaviours of
human actors sharing the exploitation of environmental resources [6] and it is an
appropriate method for simulating pollution related issues. [7] used a MAS approach
to investigate the air pollution emission resulting from road activities by using a
traffic flow MAS simulation linked to an emission calculation. A methodology for
building an Environmental Information System (EIS) based on a MAS is presented
in [8]. In that work an agent, which represents a human-being or a group of humans-
beings, uses case based reasoning to make decisions. The methodology was used to
develop a system for air quality reporting. [9] presents ECROUB, a MAS for
managing the quality of an urban microclimate. Using physical models, the system
was able to generate information about the climate in a very small geographic zone.
The system shows that a hybrid approach (MAS and physical models) can be produc‐
tively used for studying urban areas.

[10] describes a MAS system designed for monitoring air quality in Athens,
Greece. It is composed of a set of software agents, controlling a network of sensors
installed in different positions of an urban region. Agents verify the data measured
by sensors. The system uses a prediction given by an ANN model. Real data about
ozone concentration and meteorological data was used to feed the simulation system.
In [11] a MAS is used to model air pollution in an urban area. The environment is
represented by a two-dimensional grid. The purpose of the simulation is to find the
dispersal of air pollution on the grid. Each cell of the grid has a value of pollutant
concentration. Neighbours with a close pollution rate (according to an initially set
threshold) form a cluster. The pollution sources are represented by homogeneous
agents that emit pollution in their areas (polluters). Each agent pollutes according to
its emission rate. As the simulation runs, clusters are formed with different values
of pollution concentration. Although similar to our approach, this model does not
include meteorological parameters, does not address a specific pollutant types, and
does not use real data.

We aim to model and simulate the possible cooperation between pollution source
controllers and investigate the impact of cooperation on PM10 concentration. The simu‐
lator focuses on PM10 crisis peaks and the regulations that should be adopted in order to
manage and reduce its effect. To investigate these questions we present a MAS approach
for simulating PM10 concentrations. The feasibility of our approach is demonstrated by
a scenario using data from Annaba, a Mediterranean city in the northeast of Algeria.

The paper is organized as follows: Sect. (2) describes the architecture of the simulator
and the representation of the environment. We also explain the dispersion and prediction
models and their integration, and define the cooperation strategies. Section (3) presents
a description of the simulation scenario using the data from Annaba city. The results of
the simulation are presented and discussed in Sect. (4). We end the paper by a conclusion
and possible future work.
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2 Model Approach and Architecture

Our simulation approach models the agents’ actions that affect the emission rate of the
sources they control. The dispersion algorithm is then used to compute how PM10
spreads in the environment; the aggregated value of pollutant concentration is used
together with climatic parameters to forecast the air pollution concentration k hours
ahead. According to these forecasts, agents are rewarded or penalised using a regulation
formula that takes into account how the agent has contributed to peak concentration.
Agents then adapt their strategies to earn more reward and/or reduce penalties.

2.1 The Spatial and Temporal Scale of the Simulation Model

The simulator uses a discrete representation of time where each simulation step repre‐
sents 2 h of real time. The environment is modelled as a set of 3D boxes, each one
represents one KM3, every box is localised at gp(x,y,z) and has an attribute representing
the concentration of PM10.

2.2 Dispersion and Prediction Models

The dispersion model describes how the pollutant will spread in the air. It is calculated
according to the distance from the point source, the wind speed and the emission rate.
We used a GPD (Gaussian Plum Dispersion) model (1), which is frequently used in
atmospheric dispersion [12].

(1)

The concentration of PM10 is calculated according to: eri,t: the emission rate in
kilograms per hour of the source i at time step t, and Ui: the wind speed in metres per
second at time step t, σyσz: the standard deviation of the concentration distributions in
vertical direction crosswind.

The level of pollution resulting from each source is aggregated and the average per
box is computed. Then the dispersal value of the PM10 is passed to an ANN prediction
model. The ANN prediction model is designed to give a forecast of the air pollutant and
also the overall air quality. This includes an uncertainty aspect caused by the weather
conditions. The ANN predictor uses the aggregated air pollution concentration value
from the dispersal model of each source and the four climatic parameters: wind speed,
humidity, temperature and rainfall. These parameters greatly influence the pollutant
concentration.

2.3 Decision-Making Mechanism

Based on its internal state (the value of its internal attributes) and the state of the envi‐
ronment (values of variables representing the environment), an agent has to choose
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which action to perform among all of its possible actions in order to reach its goals. This
process is called decision-making. Our system supports two cooperation strategies
(centralized and evolutionary game) each one defines a decision-making mechanism.
The centralized strategy (CS) is based on defining a central agent that represents the air
pollution control agency. The central agent makes decisions according to the current air
pollution level. The second strategy is based on an evolutionary game, where agents are
rewarded and penalized according to the pollution level; making decisions according to
their rewards. In our system, the cooperation strategy is defined as part of the simulation
parameters.

Centralized Strategy (CS): The task of maintaining the air quality is assigned to an
agent, which represents the air pollution control agency. It uses the prediction about air
quality and pollutant levels, and accordingly sends a reduce emission message to the
emission agents. Then it will recheck the air quality. It will continue doing this until the
end of the peak period. As in the real world situation, the central agent has sufficient
authority to ensure that the emission source controllers execute its orders. Agents
communicate their emission rate at each simulation step. We assume that agents are
rational and are environmentally responsible, favouring air quality improvement over
their own interests and communicating to the central agent their exact emission rate.

Evolutionary Game Cooperating Strategy: In the EG strategy, every agent has its
own goals (earning more rewards and keeping its emission rate as high as possible) and
shares a global goal of maintaining air quality with other agents. An agent participates
with other agents in the game, its own goal is to maximise its reward earned from the
game. We adopted the approach of [13], where agents keep traces of their K previous
steps (actions, rewards and its neighbours’ rewards). At each time step t the agent
computes its weighted payoff according to (4) and updates its probability of increasing
or decreasing its emission rate, respectively according to (5) and (6).

(2)

Where: wi is the weighting parameter where  and , Mi

is the i-th payoff, i = 1 means the payoff earned this step.

(3)

(4)

Where: Pci and Qi are respectively the probability to decrease (S = 0) and increase (S = 1)
the emission for the agent i, α is the learning rate, S is the strategy played at time t.
Agents are influenced by their neighbours at each time step; the average reward of the
neighbours is calculated according to (9).

68 S. Ghazi et al.



(5)

Where Cj is the payoff of the neighbour j, and R is the number of neighbours for the i-
th agent. The average of the K last nP is noted avgNP. The agent then uses the proba‐
bilities Pc, Pd and the average reward of its neighbours to choose an action according
to the algorithm below: (Fig. 1).

Fig. 1. Algorithm for choosing an action using the EG strategy

When a crisis peak occurs, the system uses an agent’s emission rate to calculate how
much the agent has contributed to the current level of the pollution. The agent is penal‐
ised according to its level of participation.

3 Simulation Scenarios Using Data from the Annaba Region

The dataset used in this work covers the period 2003–2004 on a continuous basis of
24 h. Air pollutants, including PM10, are continuously monitored. The dataset also
includes four meteorological parameters: Wind Speed (WS), Temperature (T), relative
Humidity (H) and rainfall.

A simulation scenario for the region of Annaba was defined to include a 100 sources
of PM10 with the maximum emission rate for each source being 2000 gram/hour. The
goal level for pollutant concentration is fixed according to the air quality standards and
must be bellow 70 microgram per cubic meter. The initial values (at t = 0) for the concen‐
tration of pollutant and the climatic parameters are fixed according to the dataset. For the
case of EG strategies we fixed the initial proportion of cooperating agents (agents
choosing to decrease emission) to 0.5, this means that 50 % of the agents decrease their
emission at t = 0. This proportion will change during the simulation according to the game
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outcome. The prediction is 4 h in advance, the same as the simulation step. Each source
emits pollutants according to its emission rate, which cannot be higher than the maximum
level defined in the simulation scenario. The position of sources is randomly generated.

4 Results and Discussion

The scenario was run by choosing at each time a cooperation strategy: (with Penalties), (No
Penalties), CS (Centralized Strategy) and NC (No-Cooperation). The last one is included
for comparison purposes. Due to space limitations only the most significant results are
presented. When executed 80 times the simulation showed that the CS gives similar results
at each run, the same thing was also found for NC. Using the EG strategies, the simula‐
tions show slight differences between runs especially in the proportion of cooperating
agents. These changes are due to the random values used in the initialisation of some vari‐
ables (neighbours rewards, first chosen action, weights, k last actions and rewards).

Figure 2 shows the concentration of PM10 for each strategy during the simulation;
each point is the peak level in 24 h. The CS strategy (PICPM10CS) performs the best,
taking less time to bring the pollution level under control and keeping it below the goal
level defined in the simulation scenario. The EG strategy (PICPM10CP) performs
reasonably well, but it takes slightly longer than the CS strategy to bring the pollution
level down. Nevertheless it manages to keep the pollution level near to the goal. The
penalising regulations have a big effect on the PM10 level. As illustrated, the
PICPM10CP (with penalties) controls the pollution and performs better than the non-
penalising strategy (PICPM10NP). The NC strategy (No-Cooperation) is presented in
order to show the impact of cooperation on the PM10 level. The CS gives the best
performance since the pollution concentration rapidly decreases. When cooperation is
not used (PICPM10NC), agents act selfishly and do not care about the pollution. As the
agents reach their maximum emission rate, we can observe an oscillation that is caused
by the climatic conditions. Consequently, the pollutant level reaches alarming values
and many peaks periods occur.

Fig. 2. Peak of 24 h of PM10 for the four tested controlling strategies compared with the no-
cooperation strategy.
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5 Conclusions

Computer simulations are a valuable tool for helping in the management of pollution
related crisis. In our study we showed how a multi-agent based simulation approach
could be successfully combined with classic modelling tools in order to model air pollu‐
tion peaks. The simulation helps to investigate different controlling strategies by meas‐
uring how each strategy performs in managing the crisis peaks of PM10.

The regulation rules are computed according to how much the agent participates to
the level of pollution; it is clear that this regulation has a big influence in controlling
pollution. As shown in the simulation results, cooperation helps to reduce the pollution
level and it also affects the evolution of the pollutant. This is especially noticeable during
the peak periods where climatic conditions cause the pollutants to stagnate.

The current version of the system only models point emission sources of PM10. In
future versions we aim to include continuous sources, such as roads, and to predict other
pollutants. The simulator may also be enhanced by including a GIS interface. In addition,
exploring other cooperation strategies are also among our future plans.
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Abstract. The reduction of crop yield losses caused by pests is a major challenge
to productive and sustainable food production for preventing food insecurity and
emergencies, and for alleviating world food crisis. Multiple regression (MR) and
artificial neural network (ANN) are two widely adopted modelling approaches
for the prediction of crop pest risks, which are based on empirical statistics and
artificial intelligence, respectively. Each of the two alternative approaches has its
advantages and disadvantages. This study evaluates the two models from two
aspects: their performances on pest risk prediction, and their methodological
advantages and disadvantages. Two pest species are modelled using the two
approaches as case studies, which are the melon thrip Thrips palmi Karny
(T. palmi) and the diamondback moth Plutella xylostella (L.) (P. xylostella).
Results show that ANN has higher prediction accuracy for both species. However,
ANN has some methodological demerits compared to MR modelling.

Keywords: Pest risk prediction · Multiple regression · Artificial neural network ·
Melon thrip · Diamondback moth

1 Introduction

The world population is projected to increase by 30 % to 9.2 billion by 2050 [1]. This
population increase will lead to notably increased demand for food production because
dietary habits in developing countries will change towards higher quality food [2], for
example, higher demand for meat and milk, which will also increase the need of food
for feeding livestock. This effect can cause a slow onset crisis, namely food crisis in the
world [3]. To tackle this problem, expanding cropland is a possible solution. However,
expanding cropland is of limited availability and comes with huge costs. Highly produc‐
tive and sustainable food production is therefore required.

Reduction of yield losses caused by crop pests is a major challenge to productive and
sustainable food production [1]. Excessive pest population can lead to both short term
emergencies like widespread crop failures and long term emergencies like nutritional
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emergencies. Managing pests and their damages to crops therefore has been one of the
critical steps to prevent food insecurity and emergencies, and to alleviate world food crisis.

A wealth of pest risk management strategies for reducing pest infestations has
been implemented, ranging from adopting resistance cultivars, pesticides, to inte‐
grated pest management. Mathematical modelling for early prediction of pest risks is
one such strategy that has been widely adopted. Multiple regression (MR) [4] and
artificial neural network (ANN) [5], based on empirical statistics and artificial intel‐
ligence, respectively, are two popular models for crop pest risk prediction. Each of the
two alternative modelling approaches has its advantages and disadvantages. No one
can always outperform the other in any situation. Therefore, their performance is
dependent of the specific contexts and focuses of pest risk analysis. For example,
whether we focus on more accurate prediction or on identifying key factors contri‐
buting to a pest outbreak.

The purpose of this paper is to evaluate these two approaches (i.e., MR and ANN)
in terms of their performances on pest risk prediction and methodological advantages
and disadvantages. It aims to provide insights to pest risk modelers regarding model
selection for specific tasks of pest risk management.

The rest of this paper is organized as follows. The state of the art related to pest
risk modelling is provided first, followed by a brief introduction of the basic princi‐
ples of MR and ANN. An empirical application of MR and ANN in modelling two
sets of pest development data is then presented, followed by comparison and discus‐
sion of their advantages and disadvantages in both quantitative and qualitative terms.
The last section of this paper describes the conclusions and future works of this
research.

2 Related Work

MR modelling has been widely adopted for evaluating crop pest risks. For example, [6]
adopted MR for predicting the population fluctuations of bean leaf beetle in soybean;
[4] used MR for predicting the population dynamics of paddy stem borer; [7] used MR
to quantify the effect of cowpea field pests on grain yields. ANN is also a popular
approach for assessing crop pest risks. For example, [8] used ANN for predicting the
population dynamics of aphid; [9] built a prediction system about fruit tree insect pests
based on ANN; [5] predicted the population occurrence of paddy stem borer based on
ANN. These two approaches are popular because they are relatively easier to be under‐
stood and are currently available for use in many statistical software.

There are also other approaches that can be applied to crop pest risk modelling and
prediction. A fairly popular one is bioclimatic model [10]. This model, however,
focuses on predicting the occurrence probability of a pest species at a given location
for a given period of time and then indirectly evaluating the occurrence risk of the
pest. Bioclimatic model is suitable for long-term cropping planning (e.g., optimal
selection of the crop variety to be planted at a given location to better avoid pest
infestation problems over a relatively long period of time), but is not suitable for
forecasting emergent or unexpected pest risks (e.g., pest outbreak). Compared to
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bioclimatic model, MR and ANN can directly predict pest population dynamics or
their infestations with fine temporal resolutions [4–9]. In addition, degree-day model
is also widely adopted for pest risk prediction [11]. Degree-day model is used to
predict the timing of pest risks (e.g., the date of pest outbreak). However, this model
is only temperature-based. This becomes the major disadvantage of degree-day model
compared to the other models which can take multiple factors into consideration.
Therefore, this study focuses on utilizing MR and ANN to predict crop pest risks.

To the best of our knowledge, despite that [12] compares regression model with a
bioclimatic model in terms of Helicoverpa population prediction, study comparing
MR with ANN in terms of pest risk prediction is currently lacking. In the following
sections of this paper, a comparison between MR and ANN is thus presented.

3 Model Principles

3.1 Multiple Regression

MR is a commonly used linear regression method, which can be generally expressed
as:

(1)

where Y is a dependent variable (i.e., model output), X1, X2, …, Xn, n ≥ 1, are a set of
predictors or independent variables (i.e., model inputs) believed to be related to the
dependent variable Y. β0 is a constant called intercept, and β1, β2, …, βn are regression
coefficients. Normally, β0 and β1, β2, …, βn need to be derived by the procedure of
ordinary least squares.  is the random error, which is the difference between
desired outputs (i.e., observed values) and actual outputs (i.e., predicted values) not
accounted for by the model. When the regression expression is applied to predictive
mode, ε is omitted because its mathematical expectation is zero.

There might be multiple factors contributing as independent variables to a given
dependent variable, which touches upon the problem of predictor selection. If a predictor
significantly related to a given dependent variable is neglected, the regression equation
loses its prediction power. However, it also loses parsimony if plethoric predictors are
taken into account, some of which may be redundant or inter-correlated, leading to
multicollinearity problem. Identifying appropriate predictor set thus is a crucial step in
building an optimal regression equation in aspects of both prediction accuracy and model
parsimony.

Additionally, mathematical transformation is usually desired when the assumptions
of linear regression are violated (i.e., residuals should follow normal distribution,
random pattern and homoscedasticity, and the phenomenon measured should follow
linearity).

3.2 Artificial Neural Network

As a supervised learning technique, back-propagation artificial neural network (BP-ANN)
is one of the most widely used structures of ANN [13]. A BP-ANN is typically composed
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of an input layer of source neurons (i.e., predictors), an output layer of computational
neurons (i.e., dependent variables), and one or multiple hidden layers of computational
neurons. The hidden layers are capable of detecting and learning the relationship between
the predictors and dependent variables, including both linear and non-linear, and both
simple and complex relationships. In a BP-ANN learning process, a training input pattern
is first given to the input layer, and then the network propagates the input pattern from
layer to layer until the output pattern is generated in the output layer. If this pattern is
different from the desired output, an error is generated and propagated backwards through
the network from the output layer to the input layer for retraining. The processing units
(i.e., the neurons) in one layer are fully interconnected with every other neuron in its
forward adjacent layer, which compose the network and are analogical to the biological
neurons of human brain. The strength of connection between two neurons from adjacent
layers is named ‘weight’. The basic idea of BP-ANN is to minimize the error through
iterative backward propagation of error signals, and adjusting the connection weights
recurrently until the cost function is minimized (i.e., one consecutive step with no
decrease in error). The cost function is defined as:

(2)

where yd,k and yk are the desired and actual output of neuron k in an output layer, respec‐
tively. l is the total number of neurons in the output layer. When the value of the cost
function is sufficiently small, a network is considered to have converged.

4 Model Building

The MR and ANN modelling of this study were based on the datasets provided by the
Agri-Food & Veterinary Authority (AVA) of Singapore. It includes historical pest
surveillance data collected in AVA’s farms at Northwest Singapore and a series of
meteorological data recorded near the farms. The farms were geographically close to
each other. Two pest species were chosen for modelling because of their high risks
with worldwide presence and multiple host plants [14, 15]. The two species are the
melon thrip Thrips palmi Karny (T. palmi) and the diamondback moth Plutella
xylostella (L.) (P. xylostella), which have been continuously monitored during the
last decade using pest traps. Pest traps were deployed in five different farms to
monitor the T. palmi, and eight different farms to monitor the P. xylostella. For each
species, the average catch per month was calculated from all the traps, representing
monthly population of the pest. The surveillance over the T. palmi and the P. xylos‐
tella were conducted from January 2001 to December 2012 and from January 2003
to December 2012, respectively. Figure 1 shows the observed population variations
of the two pest species over time.
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Fig. 1. Observed monthly population variation of (a) the T. palmi from 2001 to 2012, and of (b)
the P. xylostella from 2003 to 2012.

4.1 MR Models

MR models were built to predict monthly T. palmi and monthly P. xylostella populations
(dependent variables), which could be used to determine pest risk level and degree of
emergency. According to prior studies, meteorological variables including monthly
mean temperature, monthly mean maximum temperature, monthly mean minimum
temperature, monthly mean relative humidity, monthly precipitation amount, and
monthly mean wind speed, for both the prediction months and one month prior to the
prediction months, are potential factors affecting development of the pests [16–19].
Temperature can be important factor that contributes to the growth of poikilothermic
organisms such as insects. Humidity can adjust moisture needed by pest growth. Precip‐
itation can also affect pest growth by adjusting ambient humidity or by creating floods
that cause wash-off of eggs and larvae and drowning of young. Wind can be a factor that
influences the dispersal of crop pests. There were therefore 12 variables being taken into
consideration.

Data collected before 2012 were used as training dataset and data collected in 2012
were used as test dataset. Data outliers were removed appropriately and stepwise regres‐
sion was performed for predictor selection. Base-10 logarithmic transformation was
performed on the dependent variables to meet the assumptions of the regression, and
the independent variables were Z-score standardized selectively to eliminate multicol‐
linearity problems.
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4.2 ANN Models

Individual BP-ANN models, one for each pest species, were built to also predict the
monthly pest populations, using the same set of independent variables considered in the
MR. Data outliers were also removed to improve training accuracy. Given the self-
learning capability of ANN, all the independent variables were included in training the
BP-ANN models without mathematical transformation. Data collected before 2012 were
used as training dataset, of which 20 % were randomly selected and used as an inde‐
pendent set of data records for tracking the errors leading to over-fitting. Data collected
in 2012 were used as test dataset.

Following the universal approximation theorem which states that a neural network
with one hidden layer with a sufficient number of hidden neurons can in principle
relate any given set of inputs to a set of outputs to an arbitrary degree of accuracy
[20], three-layer back-propagation neural networks consisting of one input, one
hidden, and one output layer were adopted in this study. More than one hidden layer
is also adoptable, but meanwhile it may increase the computation complexity and thus
decrease the training efficiency, i.e., more iterations may be needed to obtain training
convergence. The number of hidden neurons was determined empirically using a
trial-and-error method. Different numbers of hidden neurons, from 1 to 10, were tried
for the network trainings, the optimal number of hidden neurons within this range was
determined according to training accuracy. Numbers beyond ten were not tried
because it was suggested that involving too many neurons in the hidden layer may
cause over-fitting problem [21], which means that the network fits the training dataset
too good to be generalizable if with prediction purpose. In addition, the optimal
learning rates and the momentum constants were all parameters adjusted empirically
based on the training efficiency and accuracy. Sigmoid activation function was used,
which run within a domain between zero and one. In order to fit the sigmoid domain
and to obtain convergence within an acceptable number of iterations, all the varia‐
bles were linear normalized prior to the model training so that they fell in a range from
zero to one.

5 Modelling Results

5.1 MR Models

The fitted MR models for the T. palmi and the T. xylostella are shown by the
following equations, respectively. In each of the following equations, some of the 12
independent variables were excluded as they were not statistically significantly related
to the given dependent variable according to the stepwise regression.

(3)

(4)
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where ZMTmax is the Z-score transformed monthly mean maximum temperature,
ZMTmean is the Z-score transformed monthly mean temperature, ZMPA is the Z-score
transformed monthly precipitation amount, r denotes the month for prediction, r-1
denotes one month before the prediction month r. All the regression assumptions were
satisfied, and the constants and coefficients of the equations were significant at a 0.05
confidence interval. The overall fit of the regression models were significant
(F = 16.67, P < 0.00001 for (3); F = 10.24, P = 0.02 for (4)).

The correlation of determination R2 for (3) was 0.294 with ZMTmean(r) accounting
for 48.3 %, ZMTmean(r) accounting for 43.5 %, and ZMPA(r-1) accounting for 8.2 % of
the variation of the monthly T. Palmi population, according to the stepwise regres‐
sion analysis. The R2 for (4) was 0.117, which was low. Only ZMTmax(r-1) was found
being significantly related to the variation of the monthly P. xylostella population.
Temperature was thus identified as a key factor contributing to the development of
both species. Figure 2 plots the prediction results of the MR modelling for the test
dataset of the T. palmi and of the P. xylostella, which were not that satisfactory, espe‐
cially for that of the P. xylostella.

Fig. 2. Prediction results of the MR modelling for the test dataset of (a) the T. palmi and of (b)
the P. xylostella.

5.2 ANN Models

The R2 values for the T. palmi ANN data training and the P. xylostella ANN data
training were 0.62 and 0.53, respectively. Both R2 values were improved from those
generated by the respective MR models, indicating that the ANN models fitted the
training datasets better than the MR models did. Figure 3 shows the prediction results
of the ANN modelling for the test dataset of the T. palmi and of the P. xylostella. It
was found that the ANN prediction results were more satisfactory than the MR
prediction results.
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Fig. 3. Prediction result of the ANN modelling for the test dataset of (a) the T. palmi and of (b)
the P. xylostella.

6 Comparisons and Discussion

In this section, the MR and ANN models are compared. The comparison will firstly
adopt traditional evaluation approaches on their prediction performance, using root
mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage
error (MAPE). These values for each model were calculated using the test datasets.

While the use of these indices allows us to evaluate prediction performances across
different models, they do not account for their methodological differences. To address
this issue, the comparison will secondly focus on the methodological advantages and
disadvantages.

6.1 Comparison of Prediction Performance

The indices calculated for the test datasets were shown in Table 1. For both species, the
ANN models produced lower index values while the MR models produced higher index
values. The index values offer a global view that the ANN models generated higher
agreement between the desired model outputs and the actual model outputs, meaning
that the ANN models performed better than the MR models did.

Table 1. Index values for the comparison of prediction performance.

T. palmi P. xylostella

Model RMSE MAE MAPE RMSE MAE MAPE

MR 9.008 7.475 92.184 88.175 76.812 65.339

ANN 7.315 5.706 84.791 32.062 27.556 27.981
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6.2 Comparison of Methodology

Although ANN is better than MR in its prediction performance, it cannot be readily
concluded that ANN is always better than MR. Each of them might be suitable for
different task requirements. In this section, the advantages of the two modeling
approaches, or the lack thereof, are discussed. A summary of the advantages and disad‐
vantages are provided in Table 2.

Table 2. The advantages and disadvantages of the two modelling approaches.

Issue MR model ANN model

Relationship
modelled

Linear relationships, but
suspected non-linear effect
and polynomial relation can
be mitigated by data transfor‐
mation

Linear or non-linear, simple or
complex, or even elusive rela‐
tionships

Factor inter‐
pretation

Supported by test of statistical
significance

Problematic (black box)

Assumed
distribution

Normal distribution, can be miti‐
gated by data transformation

Robust to deviation from a multi‐
variate distribution

Possible over-
fitting

Less problematic Problematic

Suspected
Data noises/
Outliers

Problematic Less problematic

Suspected
multicolli‐
nearity

Mitigated by data transformation Less problematic

Model param‐
eter settings

Statistically derived (coefficients
and constant)

Empirically derived (activation
function, number of layers,
learning rate, momentum
factor)

As far as MR is concerned, it is the simplest and most widely used method for pest
prediction. The advantage of regression is that all the considered variables can be stat‐
istically tested for significance based on given confidence interval. The statistical test
makes the regression parameters more interpretable so that the variables which make
no sense can be eliminated from the model. The variables which are statistically signif‐
icant can be identified to be crucial to its dependent variable.

However, regression is established based on strict assumptions. The statistical power
loses if the linearity of the measured phenomenon is not strong. Although suspected
non-linear effect or polynomial relation can be mitigated by conducting mathematical
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transformation such as logarithmic and exponential transformation, it does not always
solve the issue. In addition, MR requires the residuals to follow normal distribution,
which is not always the case in real data.

As for ANN, its most remarkable advantage is that the modelling can be conducted
without prior knowledge. Any relationship between given predictors and dependent
variables can be learned by the neural networks, regardless of linearity or non-linearity.
In our empirical application, the ANN performed better than the MR because the line‐
arity of the phenomena measured was not strong, which in turns weakened the power
of the regression. Non-normally distributed data, multicollinearity issue and data noise
are also tolerable in the network training [22, 23]. It therefore offers greater flexibility
in the modelling process.

However, the importance of predictors to a given dependent variable cannot be
explicitly identified by ANN as it performs like a black box [24]. The subjectivity
involved in building the networks and in determining the model parameters (e.g., number
of hidden layers and number of hidden neurons, learning rate, and momentum factor)
further worsen the problem. People can build completely different neural networks with
inconsistent parameters. In addition, ANN is capable of fitting non-linear relationships,
but it may encounter over-fitting problem in non-linear data training.

7 Conclusions and Future Works

With the goal of exploring more effective ways for predicting crop pest risks, in order
to prevent food insecurity and emergencies, and to alleviate world food crisis, two
mainstream modelling approaches were evaluated in terms of their model performances,
and their methodological advantages and disadvantages. It was found that ANN model
predicted the pest populations more accurately. But methodologically, ANN does not
always outperform MR model. ANN has its disadvantages compared to MR.

In the future work, perhaps integrating these two models could offer a better way for
pest prediction. For example, regression can be used to identify key variables contribu‐
ting to pest development, by doing which regression can provide prior knowledge to
ANN model building in order to reduce the model complexity and improve the training
efficiency and/or accuracy. In addition, there are some other machine learning methods
that can be applied to the prediction of crop pest risks such as support vector machine
and Naive Bayes. This track can be explored in the future work. Finally, only meteoro‐
logical factors were taken into account in our modelling, but there may be other factors
that can affect the pest development, such as species competition, predation, phenolog‐
ical synchrony with host plants and parasitism. These factors can be explored to make
more robust modelling and prediction.
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Abstract. Serious Games (SG) are more and more used for training in various
domains, but notably in crisis management. In order to improve training results,
learner assessment can provide insights on what went right or wrong during a
training session. Such assessment is more complex when actors’ individual
actions must be considered, but also the results of their interactions (collective
actions). Such interactions can either be engaged with real or simulated players,
through adaptive dialogues immersing players in the different ways (actions,
procedures, …) to manage a crisis. This paper presents a multi-agent simulation
and assessment approach of SG players, targeting the management of distributed
and heterogeneous information (in nature or source) based on the concept of
Evaluation Space allowing the production of individual and collective assess‐
ments. This approach is developed and illustrated on the SIMFOR SG dedicated
to crisis management.

Keywords: Serious game · Learner assessment · Multi-agent system · Agent
based simulation · Crisis management

1 Introduction

The growing interest for Serious Games (SG), especially for training, has raised new
needs in terms of learners’ assessment [1] and behaviours simulation [2]. SG aims at
immersing learners as players in a simulated environment improving thus their moti‐
vation and involvement by having players learning by doing [3]. SG can use simulation
to reproduce a complex or expensive phenomena (physics, natural disaster, etc.) or when
there is a high number of actors, to simulate the human actors’ behaviors (called Non-
Player Characters or NPC).

The goal of the SG is to teach one or more skills to one or more actors (players).
Each SG answers in general to a particular training goal, in relation to a specific training
context related to trades (crisis and risk management [3–5], firemen operations [6], …),
or a specific body of knowledge (school or university courses), or even of social skills
(conflict management, cooperation, etc.) [7]. The qualitative or quantitative measure of
the success or failure of learning may at the same time implement ad hoc or generic
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solutions. This paper presents how automated assessment can improve the learning
objective of a multi-player (and multi-skills) SG, as applied to Crisis Management based
on a Multi-Agent Systems (MAS).

We first discuss this issue, before proposing a multi-agent approach to improve NPC
adaptability and assessment especially in a collaborative context illustrated with the
SIMFOR SG. We then detail the assessment conceptual framework and present briefly
the implementation of the new SIMFOR SG as well as some preliminary experimental
results. We conclude on the perspectives raised by our contribution.

2 Assessment in Serious Games

Serious Games (SG) are more and more used for training in various domains, but notably
in crisis management [5, 8]. Learners’ assessment in SG is a recognized as an important
research issue [1, 9] and as in real field training exercise, Game-based crisis management
assessment often relies on “human” post game debriefing either based on logs analysis,
video or interviews [10]. Moreover, it is difficult to produce a collective assessment in this
kind of SG, especially when some global goal is shared by all learners but learning
outcomes differ from a learner to another. For example, the works presented in [11, 12],
provide a framework for serious games and address the concept of learner’s assessment and
its importance. However, the learner’s assessment is performed manually either by the
learner itself (self-assessment) or by human monitors. In [7, 13], the authors show the
potential of multi-learners in SG and were inspired by MMO RP Gales (Massively Multi‐
player Online Role Playing Game) for designing SG. Research in [7] points the lack of SG
for collaborative learning and try to offer a response with Escape from Wilson Island, a SG
for learning social skills of collaboration. This work falls within the field of Computer
Supported Collaborative Learning, CSCL [14]. Nevertheless, the assessment of the collec‐
tive performance is not addressed, and focuses on the experience of individual game
players (with a survey). In [15], team score is computed as the sum of individual scores, and
do not take into account players interactions.

It should be noted that these evaluations consider in most cases homogeneous skills
as in a participatory teaching in a class of students: whether in a single learning system
or group learning, the course of each participant may vary, but the goal of training is
unique even when it incorporates the collective dimension. The issue of assessing both
individually and collectively heterogeneous skills is not addressed.

The learner assessment can also be approached from the field of Intelligent Tutoring
System (ITS) [16] were Learners’ assessment is a major theoretical and experimental
challenge. Combining the evaluation of an ITS with a serious gaming opportunities, we
can thus improve learning outcomes in SG. Among works in ITS, we can cite HAL,
Help Agent for Learning [17], an ITS for training TGV drivers and HERA, Help Agent
for Learning [4], a training tools for security management in high risk industrial sites.
The learner’s monitoring and assessment is discussed but remains individual and the
issue of collective assessment is not discussed.

Crisis management is a collaborative process that goes through the implementation
of several different tasks (depending on the role of the actor and the context) [15], players
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have specific educational objectives but share the common goal of managing a crisis.
We propose to combine ITS assessment methods to multi-player SG to improve players
feedback and thus their learning of collective procedures.

3 How to Improve Assessment in a SG: Illustration
with the Simfor SG

SIMFOR (Fig. 1) is a serious game developed by SII company (www.groupe-sii.com)
in partnership with Pixxim company (www.pixxim.fr). SIMFOR is a multi-player
game training for crisis management by allowing different people to learn skills
(shared or specific). Managing a major crisis can mobilize several hundred stake‐
holders, from the regional Prefect in his office to the firefighter in the field. These
stakeholders are required to communicate and work together in order to restore a
normal situation. The project objective is to immerse users in a simulated real-time
crisis management situation, realistic in terms of environment, self-evolving
scenarios and actors (roles). Initially based on a human assessment of the players’
skill and simplified NPC (Non-Played Characters), SIMFOR SG can benefit from
Distributed Artificial Intelligence by: (i) improving the NPC simulation (complex
behaviors and interaction); (ii) guiding the players assessment. Both objectives can
be attained with a Multi-Agent Systems (MAS) approach.

Fig. 1. Different game user interfaces of the SIMFOR SG

NPCs are used to adapt the crisis management exercise perimeter to the available
stakeholders as well as to specific training objectives. Therefore, SIMFOR is a hetero‐
geneous collaborative learning SG, where tasks are performed by different actors with
a common purpose but each one with specific individual objectives. Thus, SIMFOR
must deal with two types of learners’ assessment: individual and collective. Solving the
crisis requires the resolution of all procedures of the stakeholders, so individual evalu‐
ation can affect the collective evaluation, and conversely the collective evaluation can
affect the individual evaluation too. For example if a learner has successfully executed
his procedures, but the main purpose was not reached (material and human loss for
example), the learners must be evaluated on their individual and collective performance
to infer the reason of failure (lack of communication, missing procedure of another
learner, …). The following sections explain how player’s immersion and assessment
can be improved.
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3.1 Agent Oriented Simulation for Realistic Adaptive NPC

The use of MAS to develop software avatars simulating the behaviour of human players is
not new [18]. The interest of the MAS for SG is well known (realistic and adaptive behav‐
iour, modularity, behaviour models understandable by non computer science experts,
organisational modelling …) [2], so this section will present briefly how NPC simulation
capabilities of the SG has been dealt with. To design our agents, we have adopted a BDI
architecture (Beliefs, Desires, Intentions), a classic approach to design agents using delib‐
erative behaviours, giving them a certain ability to adapt through complex behaviours [19].
A design tool has also been developed to facilitate the design of game scenario in terms of
behaviours and agent types. The NPC must also be able to interact with other players
(human or NPC) and act during a game session, depending on the state of the physical
environment (represented by the 3D environment in SIMFOR). We propose an ad hoc BDI
model as a set of agents, actions and facts. The agent model is:

(1)

A game agent (GA) seeks to achieve its goals (assets whose preconditions are veri‐
fied) by activating the appropriate plans based on its knowledge (defined as a declarative
list of facts). Each plan consists of actions directed towards the environment or towards
other actors producing effects on this environment or sending messages. The concept of
effect reflects the social actions and physical influence of agents in the environment. The
reasoning of the agents includes (implicitly) decisions and actions. In the case of inter‐
actions between players (human or not), possible Dialogues are modelled as a tree where
nodes are sentences, each having preconditions to be respected and a list of receiver (all
roles, list of roles…). This interaction modelling choice is justified by the need to refer‐
ence each interaction in relation to the behaviour expected in the crisis management
procedure learned.

3.2 Multi-criteria and Distributed Assessment: The Evaluation Space Concept

Integrating evaluation in a serious game involves the use of knowledge, information or
data produced or processed continuously until the end of the game. Each information
requires a specific manipulation (or a reasoning about these knowledge) to extract eval‐
uation. This section develops a modelling contribution which adds learners’ assessment
capabilities to the SIMFOR SG taking into account the various nature and origin of
information elements required to produce these assessments. Each information element
requires special handling (or reasoning on this knowledge) in order to produce an
assessment. We define here the evaluation space concept, Sect. 4 will instantiate three
evaluation spaces, each one constituting a point of view on the learner’s assessment.

A natural way to deal with the complexity of this information management (in the
broad sense) is to divide and organize this information into homogeneous groups which
can have a dedicated primitive to produce an assessment. The evaluation space concept
is part of this approach encompassing all the elements needed to produce assessments,
considering the game scenario through different views, each corresponding to a partic‐
ular assessment objective. An evaluation space is defined as:
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(2)

• Knowledge representation model (Kw): There is different kind of knowledge (data,
facts, procedures, learner model), each based on a specific modelling paradigm (data
modelling, rule based, Bayesian networks …). To ensure homogeneity each space
has a set of similar knowledge representation language.

• Indicators (I): An indicator is a quantitative data that characterizes an evolving
situation (an action or consequences of an action) in order to evaluate their status.
The use of indicators for the learners’ assessment is recurrent in SG [9].

• Metrics (M): The metrics represents the methods and unit of measure used to exploit
the knowledge. It can be used to compare expected results following actors’ behavior/
decision to their actual doings or to analyze an interaction graph. Thus, the metric
quantifies the indicator to compute an assessment.

• Assessment model (AM): There is different model of assessment, depending on the
space and his knowledge representation. The assessment can relate to an action or a
procedure or a global assessment. An indicator computation relies on a specific
assessment model according to its associated metric.

Thus, an assessment model AM can be seen as a utility function (see formula 3) that
produces an indicator I from a subset of knowledge Kw (expressed as a mode of repre‐
sentation) and its associated metric M.

(3)

In the particular case of crisis management, the variety of skills and related knowl‐
edge may make difficult the (re)design of a SG. By defining the components of a space
evaluation, we seek to guide their characterization independently of the application
domain, as well as the identification of skills to be assessed in a serious game. The
concept of space and evaluation can facilitate the design process of SG.

4 Applying the Evaluation Spaces to a Crisis Management SG

Adding learners’ assessment to SG raises issues in terms of representation, manipulation
of knowledge and data acquisition, but also assessment methods (in a mathematical
sense). The SIMFOR project presents interesting features by its multi-actors and collab‐
orative nature. Therefore two different kind of assessments are needed, either computed
in real time (to show the progress of the player) or at the end of the game:

• Individual assessment is a summative assessment that assesses and certifies the
learning of the learner at the end of a game scenario.

• Collective assessment provides an assessment to the collective performance of the
group. It is based on the various communications and interactions between actors
(learners and NPC) and thus allows to infer a causal relationship between the missions
of the various actors (actor A has failed in its mission because the actor B did not
send the correct information to simulated actors).

Improving Players’ Assessment in Crisis Management Serious Games 89



The overall assessment, which can be determined at the end of a game session, will
integrate both individual and collective assessment. Certification of competence or
knowledge of the learner can be obtained by aggregation of such assessments. After
analyzing the different characteristics of the learners’ assessment for crisis management
(interactions, behavior, environment) we have defined three different areas of assess‐
ment: consequences on the Physical environment, Behavioral and Social abilities. These
different Evaluation Spaces are described below.

4.1 The Physical Evaluation Space

The Physical Evaluation Space represents the view of the SIMFOR virtual environment
and allow to assess the learners’ outcomes from the virtual environment. The knowledge
(Kw) in this space is based on the information of the 3D models (avatars, transport
means, disaster, vegetation, trees, etc.) as well as the meta data from the geographic
information system (GIS) such as building type (commercial, residential, school, etc.),
the number of people in a building, etc.

The indicators (I) used in this space will be used to produce an assessment of both
individual and collective assessment. For example, an avatar moving from point A to
point B (individual assessments) requires the starting position, the ending position, and
the elapsed time. On the other hand the physical space can also provide indicators for
collective evaluation: e.g. human and material losses. This indicator can give an idea
about the overall performance of the group.

The metric (M) allow to quantify (unit, distance calculation function, etc.) the indi‐
cators previously defined. For example, the metric for material losses indicator may be
the cost in Euros.

The assessment model specify how the learners’ performance is computed (e.g.
preferred travel time rather than travel cost). The assessment model is represented by
an objective function that includes various indicators (human and material losses, means
used, etc.) to compute the learners’ performance (score).

4.2 Behavioral Evaluation Space

The Behavioral Evaluation Space represents the procedural view of SIMFOR and allows
the SG to assess the learners’ behaviors related to the crisis management.

The knowledge representation in the behavioral space includes the learners’ actions
and knowledge as well as the different information on the skills and procedures to learn
(corresponding to the learner model and the domain model of an ITS [16]). The knowl‐
edge (Kw) involved in this space is modeled as a set of actions and missions. Each role
(assigned to an actor) is assigned a set missions to perform for a given scenario.
A mission is composed of a set of preconditions, a set of previous missions, and finally
a set of actions to perform to reach the goal of the mission. Actions are declined in
different forms depending on the actions that players can perform in SIMFOR such as
phone action, fax, radio, talk, move (walking or with a vehicle), and daybook (simulate
a web blog for disaster monitoring).
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Given the heterogeneous nature of the actions, a specific indicator (I) is defined for
each action, to compute the action efficiency. For assessing learners’ missions, we have
identified six general indicators (I) measuring if a player has acted accordingly to the
situation: such as if he has respected the precondition of the mission and the actions
sequence, how well and how fast each action has been executed, idle time etc. (see [20]
for detail on the indicators computation).

The metrics used in this ES are mainly represented by the time or logical properties
as precondition, or scheduling. To have an equal weight between all indicators, the
maximum score for each indicator has been standardized as ranging from 0 to 1.

The assessment model AM allow to compute the mission score and it is the average
of the scores produced by different indicators defined in Table 1. Each SIMFOR action
is assigned a specific assessment model (given the heterogeneous aspect of the actions).
For example, for the phone action, the indicators (I) are the communication time, the
target actor and the information exchanged (in case of textual dialogue with a NPC).
The action efficiency is the average of these indicators.

Table 1. Actions performed by the actor for the mission Inform the authorities.

Actions Reference action Indicator Score

Phone(duration, target,
msg) = (77, officer,
{TMD})

Phone(45, officer,
{TMD})

ActionPhoneIndi‐
cator(stime,
target,
msg) = (45/77, 1,
1)

0.86

Fax(duration, target,
faxName) = (232,
officer, information‐
Sheet)

Fax(120, officer,
informationSheet)

ActionFaxIndi‐
cator(stime, tatget,
faxName) = (120/
132, 1, 1)

0.83

Fax(duration, target,
faxName) = (13,
mayor, information‐
Sheet)

Fax(120, mayor,
informationSheet)

ActionFaxIndi‐
cator(stime, tatget,
faxName) = (1, 1,
1)

1

… … … …

In order to illustrate the learners’ assessment in the behavioral space, we’ll take a
sequence of game play for an actor and try to analyze the influence of different indicators.
Here, the CODIS actor (Departmental Center for Operational Fire and Rescue Services)
has received information about the accident from a firefighter on the scene. The CODIS
mission is to inform the authorities of the TDM accident.

Actions to achieve this mission are described in Table 2. The first column shows the
action performed by the learner with the call duration, the target actor, and the messages
exchanged. The second column shows the reference action (from the domain model).
The third column represents the defined indicator to assess the action phone, the score
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will be an average between the time score (ratio between expected and real duration of
the action), a score related to the target actor (0 or 1 if the right actor is contacted), and
a score related to the messages exchanged (set of sentences exchanged during the
dialogue). The execution time of the last action is low because the learner has sent the
same fax to the officer, and only has to retransmit it.

Table 2. Mission assessment: inform the authorities (CODIS)

Indicators Outcome Score

Precondition Prec = {TDM} 1

Order Actions = {phone, fax, fax, fax,
fax}

1

Actions count Nb action = 5, nb actions
(expert) = 5

1

Duration Time = 589, estimated time = 525 0.7

Idle time Idle time = 246 0.03

Actions efficiency Action efficiency = {0.86, 0.83,1,
1, 1}

0.93

Mission score 0.77

Table 2, describes how the indicators of the mission and the scores produce the
mission assessment. The first indicator is the respect preconditions, the learner (CODIS
role) triggered the mission after receiving information (TDM) from the firefighter on the
scene and thus satisfies the precondition TDM and the score is equal to 1. The second
and third indicator relates to the sequence of actions the learner has to perform (correct
number) and in the correct order (both scores are 1). The execution time of the mission
is the fourth indicator. The difference between the duration provided by the expert and
the player actions are compared relatively to the duration itself (to differentiate small
variations compared to short or long duration). The fifth indicator relates the idle time
of the learner, calculated by accumulating the idle time between each action of the
mission (inactivity score is 0.03). Idle time has a great influence on the score for crisis
management, the learner must not lose time between the executions of each action of
the same mission.

The last indicator relates to the actions efficiency, this indicator is calculated by the
average of the actions efficiency scores presented in Table 3. The overall score of the
mission is the average of six indicators and is equal to 0.77. After (or during) the game,
the learner can have information on its performance, and can see that his idle score is
low and he was not reactive enough for executing the mission actions.
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Table 3. Exercises result from the TDM scenario.

Learners Exercise 1 - Exercise 2 
Individual Social Missions Global Individual Social Missions Global

CODIS 0.817268 0.804907 0.82963 0.85349 0.845879 0.861111
Mayor 0.943310 0.882632 1 0.957254 0.914508 1
Prefect 0.755899 0.865317 0.646481 0.763133 0.852076 0.675990
Sub-Prefect 0.763071 0.88662 0.639522 0.783950 0.889330 0.678570

Group 0.859869 0.778090 0,65 0.875448 0.803918 0,76

Global 0.762653 0.813122

4.3 The Social Evaluation Space

The Social Evaluation Space represents the interaction (simple communication, coor‐
dination/cooperation …) between different actors and including the collaborative dimen‐
sion of learning. The social space is represented by a social graph that describe every
interaction between actors and allows to compute an interaction strength between each
actor as well as the global coupling of network. Assessment will be based on these
measures. In [2], we find considerations on the representation and exploitation of inter‐
actions for the learners’ assessment. The indicators presented in this space are the
network coupling and the strength of interaction between actors and are calculated as in
[21]. Short and frequent exchanges (between actors) produce a strong coupling, while
long and rare exchanges reflect a weak coupling. This indicator will determine if the
actor has interacted with the right actors.

The Knowledge (Kw) modeled in this space is represented by a set of interactions,
wherein each interaction is characterized by:

• Actor at the origin of the interaction.
• Actor target of the interaction.
• Interaction type (phone, fax, radio, …).
• Interaction date.
• Interaction duration.

Indicators in the social space are based on the network coupling. The interactions
between the actors enable us to compute the network coupling like the interaction
network in [22], but taking into account specific considerations to the field of risk
management and more particularly the study of interactions between firefighters in
operation [23]. The metric used to compute the network coupling are based on the
number of interactions and their duration, and the time between each interaction. From
the coupling between actors, we compare the coupling of the exercise and the coupling
provided by the domain expert (calculated on the domain model). If the coupling is weak
between A and B whereas strong in the reference graph, it means that there was a lack
of communication between A and B during the exercise.

Figure 2 shows an example of a network coupling of SIMFOR exercise. In graph
(a), the maximum coupling is obtained by the relationship between the prefect and sub-
prefect. In graph (c), the interaction between the prefect and the mayor is red (dashed
line), showing thus a negative difference (the coupling during exercise between the two
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actors is lower than the reference coupling revealing a lack of communication). The
interaction between CODIS and fireman is blue (dotted line), showing a positive differ‐
ence (coupling during exercise between the two actors is greater than the reference
coupling i.e. surplus of communication). Thus, by computing the network coupling, we
can address the individual assessment of an actor in his relationship with others
(comparing interactions between actors) and the collective assessment (through the
global network coupling) by comparing the result of the exercise with the coupling
provided by the expert (extracted from the domain model).

Fig. 2. An example of the network coupling for a SIMFOR exercise. The graph (a) shows the
interaction force of the group during the exercise (a black color correspond to the maximum
coupling). The graph (b) shows the reference graph computed from the domain model defined by
the expert. The graph (c) shows the difference (b-a) between the graph (a) and the graph (b).
Thicker lines indicate strong coupling and conversely thin lines low coupling (Color figure online).
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5 Implementation and First Experiments

This section introduces the general architecture of our system and presents some
preliminary experiments results.

5.1 General Architecture

The SIMFOR architecture combines elements from the Intelligent Tutoring System and
Serious Game domains (Fig. 3). Our goal is to associate the playful learning of SG and
the different modules of an ITS (domain model, learner model, pedagogical model) to
get the optimal learning environment. The SIMFOR architecture is composed of the
following components:

• The SG module (SIMFOR): this module includes the 3D models, user interface (as
a communication channel between the learner and the system), simulation module
(for natural phenomena such as fire propagation), and data models. This module
constitutes the former “perimeter” of the SIMFOR SG to which behaviour simulation
and user assessment capabilities are added.

• The Behaviours Simulation module: allows simulating humans’ behaviours to
replace absent players with “artificial” actors (Game Agent).

• The Evaluation module: the evaluation module provides skills assessment of
players in real time to the pedagogical module.

• The Pedagogical module: which plays the role of a virtual tutor accompanying the
learners by providing support and help during (and after) their training.

• Knowledge representation module: All knowledge used or produced by the
previous modules of our proposed architecture are stored as an ontology in the domain
model and the learner model. The ontology describe the general domain of crisis
management (adapted to the SIMFOR context). The Domain model represents the
general concepts of crisis management and is segmented into parts representing a
role or a skill to learn. For each learner or agent, a Learner Model is associated, which
represents its mental state at a time t.

The SIMFOR SG and its additional modules has been developed in C++ with QT
interfaces. The evaluation module is based on agents Detail on the multi-agent archi‐
tecture is described in [20]. Briefly, These agents collect learners’ data, process and
evaluate learners data and provide support to learners. They also simulate actors by
acting in the 3D environment and exchanging messages with other actors.

5.2 Experimental Result

In this section we present an example of crisis management scenario, the case of a
Transport of Dangerous Materials (TDM) scenario which is interesting as it involves
several roles such as fire-fighters, police, mayor, prefect … Moreover, the TDM scenario
may evolve into an environmental pollution scenario (chemicals leakage), or large fire
disaster (flammable products), if badly handled.
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The TDM scenario was developed with the help of a crisis management expert and
aims to sensitize the stakeholders to the different consequences that may result from a
TDM accident. The scenario begins with a TDM truck overturned after a traffic accident
on a roundabout in the outskirts of Arles (city in south of France), close to a school, the
Rhone river and a railway. The tank is damaged and hydrocarbon spills on the road.
A witness to the accident gave the alert. The domain expert defines beforehand (via the
domain model editor) the missions related to each role as well as the exercise scripting
(via scripts that can trigger events under certain conditions).

To start the exercise, we must first run a SIMFOR server with the selected scenario
exercise. Once the server is launched, players connect to the server, either by internet
or local network (for our tests, the exercise was a local network but learners were in
different rooms). Once all learners are connected the exercise starts. In our first experi‐
ment, four learners and seven NPC are engaged in the TDM exercise.

The TDM scenario begins with the CODIS sending a fireman at the accident scene
to interrogate the witness and gather information about the accident. Once the informa‐
tion confirms a TDM accident, the CODIS warns an officer (fireman) and drafts an
information sheet on the incident and sends it by fax to the officer, the mayor, prefect
and sub-prefect. The officer, for his part, must send a second fireman on the disaster
scene with a Water-tender vehicles and gives first step instructions to the fireman in
scene. Once the information sheet received, the prefect must discuss with the sub-prefect
to agree on the location of the forward command post (FCP) and triggers ORSEC plan
(filled and distributed via fax by the prefect). The civil security advise their actions
through the daybook tool after each major action. The sub-prefect is responsible there‐
after to inform the CODIS and the police of the FCP place before he goes, and discuss
with the mayor to identify the potential risks around the disaster (school evacuation,
area risk, etc.). The officer uses the FCP truck to go to the FCP place and engage in a
debriefing with the fireman on the progress of the situation and reports it to the sub-
prefect at FCP. Depending on the severity of the situation (pollution, hydrocarbon fire),

Fig. 3. The general architecture of SIMFOR
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the sub-prefect broadcasts a press communication to the media and requests an additional
resources if needed. If the situation requires, the sub-prefect should contact the mayor
to evacuate nearest building of the disaster such as the school. Once the disaster
controlled, the prefect sends a prefectural order (decree), to call the end the ORSEC
plan, to the CODIS, mayor and policeman.

All evaluation results and the learners’ feedback are saved in a XML file containing
for each learner:

• List of performed actions.
• Assessment result for each action performed.
• The history feedback of the learner.
• The assessment of each mission completed.
• The social and the final score of the learner.

In addition to individual assessments, the resulting file contains the history of all
interactions between the different actors, which allows as to compute the interaction
strength (network coupling), the difference graph and social score to produce a global
and collective assessment (with the integration of other global indicators depending on
the scenario exercise). Additionally, the result file provides also other indicators purely
observable such as the global coupling history (we can deduce the key moments of the
scenario exercise due to spikes in the coupling graph), or the actions sequence on the
time scale.

This experiment aimed to (i) check the automatic assessment relevancy and (ii) to
evaluate the learners’ progress using the SIMFOR SG. To assess the first point, learners
receive question forms related to the scenario exercise in order to compare these results
to the automatic assessment provided by SIMOR. For the second point, we have
performed two exercises and compared the learners’ performance evolution between
the exercises. The scores obtained are exposed in Table 3.

The exercise results in Table 3 show that all learners have improved their perform‐
ance between the two exercises. For each exercise, the first column contains the players’
final individual score as the average of their individual behavioural scores (i.e. how well
they have executed their mission) and social. The “group” row lists the collective (as a
group) social score (average of all individual social scores), behavioural score (average
individual behavioural/mission score), and physical score. The collective physical score
is related to the area finally affected by the disaster which grows up until the disaster is
controlled (fire propagation simulation). The last row gives the general performance of
the group. All scores computed are normalized to the interval [0, 1] (actions, missions,
social, physic, individual and collective).

Table 4 presents the players’ score resulting from their answers to the question form
(with specific questions related to their role). The forms’ scores are coherent with the
automatic assessment: all learners have improved their performance, and the consistency
of the automatic assessment compared to the forms results is confirmed except for the
prefect and the sub-prefect due to many and long procedures to do introducing some
noise in the assessment (additional actions, delay, …), but combining the missions score
with the social score refines the automatic assessment.
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Table 4. Forms results from the TDM scenario.

Learners Exercise 1 Exercise 2
Forms 

responses
Mission &

Individual scores
Forms 

responses
Mission & Individual 

scores
CODIS 60% 0.82963 - 0.817268 91% 0.861111 - 0.853495
Mayor 100% 1 - 0.943310 100% 1 - 0.957254
Prefect 81% 0.646481 - 0.755899 81% 0.675990 - 0.763133
Sub-prefect 75% 0.639522 - 0.763071 87% 0.678570 - 0.783950

6 Conclusion

With the growing interest of serious games for training, the issue of learners’ assessment
is increasingly crucial. This paper has presented how to improve NPC simulation and
players assessment in a Crisis Management SG with an adapted BDI model and the
Evaluation Space framework. Assessment is realized through a multi-criteria (evalua‐
tion of different trades and skills) and distributed (via dedicated evaluation spaces)
assessment system supported by a multi-agent system. The new SIMFOR SG has been
implemented and tested on a realistic TDM scenario, but more extensive on-field exper‐
imentation is required for complete validation.

Future work may consider adding emotional factors in the NCP behaviour (simu‐
lating panic) which can simulate time/stress constraints to the players facing such
behaviours. Collective assessment is promising and deserves more investigation. The
Evaluation Space concept allows quantitative evaluation of the interactions, but can be
extended to qualitative interaction by analysing the content of the interaction (and not
only who and when), but would not call into question the present framework as only
new low level agents is required, confirming the relevancy of our approach.
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Abstract. This research work introduces the Risk Situation Awareness Provi-
sion (RiskSOAP) methodology. The concept of ‘risk SA provision’ reflects the
inherent, according to the system design and development, capability of each
system part to provide its agent with SA about the presence of system threats
and vulnerabilities, possibly leading to accidents. The RiskSOAP methodology
is accompanied by its corresponding indicator, which is used to measure the
capability of a complex socio-technical system to provide its agents with Situ-
ation Awareness (SA) about the presence of its threats and vulnerabilities. The
RiskSOAP indicator also enables analysts to assess Distributed SA (DSA).
RiskSOAP is applied to the socio-technical system involved in the Überlingen
mid-air collision accident as a demonstration of how to apply the methodology
and calculate the corresponding indicator.

Keywords: Dissimilarity measures � Distributed situation awareness � EWa-
SAP � Safety � STPA � RiskSOAP

1 Introduction

In the literature there is a plethora of definitions for SA. One widely cited definition
proposes SA as a state of working knowledge of an individual; it is how much and how
accurately he/she is aware of the current situation and concerns (1) the perception of the
elements within a system, (2) the comprehension of their meaning, and (3) the pro-
jection of their future state [1] The number of proposed definitions is analogous to the
models which explain the different types of SA, including: the individual SA model [1],
the team and shared SA models [2, 3], the meta [4], compatible [3], and collective [5]
SA models, and the most complex one, the DSA model [6]. DSA implies that no one
system agent, namely humans and automated controllers within a system has a com-
plete picture of the situation in which the system finds itself, but just a facet of the
corresponding situation at any point in time [4].

So far, the only reported DSA-focused method is the Event Analysis of Systemic
Teamwork (EAST) [7]. It makes use of three networks, i.e. task, social, and infor-
mation ones, that describe the relationships between tasks, their sequence and inter-
dependencies, the organisation of the system and the communications between agents,
along with the information that these agents use and communicate [7]. However, EAST
is not a DSA measurement technique, but finally offers a depiction of information flow
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between the interacting human and nonhuman agents [8]. It is a stepwise description
and guidance for studying and depicting agents and networks of agents involved in the
acquisition and maintenance of DSA through information processing and assessment.
The outcome of this method is qualitative and it mostly bears a resemblance to
semantic networks [8].

The RiskSOAP methodology embraces a different perspective, compared to any
other SA measurement technique that carries at least one of the Seven Issues on DSA
[8], as recorded in the literature. According to those seven issues, complex
socio-technical systems require more holistic reasoning and targeted approaches that
the existing ones that focus either on individuals or on teams of individuals [8].
Overall, compared to RiskSOAP, no other, reported so far, SA measurement technique,
gives a quantitative expression to the risk SA provision capability (for more see [8, 9]).

Turning to the subject of ‘risk SA provision’, it reflects the inherent, according to
the system design and development, capability of each system part to provide its agent
with SA about the presence of system threats and vulnerabilities, possibly leading to
accidents. In short, this capability stems from the number, type, and characteristics of
each one of the system elements that together shape the different parts of it, laying thus
the foundation for the emergence of risk DSA [9]. As a result, all or some parts of a
socio-technical system can be designed and developed with more or less enhanced risk
SA provision capabilities, integrating or leaving out elements, such as sensors capable
of detecting more threats and vulnerabilities as well as agents whose mental or process
models sufficiently represent possible accident scenarios etc.

The RiskSOAP methodology is applied to the Überlingen mid-air collision accident
in order to demonstrate how to take the steps of the methodology and finally calculate
the value of the corresponding indicator as an assessment of the system’s DSA. Using
the Überlingen accident, this paper also provides evidence that the risk SA provision
capability is dynamic by nature in a manner that it varies according to the design
specifications of each complex socio-technical system [9].

However, the main contribution of this paper is not the use case, but the RiskSOAP
methodology for assessing DSA regarding safety issues. Given that systems consist of
specifications and components possible to be mapped, RiskSOAP demonstrates the
feasibility of measuring to what extent systems’ elements contribute to the emergence
of DSA.

2 The RiskSOAP Methodology

The methodology is grounded on two pivotal assumptions:
Assumption 1. The awareness of threats and vulnerabilities (i.e. the risk SA)

enhances safety. This assumption accords to the works of [10, 11] supporting the
positive correlation between safety and awareness.

Assumption 2. An ‘ideal’, in terms of the risk SA provision capability and risk
DSA, system design could derive from hazard analyses, because they help designers
gather essential system elements and characteristics that ideally should be included into
the system design, serving to enhance its preparedness against accidents.
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Grounded on these two assumptions, the methodology goes through three stages:
(1) in terms of the system perceiving its threats and vulnerabilities, define the ‘ideal’1 or
otherwise the ‘to-be’ image2 of the system using a comprehensive hazard analysis and
early warning sign identification techniques, (2) identify the real or otherwise the ‘as-is’
one, (3) employ a comparative strategy aiming to depict the distance between the two
images of the system and interpret the distance value, obtained by the introduced
indicator, on the basis of risk DSA. The phases of the RiskSOAP methodology are
presented in Table 1.

Existing approaches (from unrelated to each other research fields) are utilized to
fulfill the objectives of the 1st and the 3rd Phase of the methodology. The methods used
by RiskSOAP are: (1) the STAMP Based Process Analysis (STPA) [12] and (2) the
Early Warning Sign Analysis based on the STPA (EWaSAP) approach [13], which
both define the elements and the characteristics that should be included in the ideal
image of the system, and (3) a binary dissimilarity measure to depict the distance
between the ideal and the real system image.

Nevertheless, the researcher can use any other hazard analysis, early warning sign
identification approach, or dissimilarity/similarity measure he/she prefers.

2.1 STPA and EWaSAP

Leveson’s Systems-Theoretic Accident Model and Processes (STAMP) [12] advocates
that accidents involve a complex, dynamic process, meaning that they are not simply
chains of component failure events. Safety is treated as a dynamic control problem,
rather than a component reliability problem. It is also an emergent property that arises
when system components interact with each other within a larger environment. While
encapsulating the STAMP principles, STPA is a top-down hazard analysis technique
that generates high-level safety requirements and constraints. Compared to traditional
hazard analysis techniques, e.g. fault and event tree analyses, STPA identifies not only
detectable events, such as technical failures or human errors, but also inadequate
control actions and scenarios or paths to accidents. It does not generate a probability

Table 1. The RiskSOAP phases and steps.

Phase 1↓ Step 1.1. perform the STPA hazard analysis
Step 1.2: carry out the EWaSAP approach

Phase 2↓ Step 2.1: create the ideal system vector
Step 2.2: create the real system vector

Phase 3 Step 3: apply Rogers-Tanimoto dissimilarity measure

1 No methodology can perfectly fit all purposes or cover all aspects of a complex socio-technical
system. However, an approximation of its behaviour and components can be based on systems
theoretic hazard analysis techniques and early warning sign identification approaches.

2 The word ‘image’ was intentionally chosen, since the methodology is inspired by pattern matching; a
comparison between a target image template and a query image.
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number related to a hazard, since the only way to generate such a probability of an
accident for complex systems is to omit important causal factors that are not stochastic
or for which probabilistic information does not exist [12].

EWaSAP extents STPA by adding extra steps to guide analysts in identifying those
perceivable signs, which indicate the presence of flaws and the violations of designing
assumptions during the operations phase of a system [13]. EWaSAP introduces an
additional type of control action, the awareness action. An awareness control action
allows a controller to provide warning messages and alerts to other controllers inside or
outside the system boundaries, whenever data indicating the presence of threats or
vulnerabilities is perceived and comprehended. Table 2 shows the sequence of exe-
cuting the STPA and the EWaSAP steps as one process.

2.2 Dissimilarity Measures

In the literature, there are plenty of distance/dissimilarity measures, which detect the
mismatching bits of two binary data sets. The selection of the proper dissimilarity
measure is customised to the assumptions made by the investigator during a specific
problem statement. In this paper, Rogers-Tanimoto is chosen, on the basis that it is the
only Boolean metric that gives weight to the dissimilarities between two compared
vectors by multiplying them by two, i.e. ‘2*S10’, ‘2*S01’. Its formula is [14]:

RTdði; rÞ ¼ 2S10þ 2S01
S11þ S00þ 2S10þ 2S01

ð1Þ

The terms: ‘S00’, ‘S01’, ‘S10’, ‘S11’ denote the total number of the corresponding
(0,0), (0,1), (1,0), and (1,1) pairs of binary integers, of the two compared vectors.
Figure 1 conveys that in order for vectors to be compared they have to have the same
number of rows; the number of rows for both vectors on Fig. 1 is 5. There is therefore a
one-by-one relationship between the binary integers that shape a specific pair.

Fig. 1. A graphical explanation of the ‘pairs’ and ‘totals’ for the dissimilarity measures.
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Table 2. The STPA and EWaSAP steps.

STPA steps and description EWaSAP steps and description

STPA(1): Identify system hazards &
translate them into top-level safety
constraints

EW(1): Decide if there is anyone outside the
system who needs to be informed about the
perceived progress of the hazard or about
its occurrence

STPA(2a): Create control structure
STPA(2b): For each controller in the control
structure identify its unsafe control actions

STPA(2c): Restate the inadequate control
actions as safety constraints/requirements

EW(2): Aim: Identify useful sensory services
(i.e. video surveillance cameras pointing)
installed in or possessed by systems
outside of the system in focus and establish
synergy

EW(2a): For each top level safety constraint
identify those signs which indicate its
violation

EW(2b): Find those systems in the
surrounding environment with sensors
capable of perceiving the signs defined in
EW(2a) & request to establish synergy

STPA(3a): For each controller in the control
structure create a model of the process it
controls

STPA(3b): Examine the parts of the control
loops to determine if they can contribute to
or cause system level hazards

EW(3): Aim: Enforce Internal Awareness
Actions

EW(3a): Describe what needs to be
monitored & what type of
features/capabilities the sensors must have
so that to make the appropriate controllers
capable of perceiving:

- the signs indicating the occurrence of the
flaw
- the violation of the assumptions made
during the design of the system
EW(3b): After design trade-offs and
selection of sensors, define which patterns
of perceived data indicate the occurrence

(Continued)
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Some facts about dissimilarity measures are the following: (a) The minimum dis-
similarity is ‘0’; when the dissimilarity of two binary vectors tends to ‘1’, then the
vectors are almost dissimilar. (b) All variables are brought into a common scale,
between ‘0’ and ‘1’, i.e. they are normalised. (c) Distance can be defined as a dual of a
similarity measure d(i,r) = 1 - s(i,r); a similarity can be expressed as the complementary
of the corresponding dissimilarity, and vice versa.

3 The Überlingen Mid-Air Collision Accident

In this accident two aircraft (i.e. Flight 2937 and Flight 611) controlled from Zurich
were on a collision course. Normally, two ATCs handle the airspace, but because of
low arrival traffic at the airport that night, the one of them was on a break and the other
was monitoring simultaneously two display consoles, separated by over a meter. The
main radar system was functioning in fallback mode overnight, without visual but with
aural Short Term Conflict Alert (STCA) warning system, meaning that the ATC had to
use a slower system. Additionally, on the night of the accident the main telephone
system that enables ATCs to communicate with one another was out for maintenance
and the back-up system had a software failure, which no one in the company had
noticed. Under these circumstances, the only ATC on duty did not realise the problem
in time, and thus failed to keep the two aircraft at a safe distance from each other [15].
Only less than a minute before the accident did the ATC realise the danger and
contacted Flight 2937, instructing the pilots to descend in order to avoid the collision.
The TCAS on Flight 2937 instructed the pilots to climb, and the TCAS on Flight 611
instructed the pilots to descend. Flight 611 initially followed the TCAS advisory and

Table 2. (Continued)

STPA steps and description EWaSAP steps and description

of the flaw and/or the violation of its
designing assumptions

EW(3c): Update the process models of the
controllers with appropriate awareness and
control actions, which should be enforced
based on the perceived early warning
signs, so that to warn about, adapt to, or
eliminate the causal factor to the loss
which is present in the system

EW(3d): For each perceived warning sign,
define its meta-data/attribute values to
ensure that it will be perceived and
ultimately understood by the appropriate
controller/s

STPA(4): Restate any flaws identified as
safety constraints & repeat STPA(3a) &
STPA(3b)
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initiated a descent, but they could not immediately inform the ATC, due to the fact that
he was dealing with Flight 2937. However, Flight 2937 disregarded the TCAS advisory
to climb, and instead began to descend, as instructed by the ATC, thus both airplanes
were now descending. Unaware of the TCAS-issued alerts, the ATC repeated his
instruction to Flight 2937 to descend, giving the crews incorrect information as to their
relative position.

As regards the causes of the accident, official accident reports [16, 17] involve both
(a) technical and (b) organisational deficiencies. Referring to the technical ones, the
German Federal Bureau of Aircraft Accident Investigation (BFU) [16] puts emphasis
on the operation of the radar system in fallback mode. This degradation of the radar
services induced more “system degradations” and “unusual situations” [16]: (1) no
automatic correlation of the flight targets was possible and the optical STCA was not
displayed, (b) the direct phone connections with the adjacent ATC units were not
available to the ATC in Zurich, thus the calls from adjacent ATCs were registered but
not answered. Besides, the written directives concerning the accomplishment of the
work did not include explanations about the effects that the fallback mode would have
on the availability of technical equipment [16]. With reference to the TCAS, BFU [16]
argues that it normally contributes to the awareness of the crew, however, in the case of
Überlingen it finally contributed to the accident because the regulations concerning
TCAS were not standardised, but incomplete and partially contradictory. Finally, due
to no automatic TCAS downlink in place, carrying information about the issued
advisories to the ATCs, radio delays and loss of information were possible to occur
[18]. Referring to organisational issues, in the BFU [16, p.84] accident investigation
report is stated that: “at the conscious level humans have limited attention resources.
When these limited resources are time-shared between multiple demanding tasks, as in
the case of the controller, the continuous detailed analysis of all incoming external
information is not possible”. This practically means that the single man operation
deteriorated the ATC’s workload and reduced his ability to maintain an awareness of
the situation in a timely manner. Under the same notion, Wong [18] regards infor-
mation sharing among team members as a variable that positively affects controller’s
SA. Referring again to the ATC, Johnson [17, p.9] points out that “it is difficult to
determine what might have made him aware of the potential conflict…it seems much
more of a coincidence that the controller responded”. This gives rise to the implication
that there was no official mechanism for making the ATC aware of the situation in the
airspace.

4 Applying RiskSOAP to the Überlingen Accident

As illustrated in Table 1, the RiskSOAP methodology consists of three phases. In Phase
1 and while considering that there are no limitations regarding the available resources,
the STPA hazard analysis (Step 1.1) establishes safety constraints/requirements to
define the ideal image of the system. Similarly, internal sensory services to capture
early warning signs are determined by the EWaSAP approach in Step 1.2.

Based on the above findings, in Phase 2 one can create the ideal system vector (Step
2.1) consisting of qualitative values, i.e. safety requirements and sensory services.
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Similarity, the real system vector is built (Step 2.2) by tabulating all elements that exist
in the real system, as it is designed, and those that, according to Phase 1, should ideally
be incorporated into the design, but they may be either present or absent. Then, all
elements of both vectors have to be translated into quantitative ones, i.e. take binary
values. These two vectors are the input to the dissimilarity measure.

In Phase 3, Step 3, Rogers-Tanimoto (Eq. 1) is chosen as a dissimilarity measure
for comparing the two vectors. Thus, the ‘S00’, ‘S01’, ‘S10’, and ‘S11’ terms on Eq. 1
have to be substituted so as to calculate the value of the indicator. The obtained value
express the inherent capability of the system to provide its agents with risk SA pro-
vision. Relying on the measurement of this capability, one can determine the degree to
which system’s risk DSA can be further enhanced.

4.1 Results

In this example, STPA was applied first, followed by EWaSAP. Beginning with the
steps of the STPA hazard analysis, in STPA (1) the accident/losses, hazard(s), and
system level safety constraints were defined:

Accident/losses definition: Loss of human life due to aircraft collision
Hazard: A pair of controlled aircraft violate minimum separation standards
System level safety constraint: The ATC must provide: (a) advisories that maintain

safe separation between aircraft and (b) conflict alerts

Fig. 2. The control structure of the systems involved in the Überlingen accident.
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In STPA(2a) the safety control structure of the Überlingen case was created, as
depicted in Fig. 2.

ATC Zurich is the main controller of the two, directly involved in the accident,
aircraft. He also communicates, and in case of emergency is aided by, with an adjacent
but external controller; the ATC Karlsruhe. The former issues commands to the aircraft

Table 3. Indicative results from the first phase of the RiskSOAP methodology.

System elements STPA
&
EWaSAP

Original
system

Safety requirements
ATC Zurich
1. When STCA is working in fallback mode the acoustical warning
should be switched on at the beginning of the night shift

1 1

ATC Karlsruhe
2. The Bypass System should be always available to the ATC, or
in cases where it is out of service the ATC should be informed

1 0

Crews
3. Time to comply with new safety policy requirements should be
given to the officers

1 0

TCAS
4. There should be a downlink in place to pass the TCAS
advisories to the ATC

1 0

Sensor characteristics
ATC Zurich
5. Should be aware whether the radar system is working in fallback
mode

1 1

ATC Karlsruhe
6. Should be aware how long the Bypass System is out of order 1 0
Crews
7. Should read the training hours of the pilots in unique situations 1 1
TCAS
8. Should see the position of the TCAS/which modes are available 1 1
Mental models and Control algorithms
ATC Zurich
9. If “horizontal separation (from radar returns) ≤ 5 NM (≈ 9 km)”
OR “vertical separation ≤ 1000 ft (≈ 300 metres)”
Then “separate converging components: climb/descent to z FL (i.e.
Flight Level)”

1 1

ATC Karlsruhe
10. If “altered by his STCA of conflict situation” Then “warn the
adjacent ATC by phone”

If “warning not received by the adjacent ATC”
Then “try again”
Else “select international emergency frequency to contact crews”

1 0
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(here, three aircraft are controlled) via radio communications (see Fig. 2, left side).
Again, in case of emergency, the latter can use international frequencies to reach the
crews, although they are not under his control. Data from what is happening within the
airspace controlled by the ATC Zurich is passed to him through the radio and radar
system (see Fig. 2, right side).

The total number of safety requirements and sensor characteristics was 279; 119
safety requirements and 152 sensor characteristics were obtained by taking the STPA
and EWaSAP steps respectively. Furthermore, 8 mental models and control algorithms
were the output of the combination of the responsibilities and the safety constraints that
each of the controllers of the system involved in the Überlingen accident should
possess. Some indicative results are given in Table 3.

Every component of the 279-sized vector that came up from STPA and EWaSAP
was equal to ‘1’ because it reflected the ideal system design version. For the original
design version, as it was involved in the accident, the elements detected by STPA and
EWaSAP being absent from the systems were assigned the value ‘0’, while the rest of
them were given the value ‘1’.

Given the above binary values (along with those not included in the paper in hand
due to space limitations), the Rogers-Tanimoto dissimilarity measure was calculated.
The precise values are given in Table 4.

As depicted in Table 4, from the 279 system elements identified by STPA and
EWaSAP, the number of present system elements in the original system were 74; 205
were the absent ones. The number of 279 total system elements signify the length of the
two combined vectors.

The RiskSOAP indicator value obtained after comparing the ideal system vector to
the original one was 0.8471. This value is the measurement of the risk SA provision
capability and constitutes an assessment of DSA for the Überlingen case. As an
example, the value derived from the RiskSOAP indicator implies that the ATC Zurich
may not to be able to perceive and prevent a hazard identified by STPA. If one recalls
the conditions under which the Überlingen accident occurred, due to the STCA
working in fallback mode, the ATC Zurich was not able to comprehend the two aircraft
being in collision trajectory, at least not in time. This restricted operation of the STCA
system (among others) is implied by the calculated RiskSOAP value. If the STCA
working in fallback mode is to be remedied, then the betterment of that available
information service will be depicted by the betterment of the indicator value.

Table 4. Overall numerical results for the Überlingen accident.

System elements STPA & EWaSAP (ideal) Original system (real)

present: 279 74
Absent: – 205
Vectors’ length: 279 279
RiskSOAP indicator:
RTd(i,r)=

=2*205 + 2*0/74 + 0 + 2*205 +2*0
=0.8471
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5 Discussion and Conclusion

Aiming to provide a natural explanation of the value of the RiskSOAP indicator, if all
205 absent system element (see Table 3) are approved by the designers of the original
system and finally implemented, then the value of the RiskSOAP indicator will turn to
‘0’. Zero distance corresponds to zero deficiencies and means that the system is fully
self-aware of the threats and vulnerabilities that can be detected by STPA and EWa-
SAP. It also implies that the system with the above modified composition has full
possession of the risk SA provision capability and its risk DSA is expected to emerge in
a greater extent, compared to the system composition as it was involved in the
Überlingen accident.

In practice, since ideal system design versions are almost a utopia due to trade-offs,
the designers of the system under investigation can set a threshold value for a satis-
factory RiskSOAP indicator to determine the modifications that will best suit real-life
conditions. Their decision will be probably based on the available resources, i.e. time,
budget, available technology, and human operators. If, for example, the threshold is
subjectively set at 0.5, the aim will be to obtain an indicator value lower than, or at least
equal to, 0.5. Roughly meaning that the secondary aim is to decrease the distance by
0.3471. Simply put, because the value of 0.8471 exceeds the threshold set by the
designers, this illustrates that no satisfactory level of risk SA provision capability has
yet been reached. This entails an analogous assessment of risk DSA which, according
to the original design composition and the designers of the system, can be further
enhanced.

To conclude, this paper presented the RiskSOAP methodology accompanied by its
corresponding indicator, aiming to facilitate the measurement of a system’s risk SA
provision capability and the assessment of its risk DSA. RiskSOAP is based on a
verified hazard analysis leading to safety requirements and is also applicable in
dynamic systems. Namely, it is easy to readjust the compared units, e.g. parts, sub-
systems, systems, by improving their design requirements and then recalculate their
dissimilarity; just like it happened in the above case of setting a threshold value for the
RiskSOAP indicator. All in all, RiskSOAP departs from the notion that a system has its
fixed and predefined elements. It is harmonised, though, with the idea that it is feasible
to reassess and amend the utility and influential role of system elements in the
enhancement or degradation of the system’s risk SA provision capability, even from
the early design stages, before the system is booted.

It is worth mentioning that in order for one to take the steps required for STPA and
EWaSAP methods, he has to be experienced, well qualified, and supported by a team of
interdisciplinary, but with mutual and complementary understanding, researchers.

With a view to draw a conclusion about the risk SA provision capability and risk
DSA, the subjective interpretation of the value of the indicator is inevitable. That is,
setting a threshold value for this indicator, as discussed in the beginning of this section,
may be considered as a limitation of the RiskSOAP methodology because it may differ
from system to system and from designer to designer, affecting the degree of design
modifications. Another limitation is the overabundance of dissimilarity measures that
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hinders the decision to select the suitable measure towards achieving the goals set by
researchers.

Moreover, here it is neglected that the variables may have a truth value that ranges
in degree between ‘0’ and ‘1’. Acknowledging the limitation of using binary data used
herein, future work is intended to involve fuzzy logic, to cope with crisp variables, and
adopt continuous variables instead. Weights can also be assigned to the explanatory
system elements since, in this paper, they are treated as equivalent to the risk SA
provision capability enhancement or degradation.

RiskSOAP can be used a selection criterion between alternative designs of the same
or different systems or as decision-making tool between alternative systems. As a
further proof of its generality, additional engineering applications and studies are
already under consideration.
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Abstract. During the long-term period of a nuclear disaster, people liv-
ing in contaminated territories need to gain knowledge in order to take
protective actions. While existing representations of this knowledge are
designed for experts, we propose a thesaurus of radiation safety built for
the lay people. We present a methodology to extract such a thesaurus
from a set of documents addressed to non-experts. Extension of the cor-
pus and implementation of more automated processes are still required
to improve the resulting thesaurus.

Keywords: Knowledge sharing · Crisis communication · Nuclear
accident · Semantic web · Thesaurus

1 Introduction

After a nuclear disaster, people living in contaminated territories are strongly
affected. The protective actions that they need to take in order to protect their
health require an highly technical knowledge. Nowadays, the knowledge related
to radiation safety is mostly locked in the experts’ handbooks. Its highly technical
vocabulary and its incompatibility with the needs of the non-experts generally
hinders the spreading of this important knowledge amongst citizens.

In this paper, we posit that a formal representation of this knowledge, such
as a thesaurus, could help its dissemination amongst the persons living in con-
taminated areas during the long term period of a nuclear disaster. We present a
methodology to build such a thesaurus through the textual analysis of a set of
documents addressed to lay people. We then show and discuss our results and,
finally, propose some future improvements.

2 Ontologies for Crisis Management

The Semantic Web extends the original Web, by making it readable by both
humans and machines [1]. While the original Web is linking documents, knowl-
edge formatted to be read by humans, the Semantic Web is linking the knowledge
c© Springer International Publishing Switzerland 2015
N. Bellamine Ben Saoud et al. (Eds.): ISCRAM-med 2015, LNBIP 233, pp. 116–123, 2015.
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itself, expressed formally. The RDF model defines the atom used to represent
this knowledge, the {subject, predicate, object} triple. The expression of
more complex data structures can be achieved trough the use of ontologies.

An ontology can be defined as the formal specification of a shared concep-
tualization [3]. It expresses, in an explicit and computable way, the concepts
of a specific domain and the relations between these concepts. Ontologies allow
different systems to use the same unified representation of the knowledge of a
specific domain, thus supporting semantic interoperability [23].

Several ontologies have already been developed for crisis management, where
interoperability is indeed a key factor to the success of a crisis response involving
several actors [7]. A previous study [14] examined a set of 26 ontologies built
for crisis management. These ontologies define concepts related to disasters,
damages, victims, infrastructures, resources, geography, etc.

More simple structures, such as thesauri, can also be used to represent domain
specific knowledge. Thesauri are concept schemes [15] or, more precisely, con-
trolled vocabularies enriched with hierarchical and associative relations [17]. The-
sauri have also been used to represent the knowledge required for crisis manage-
ment and communication [13] even if they are far less expressive than ontologies.
In this paper, we will use the term “ontology” in a broad acceptation that also
includes thesauri.

Nowadays, citizens, volunteers, lay people, are becoming more and more
involved in crisis management. In fact, the participation of citizens improves the
efficacy of the risk management and the likelihood that they take self-protective
actions [11]. During the last years, citizens facing a crisis widely used social
media to share information contributing to the situational awareness [26], thus
taking part in an highly parallel and distributed crisis management [16].

However, the existing ontologies only address information sharing amongst
experts. The technical terminology used by experts is often an obstacle when
communicating with citizens [19]. Furthermore, because of their different per-
ceptions of the risk, experts and citizens may disagree on the importance of
some informations [11], and thus on the concepts that need to be integrated in
crisis management ontologies. Specific ontologies therefore need to be created to
support the participation of non-experts in the management of crisis.

3 Ontologies for Nuclear Disasters Management

Nuclear disasters are situations in which semantic interoperability is particu-
larly important. The management of such large scale and long term crisis indeed
requires the coordination of particularly numerous organizations (e.g. civil pro-
tection, nuclear safety institutions, health professionals, meteorologists, etc.),
especially in case of a cross-boundary accident [22]. Furthermore, the manage-
ment of these disasters requires the use of highly technical concepts that need to
be communicated without any ambiguity. International radiation safety organi-
zation thus started large efforts toward the creation of knowledge bases [12].
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Some ontologies have already been developed to support communication on
radiation safety. A first one [9] was created to ease the public access to the
domain knowledge, and thus to facilitate communication and deliberation of
the risk, in the context of prevention actions. This ontology was automatically
generated using the tables of content of crisis management handbooks. More
recently, a thesaurus was developed [13] to represent the concepts specific to
the management of a nuclear accident. The concepts have been extracted from
documents issued by international radiation safety organizations (such as IAEA),
and will be used for the annotation and retrieval of nuclear safety documents by
citizens. Despite the objectives of their authors, these ontologies are not really
usable by lay people, as the vocabulary used is highly technical. Moreover, the
concepts represented, extracted from documents written by and for experts, may
not reflect the effective interests and concerns of the affected population.

However, the Fukushima Daiichi nuclear disaster has shown the importance
of the actions of citizens to manage such a crisis. In reaction to the lack of
official data regarding the radioactive contamination, the population used social
media to share alternative measurement sources [8] and created collaborative
radiation maps aggregating the readings of citizen-powered radiameters [18].
For this reason, ontologies should be developed to address the information needs
of citizens in order to support crisis communication, amongst citizens and with
the experts.

4 Thesauri for the Long-Term Period

Radiological accidents are generally divided in two successive temporal phases
[5]: the emergency phase and the post-accidental phase. The first one comprises
the accident itself, the leakage of radioactive substances, and the countermea-
sures implemented to stop it. During the second phase, the consequences of the
accident need to be managed. This phase itself can be split into a transition
period, when the contamination of the territories is not completely known, and
a long term period, that may last for years or decades.

During this period, people living in contaminated territories face a chronic
exposure to low doses of radiations. In order to reduce this exposure, and thus
the risk of radiation induced diseases, they need to take protective actions (e.g.
dietary regime, gardening practices, house cleaning, relocation, etc.). The assess-
ment of the risk and, then, the selection and the application of the relevant pro-
tective actions, require an highly technical knowledge (e.g. radiation measure-
ment, dose calculation, safety norms and comparison values) [20]. The affected
population needs tools to access, integrate and share this knowledge.

We thus propose the creation of a thesaurus for the persons living in con-
taminated areas during the long-term period of a nuclear disaster. SKOS is
an RDF vocabulary dedicated to the representation of thesauri and terminolo-
gies [15]. It allows the definition of concepts (skos:Concept) and the linking of
these concepts through hierarchical (skos:broader, skos:narrower) and associa-
tive (skos:related) relations. It also offers a large range of textual data-properties
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such as labels (skos:prefLabel, skos:altLabel, skos:hiddenLabel) and annotations
(skos:definition, skos:example, etc.).

These labels can be used to power semantic search engines [4]. In these sys-
tems, a textual query is semantically annotated using the concepts whose labels
are included in the query. The search is then based on these concepts, and no
longer on the terms of the query. It can thus match documents that are not
annotated with the same terms, but with synonyms or alternative syntaxes of
the same concepts. Moreover, the SKOS vocabulary natively supports the man-
agement of labels in different languages, facilitating the internationalization of
these search engines.

To create this thesaurus, we firstly studied a set of glossaries already produced
by three French expert radiation safety organizations: IRSN1, ASN2 and CIPR3.
These glossaries define highly technical knowledge in engineering, physics, biol-
ogy. However, they do not describe some of the most relevant concepts for people
living in contaminated territories, such as food or children safety [20]. Accord-
ingly, these glossaries do not seem to match the lay people’s information needs.
To fill this gap, in the same way the EMTerms terminology was extracted from
a large corpus of tweets [24], we propose to extract the thesaurus from a set of
documents written for lay people.

5 Methodology

5.1 Collected Documents

To extract the concepts and relations of the thesaurus, we gathered a set of
documents, written in French or English, and addressed to non-experts:

– [20] is an handbook issued by the experts of the SAGE project, addressed to
the population of contaminated territorie (in English)

– [5] is a document written by the experts of CODIRPA, addressed to local
decision makers (in French, extract)

– [10] is the transcription of a TV documentary series, reporting the testimonies
of Japanese after the Fukushima Daiichi nuclear disaster, broadcasted by the
Arte TV channel in 2013 (in French)

– [25] is a short leaflet, created by both a doctor and a group of citizens,
addressed to citizens (in English)

– we also transcribed the interview of an expert of the CEPN, talking to a
researcher (non-expert in radiation safety) about his work during the long
term period in Fukushima Daiichi nuclear disaster (in French, extract)

1 http://www.irsn.fr/FR/connaissances/Glossaire/Pages/Glossaire.aspx.
2 http://www.asn.fr/lexique/mot/%28lettre%29/95097.
3 http://www.irsn.fr/FR/Larecherche/publications-documentation/

collection-ouvrages-IRSN/Documents/CIPR 103.pdf.

http://www.irsn.fr/FR/connaissances/Glossaire/Pages/Glossaire.aspx
http://www.asn.fr/lexique/mot/%28lettre%29/95097
http://www.irsn.fr/FR/Larecherche/publications-documentation/collection-ouvrages-IRSN/Documents/CIPR_103.pdf
http://www.irsn.fr/FR/Larecherche/publications-documentation/collection-ouvrages-IRSN/Documents/CIPR_103.pdf
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5.2 Concepts Extraction

We firstly collected the raw text of each document, stemmed the words (with
the Porther algorithm for English texts, and the Snowball one for French) and
removed the stopwords, using the NLTK library [2]. We calculated the frequency
distributions of all words, 2-grams, 3-grams and 4-grams, and identified the most
frequent ones, both for the individual documents and for the whole corpus. We
then manually filtered these lists to keep only the terms relevant to the post-
nuclear situation management. We obtained 77 words or groups of words.

To create concepts, we manually gathered the synonyms and the French-
English equivalents (Fig. 1). This resulted in a list of 46 concepts, some having
several labels in both French and English, while others (N = 29) only have one
label in one language.

{

"id" : "exposure",

"en" : ["exposur", "expos", "radiat exposur"],

"fr" : ["exposit", "irradi"]

}

Fig. 1. A concept with its stemmed labels

5.3 Relations Construction

We identified 25 hierarchical relations between these concepts, by manually link-
ing hypernyms and hyponyms (such as “contamination” and “food contamina-
tion”), and other types of semantic hierarchies.

We then automatically extracted the associative relations. Using the previ-
ously extracted labels, we counted the co-occurrences of two concepts in the same
paragraph. We then calculated a co-occurrence ratio, dividing the number of co-
occurrences by the number of occurrences of the less frequent concept. When this
ratio exceeded 50 % (i.e. more then 50 % of the occurrences of the less frequent
concept appeared in paragraphs in which the other concept also occurred), an
associative relation was declared. This threshold, defined after testing different
values, allowed the identification of 57 associative relations (after removing the
ones that were already declared as hierarchical relations).

We finally serialized all the resulting concepts and relations as a SKOS
thesaurus4, using the Turtle RDF syntax. We kept the stemmed labels as
skos:hiddenLabels, so that they could directly be used for text search. We also
manually added skos:prefLabels in both French and English (Fig. 2).

4 Available online at http://purl.org/NET/scopanum.

http://purl.org/NET/scopanum
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scopanum-th:external_exposure a skos:Concept ;

skos:prefLabel "external exposure"@en ;

skos:prefLabel "exposition externe"@fr ;

skos:hiddenLabel "extern irradi"@en ;

skos:hiddenLabel "extern exposur"@en ;

skos:hiddenLabel "extern radiat exposur"@en ;

skos:related scopanum-th:glass_badge ;

skos:broader scopanum-th:exposure .

Fig. 2. SKOS representation of a concept and its relations

6 Results and Discussions

Two main methodological limits hinder our methodology: the corpus size and
the manual processes.

The small size of the documents corpus cannot allow us to detect a large
number of concepts. Some expected concepts, such as the ones related to units
of measurements, didn’t appeared in the resulting thesaurus. Moreover, only
a few labels have been associated to some concepts, which certainly affected
the automated detection of associative relations. We are still looking for more
documents addressed to lay people in order to increase the size of our corpus.

Furthermore, the selection of labels, their grouping as concepts, and the con-
struction of hierarchical relations rely on manual processes. These processes,
based on the authors own knowledge of the radiation safety domain, have a lim-
ited reproducibility. They will also be less and less practicable as we scale up the
corpus. To solve this problem, we consider automatizing these processes by imple-
menting knowledge-poor detection models (such as TF-IDF – Term Frequency-
Inverse Document Frequency – to identify the domain-relevant labels). However,
it seems difficult to completely eliminate manual intervention, particularly to
associate synonyms into concepts.

Since these issues highly limited both the size and quality of the produced
thesaurus, we did not conduct any evaluation of its usefulness yet.

7 Conclusions

Ontologies are valuable knowledge representations for crisis management and
communication. However, existing ontologies, in particular the ones focusing on
radiological disasters, fail to address lay people’s information needs. We thus pro-
posed the creation of a radiation safety thesaurus specifically designed to support
knowledge sharing amongst the lay people living in contaminated territories in
the long term period of a nuclear disaster.

We described a methodology to extract this thesaurus from a set of
documents addressed to non-experts. We combined manual and automated
approaches to generate concepts and relations from these texts. For now, the



122 A. Segault et al.

small size of the corpus and the reliance on manual processes still limit the qual-
ity and the extent of our thesaurus. We have drawn some solutions to these
problems.

This work is part of the broader SCOPANUM research project. This project
aims to study the uses of ICT for crisis communication in the post-accidental
phase of a nuclear disaster, and to develop tools to support the resilience process
of people living in contaminated territories. The thesaurus we have presented will
be used to power the semantic search engine of a web platform for knowledge
sharing amongst citizens [6,21].

Acknowledgements. This work is supported by grants from the Conseil Supérieur de
la Formation et de la Recherche Stratégiques and Pays de Montbéliard Agglomération.
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Abstract. In order to streamline and strengthen the knowledge acquisition
process from experience feedback (accident scenarios in transport), it is necessary
to harmonize and standardize the terminology used by experts and actors in the
security domain. Despite all the efforts to propose approaches and techniques to
manage experience feedback, most of the approaches suggested in the literature
suffer from the lack of acceptable definitions and from ambiguity due to the lack
or even the absence of formalism to express or model the accident scenarios. In
order to build an accessible and usable knowledge model and thus provide assis‐
tance to domain experts in their crucial task of analyzing and improving security,
this paper presents a generic semantic model for the representation of accident
scenarios in the field of transport, based on ontologies.

Keywords: Experience feedback · Accident scenario · Knowledge
representation · Ontologies · Security analysis

1 Introduction

The terrible cost of accidents, the fatal consequences and the occurrence of serious fail‐
ures and disasters in spite of the new advances in technology are the basis for establishing
a feedback experience process (often called Rex) as one of the key methods to improve
security analysis in the high-risk domains. The risk analysis in transport is a fairly
significant, complex and interdisciplinary step. It is largely based on a thorough analysis
of the risks resulting from accident scenarios. An accident scenario is a succession of
events that can cause a potential risk.

Indeed, despite the undeniable interest of existing approaches and methods of
security analysis, the completeness of the analysis remains limited, and this is due mainly
to the lack or absence of a proper knowledge representation. To better understand this
gap and in order to build an accessible and usable knowledge model and so provide
assistance to domain experts in their crucial task of analyzing and improving security,
we have used ontologies. In fact, ontologies are used to establish a common vocabulary
and a structure to formalize an important knowledge to the security and risk analysis.
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The interest in ontologies also comes from their ability to structure the explicit knowl‐
edge of the studied field and to derive another valuable knowledge.

The paper plan revolves around four parts. The second part presents the proposed
works of the literature in the security knowledge modeling. The next part is devoted to
our suggested approach, through the generic conceptual model and the development
steps of the domain ontology. Finally, the last section presents an example of integration
of ontology into a decision support system.

2 Related Works

Several studies have been proposed to security analysis. We describe in this paragraph
some recent works in this area (see Table 1). We can mention the works of [1–3] who
put forward the model feasibility, called “ACASYA”, for the help of certifying auto‐
mated railroad transport systems. Also, [4] suggested the SAUTREL system dedicated
to the software errors’ analysis in the field of railroad security analysis. Mazouni [5]
proposed the SIGAR system with an abstract model of a railroad accident representation.
We can mention also the approach of Yanping [6] which was applied in the railroad
sector through the prediction of railroad accidents/incidents.

Table 1. Related works

Reference Proposed
system

Case study
(transport)

Knowledge representation

Conventional
practices
(Data base,
etc.)

Semantic
practices
(Ontologies,
etc.)

[1–3] ACASYA Railroad ×

[5] SIGAR Railroad ×

[6] – Railroad ×

[7] ROSAC Road ×

[4] SAUTREL Railroad ×

[9] – Air ×

[8] TERMINATE Road ×

[10] SAGEO Maritime ×

Furthermore, concerning the suggested works in the field of transport safety; we can
mention those of Capus L. and Tourigny N. [7] who put forward the ROSAC system
(Road Safety Analysis with Cases) which provided aid to the analysis road safety.
Després S. and Ceausu V. [8] devoted their system to associate a profile scenario of
accidents where each accident occurred in a particular geographic location group.
Whereas, the approach of Zubair, M. and Khan, M.J [9] was for predicting air incidents.
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Finally, Arnaud and Napoli Arnaud V. and Napoli A. [10] proposed the SAGEO system
for the analysis of behaviors of vessels at risk.

Despite the numerous efforts made so to put forward approaches to the security
analysis, and although those works have made significant contributions (e.g., the work
of [8, 10]) which are very useful in developing our approach), some limitations can be
detected. In spite of the diversity of proposed architectures, it turns out that their knowl‐
edge representations are based on conventional aspects and practices (database, text
files, etc.). It is a question of proposing in this article a generic semantic model for the
representation of security knowledge. This is going to have resorts to ontologies.

3 Towards a Generic Semantic Model for the Representation of
Accident Scenarios

The structuring work of accident scenarios related to the knowledge from experience
feedback has allowed raising issues related to a large project in a high-risk industrial
environment. Several sources of security knowledge (experts, researchers, articles, etc.)
are used for this purpose. Most knowledge about the field of safety of transport systems
derive mainly from the analysis of conflicting security situations represented in the form
of potential accident scenarios. In this article, we have agreed on proposing, at first, a
conceptual model (core model and domain model) and reaching the development of the
domain ontology (see Fig. 1).

Fig. 1. Implementation steps of the semantic model of representation of accident scenarios

3.1 Conceptual Model

To establish the conceptual model, it seems wise to choose a conceptual notation that
allows identifying all the concepts, relationships and constraints forming the ontology.
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To do this, we have used a Unified Modeling Language (UML) which is a standard
notation in the object-oriented modeling. According to [11] and [12], the UML could
be undoubtedly considered an appropriate language for modeling ontologies. The UML,
in particular the UML class diagram, provides a rich notation to define classes, concepts
and relationships between classes. Therefore, the conceptual model we propose will be
well expressed as class diagrams. An accident scenario describes a combination of
circumstances which can lead to a dangerous situation. It is characterized by a context
and a set of parameters. In our context, this step has initially resulted in developing a
core model for the representation of accident scenarios (see Fig. 2).

Fig. 2. The main classes of the core model

This model is based on the identification of five general parameters describing an
accident scenario: the context of the accident, the possible causes, the risk level (char‐
acterized by the probability of occurrence and severity of damage of the accident), the
potential accident, and the adopted solutions (preventive and corrective measures).
Figure 3 shows the class digraph that will serve as the access point for the domain
ontology. The classes in the core ontology will be extended in subclasses with corre‐
sponding cardinalities. We also opted for integrating human error in the conceptual
model. According to [13, 14], human error due to a decrease in alertness has become a
critical component in the reliability of a man-machine system. Human operators in the
field of transportation are subjected to psychological, behavioral and physical
constraints. Human error is a symptom of a poor work organization, poor or inadequate
training, etc.

3.2 Ontology Development

The literature offers several ontology building methodologies. Some authors have
proposed methodologies inspired by their experience of building ontologies [15–17].
To share our work, we have used an approach used in [18] that is largely based on
Methontology [19]. The development cycle involves four consecutive steps. First, the
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specification, which is the objective of this phase, gives a general description of the
ontology. Then, the conceptualization consists in producing the conceptual model of the
ontology that contains the domain concepts and their properties (see Sect. 3.1). Next,
the implementation consists in moving from the conceptual model to a model imple‐
mented in one of ontology languages such as OWL, RDF etc. The ontology editor
“Protégé” is then used to implement our ontology. Finally, the maintenance refers to the
change in the ontology after its implementation to correct errors and improve efficiency.
During the implementation of ontology, this maintenance aspect has been asked several
times which has finally helped to reach an exploitable ontology. Figure 4 presents the
class hierarchy of the ontology based on our domain model.

4 Integration of the Ontology in a Decision Support System

At this stage, it is appropriate to conduct an exploitation of the developed ontology.
Several alternatives are present and allow inferring much knowledge within the
ontology. To better exploit the developed ontology, in our work, we have integrated it
in a feasibility model based on Adast System [20] (see Fig. 5).

Fig. 3. Proposed class diagram (the domain model)
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Fig. 5. Integration of the ontology in the aid decision process

It is used to use the knowledge from historical railroad accidents so as to help security
experts take a better advantage by providing solutions to new insecurity situations.

Fig. 4. Class hierarchy of the domain ontology [20]
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5 Conclusion

The treatment of an accident scenario requires passing through several major phases:
acquisition, modeling, capitalization and exploitation. Now, the research is generally
limited, particularly in the context of the transport field, to a purely statistical phase; it
turns out that the knowledge representations are based on conventional practices’ aspects
(database, text files, etc.). This can harm the downstream phases for knowledge exploi‐
tation. Our goal is to propose a generic semantic model for the representation of any
kind of accident in the transport field. The efforts in our work could extend and stand‐
ardize all terms used for a richer representation of the accident scenario, taking into
account also the human component as well as the technical component. Then as a second
step, the domain ontology of the security analysis, validated by security experts, is
suggested.

To consolidate and validate our work, it is necessary to integrate the ontology in our
decision support system, called Adast, so that we can proceed an effective exploitation
of the represented knowledge with the proposed model. We set the scale in the context
of this article on a crucial phase related to the security knowledge representation. Our
future works are addressing the inclusion of dynamic modeling of accident scenarios to
better illustrate the event successions in the genesis of the accident.
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Abstract. An efficient process for gathering data from the field is crucial in
managing crisis scenarios. In this paper we present a concept system for crisis
management with focus on how observations from the field are reported using
hand held devices and integrated into a common operational picture. The appli‐
cation used for reporting situation from the field adapts to the current situation in
real time by adding and hiding input field based on what the user is reporting.
Moreover, the user interface will also adapt to external information request. This
is realized by utilizing risk event models for real time risk assessment and iden‐
tification of areas where information is lacking which can generate new requests
for information.

Keywords: Crisis management · Semantic techniques · Dynamic forms · Risk
alert · Information management · Situation assessment · Continuous and real-time
risk assessment

1 Introduction

In big scale disasters such as tsunami and earthquakes the sheer information to process to
achieve an overview of the situation is a daunting, and sometimes an overwhelming task.
An efficient information management process is crucial in a crisis situation in order to
understand and assess the situation in terms of damages and needs, both present and
future. Situation awareness is achieved by collecting data from sources in the field and
combining this information with background data. Many systems exist today that focus
on the geospatial aspect which is realized by plotting data on a map. In order to speed up
the process of gathering data from the field, responders have started to use hand held
devices such as tablets which has many benefits. The data reported is in digital format
which makes it easier to process and if the telecommunication infrastructure is intact, the
information can also be transmitted to stakeholders immediately. Unfortunately, most
solutions do not deal with the problem of filtering data and information very well: the
operator gets an unfiltered view which contains both the relevant and the irrelevant infor‐
mation to the operational picture. Furthermore, information gaps might not be easy to spot
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because the amount of data might be overwhelming, especially in a larger operation. This
flood of data partly comes from that the information gathered from the field. The data is
often in the format of free text or predefined forms covering different event types. Struc‐
tured data can be analyzed with a lesser amount of processing which makes it usable with
lesser delay. Therefore it is common to use pre-defined static forms, tailor-made for
different reporting situations, in order to make sure that no information piece is forgotten
also ensures that data is structured. However, this approach is not always the best way to
gather information. In this paper a concept is presented which deals with the filtering of
data and how dynamic forms can be generated to help with the data gathering.

2 Related Work

There are several tools available for gathering data by the use of mobile devices available
today. Many of these support basic features such as creating forms and questionnaires
that can be answered using a mobile device. Other commonly supported features are
data analysis, data aggregation and plotting the collected data on a map. Some systems
support a two way communication where data can be requested from the mobile device
or pushed to it.

In systems like KoBo Toolbox [1] and EPIcollect [2] the questionnaires allows for
logic that makes the form more dynamic in terms of hiding and adding questions based
what has been entered so far. In GDACSMobile [3], categories are used to specify the
context of a situation report. The categories are linked to templates that contains specific
assessment question. When the user selects a category for the situation report, he/she
will be asked to answer additional question based on the template. The templates are
flexible and can be re-configured to match the specific needs as the situation evolves.

3 Concept Model

In the following sections the concept model is introduces. In Sect. 3.1 the main objectives
are defined. Section 3.2 contains the overview of the concept, Sect. 3.3 contains the risk
model logic, Sect. 3.4 the reporting system and Sect. 3.5 the operational picture. Finally
Sect. 3.6 describes how the individual parts are connected.

3.1 Main Objectives

Efficient information management is important in crisis situation and situation assess‐
ment includes numerous factors which will affect the final picture [4]. One of the
most important challenges is how to collect relevant information and make sense of
it in a timely manner so that response actions can be initiated in time. The key to
making good decision is situation awareness which is achieved by analyzing avail‐
able data collected from the field in combination with context and background data.
Situation assessment includes assessing what the damage and needs are as well iden‐
tifying potential cascading effects that needs to be taken into account. Improving the
crisis response team ability to understand the situation, by providing efficient tools for
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structuring and analyzing the available information, can decrease the time taken from
getting data to taking the necessary actions. To achieve this a system should support:

• Dynamic information gathering: Information that the personnel are asked to collect
and details asked for in incident reports should be based on actual information needs
active at the moment instead of relying on a fixed set of question. The information
needs are based on the current situation type (e.g. geography, demographics, disaster,
etc.) and other factors such as risk event (e.g. epidemics, starvation, injured people,
etc.). In this way it is ensured that the questions asked to the personnel in the field is
relevant to the current situation.

• Information need analysis: To support above point, the system should be able to assist
the crisis management team in the task of identifying what information that needs to
be collected.

• Automation and sense making: Algorithms and techniques for automatic deductions
that reduce the time spent on structuring information and simple aggregation should
be available which reduce the time to decision. To some extent, the system should
also provide sense-making capabilities such as calculating risk probabilities.

3.2 Concept Overview

In order to meet the above described objectives, a concept with three main components
is proposed:

(1) Models describing risk events: Models are used to assess the current likelihood of
a specific risk event. The inputs to a model are information objects like flooding,
power outage, crowds, etc. Each information object have attributes like coordinates,
time, scale, etc. The models can then be used to automatically access information
gaps, especially where the data flow is too large and too fast for a human operator
to manage. See Sect. 3.3 for details.

(2) A reporting system used by personnel on the field in the form of a hand held device
or similar. With the use of models these system can work on dynamic forms instead
of static. Either the operator chooses the questions or the system adapts the questions
depending on the situation. See Sect. 3.4 for details.

(3) A situation awareness operational picture (in a form of a GUI) that gives a filtered
overview of the crisis area. See Sect. 3.5 for details.

The data collected from the fields via the reporting system (2) are feed into the opera‐
tional picture (3). The personnel on the field are guided, in terms of what kind of data
to collect, by the operators that has the overview of the situation (3) or by RFIs generated
by the models (1). RFIs can both be manually or algorithmically managed. The inter‐
action between the three main components are depicted in Fig. 1 and discussed in
Sect. 3.6. A proof-of-concept implementation of this concept has been developed and
described in Sect. 4.
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Fig. 1. Schematic overview of the information management system presented.

3.3 Risk Event Models and Information Gap Management

The concept described in this paper proposes models for aggregating, fusing and struc‐
turing information relating to a risk can be used to enhance the crisis management team
ability to understand crisis situations. Moreover, the models can speed up the decision
process. The top node of a model is the risk even itself (e.g. epidemic risk) and the
branching nodes are indicators of the risk (e.g. sanitary problems). Each node represents
events and indicators that contributes to the probability of the top node (e.g. Epidemic
risk) to be true/happening (See Fig. 1). The model is created using a model development
tool described in [5].

The idea is that relevant information (gathered on the field by the operators or
sensors) are connected to, and can be access via, the leaves in the model which makes
it easy to navigate through the information available. The models can also be used to
manually, semi-automatically, or automatically calculate the probability of the risk
based on the observed indicators. Besides providing structure to the information and
giving estimate of the current risk, models can also be used for two additional reasons:

• For each observable node in the model an information need is associated. Therefore,
the risk models can help the operator and the system to identify information gaps.

• To assess if the current assessment of a risk has too high level of uncertainty. For
example, if weak indication is obtained from one source it can be necessary to confirm
it.

After the identification of information gap the question is how to use the information
acquisitions resources available to close these gaps. The information need can for
example be filled by asking a questions to the personnel on the field that has access to
the hand held device. This is where the RFI functionality can be used. The information
needs are transformed into RFIs that can be distributed to the information acquisitions
resources available. When collecting the RFIs one central aspect to take into consider‐
ation is the relevance of a certain question with the respect to the field personnel current
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situation (role, capabilities and task). Neglecting this aspect and broadcasting all
questions to all personnel would overwhelm them with irrelevant and annoying ques‐
tions. Therefore there is a need to carefully select the receivers to send the RFIs. There
is a match between the question at hand and the personnel if either:

• The question is related to a location or objects that’s close to the personnel on the
field

• The question is related to any of the entities the personnel has previously answered
• There is a custom made rule/pattern that specifies that a certain question is relevant

to specific situation

Depending on the resources available and their capabilities, situations where the
crisis management team must prioritize which information gap to focus on can occur.
This can be a non-trivial task in complex large scale crisis situation. Computer algo‐
rithms can be used to generate optimal resource allocation suggestion. The idea to
calculate optimal resource allocations based on a models similar to the ones presented
in this paper has explored in [6] in a military intelligence scenario, which is analogous
to a crisis scenario in terms of constraints.

In the next section it is discussed how the RFIs are received and managed in the field
by the reporting system.

3.4 Reporting System

The reporting system is designed to be run on a hand held device in the field. The idea
is that a personnel in the crisis area can use it to create observation reports or to gather
data explicitly requested by and then later upload/report in to the COP system (Sect. 3.5)
located in a HQ. The reporting system user interface is dynamic in the sense that which
input form fields that are displayed depends upon the RFIs that exists at the moment.
The RFIs may be generated automatically based on an information gap (Sect. 3.3) or
created manually. This follows the idea of generating a user interface based on infor‐
mation needs discussed in [7]. Each RFI has a priority that is used to determine displayed
order and the user is to answer them in this order to ensure that the highest priorities are
handled first. The priority can be set either manually or by an algorithm. A typical
reporting workflow can look like this:

1. A field personnel creates a report by either receiving a RFI or selecting a form for
the situation that the user want to report about.

2. The user answers questions related to the type situation that the user selected in
step 1.

3. Optionally the user enters additional information if needed.
4. The user interface is updated (via the models) with questions that are related to the

information provided based on the RFI currently active.
5. If the user has more information to report, steps 3 to 5 are repeated, otherwise the

report is considered complete and the user submits it.
6. If the report matches an indicator in a risk model, the report will be connected to the

indicator. The process of connecting reports to indicators can be manual, semi-auto‐
matic or automatic.
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The heavy use of ontologies and semantic technologies is beneficial for making use
of background data. If a user of the systems mentions a building that the system has
some background data about, this data will be immediately associated to building
mentioned and accessible in the app. The output (report) of the reporting system is
represented as a set of RDF (Resource Description Framework) statements.

3.5 Operational Picture

The persons in charge of coordinating response actions have access to an interface where
the location of each personnel on the field is visible. Other information can be displayed
including objects like:

• Events/reports: Reports of event that has relevance to the situation assessment.
• Facilities: Hospitals, bridges, roads, etc. with information about their current status.
• Areas: Pre-defined areas the divided into administrative units or similar.
• Risks: An icon will represent if a risk occurs at the location. In the GUI information

about the risk probability and impact can be found.
• Indicators: An icon will represent an observable factor at the location. In the GUI

information about the indicators priority, status, location, etc. can be found.

3.6 Integration

The section describes how the risk event models, the reporting system and the opera‐
tional picture benefits from each other and forms an integrated system for situation
awareness in crisis situations.

The key technology used to implement the concept is ontologies. An ontology, in
information science, defines a hierarchy of concepts within a domain using a shared
vocabulary. Furthermore, it defines properties for each concept and the relationships
between the concepts. An ontology can be used for several purposes in the context of
the proposed concept: shared formal vocabulary, matching RFIs with the current
reporting situation, enable automatic binding of incoming reports, and to speed up the
input process by making suggestions based on the situation.

In essence, three categories of data are exchanged between the modules: RFIs, risk
information and reports generated by the Reporting system. The reports created by the
personnel on the field are fed into the operational picture as well as the risk models.
Since the reports are represented as RDF statements which have a formal specification
and precise meaning, it can be matched with the RFIs connected to the indicators in the
risk models. Once the reported is connected to the model, a new risk index can be calcu‐
lated. As soon as a risk index is updated, the operational picture is updated to reflect the
changes. The risk event models feeds the operational picture with up-to-date estimates
risk values. From this risk map overlays can be automatically drawn. This allows the
operator to quickly get an aggregated view of the situation in contrast to only looking
at individual observations.

A key feature of the proposed concept is the support for dynamic forms that take
RFIs into account. RFIs can be manually created by the operator or as the result of an
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algorithm analyzing what the current information gaps are as based on the risk event
models described in Sect. 3.3. The fact that ontologies are used to represent the RFIs
and the fact that the reporting app use the same ontology (or mapping between) to
represent the reporting situation makes it possible to apply standard graph matching
techniques to find out if a RFI is relevant to an reporting situation. If the RFI is relevant
to the situation, a new question will be added to the reporting GUI.

4 Implementation and Validation

The proposed concept has been implemented as a proof-of-concept prototype by inte‐
grating and extending research prototypes and open source software. The reporting
module has been implemented as a native Android App. The support for risk event
models has been implemented by extending the concept (Impactorium) described in [5]
with new capabilities (see Fig. 1). The COP has been implemented as a web app using
the Typesafe Play framework. Bootstrap and angular-js has been used to implement the
COP GUI. The map service used is Google maps. The support for ontologies and
semantic data has been implemented by supporting RDF and RDFS. SPARQL has been
used to represent RFIs. The individual components have been integrated using RESTful
webservices. All components are exchangeable and the system is not relying on a
specific software.

The concept has yet to be validated in the field. The tool has however been demon‐
strated to crisis management personnel where mock-up scenarios (including a tsunami
scenario in a Mediterranean country) were used to show the functionalities and the
concept. Larger experiments will be performed in the near future. The idea to use models
in the way that is described in this paper has not been validated in crisis management
context. The method of using similar models in a military context has however proven
to be useful [8].

5 Future Work and Conclusions

This proof-of-concept implementation uses SPARQL to represent RFI. At current date,
these questions need to be formulated manually. Manual construction of these queries
are only feasible if the user is very experienced with the SPARQL syntax and have basic
understanding of how RDF work which is not reasonable to expect.

The concept presented is the product of fusion from many different research areas
such as information fusion, information management, threat modeling and ontology
based graphical user interfaces. The concept described in this paper has addressed
generic challenges related to information management in a crisis situation with focus
on reducing the time to decision by proposing an integrated solution for how information
is gathered from the field and used for decision making purposes. The implemented
concept use risk models, dynamic forms (for field personnel) and ontologies in order to
understand a crisis situation faster.

The risk models are a preamble for the dynamic forms and information gap assess‐
ment. The ontologies gives structure to the information and can be used to describe
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information needs. Ontologies are also the core technique used to create dynamic context
aware forms. The filtered COP map will further contribute to give a better overview of
the situation as the components shown on the map is aggregation of information of the
current situation via the risk models. The system can better support the crisis manage‐
ment team in doing correct decisions on actions to be taken and on which information
need that is the most important. This is partly done by handling the information gaps
problem and alerting when new crisis have, or might, arise. This combined allows for
handling larger amounts of data at a higher rate than previous solutions.
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Abstract. This work deals with Interaction Protocol (IP) adaptation at build time
for coordination in the context of Crisis Management Processes (CMP). CMP
refer to the coordination of several partners in a dynamic and unstable context.
One possible way to deal with this coordination is the use of IP. In order to guar‐
antee an efficient use of IP, we need to adapt them. In previous work, we proposed
an MDA (Model Driven Architecture) framework for IP adaptation based on
version and context notions. In this paper, we focus on the PIM (Platform-Inde‐
pendent Model) level of the proposed MDA framework. More precisely, we
propose an extension of AUML (Agent UML) sequence diagram meta-model in
order to specify graphically the contextualized versioned IP. We also give two
examples of contextualized versioned IP specified with extended AUML. Finally,
we illustrate the IP adaptation based coordination through a well-known case
study « Air Crash Management Process ».

Keywords: Interaction protocols · Crisis management processes · Adaptation ·
Version · Context · AUML · Extension

1 Introduction

Nowadays, we are witnessing the proliferation of crises in all areas such as political,
socioeconomic and climatic. In this context, the Crisis Management Processes (CMP
for short) take a considerable importance by the communities engaged in crisis response
and management.

The CMP refer to the coordination of several tasks running in different organizations
(governmental organizations, humanitarian organizations, hospitals, civil protection,
etc.) and in an open, dynamic and unstable context [1].

A fundamental problem for CMP is the semantic coordination of the different
partners. By semantic coordination, we mean all the rules ensuring the semantic
coherence of interactions between organizations involved in crisis management.
However, the coordination in CMP is still a challenge and current crisis management
systems [2–4] are too rigid to deal with the variety of contexts due to the presence of
heterogeneity at different levels: processes, policies, objectives, authorities, local and
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global commitments and security. Regarding the analysis and synthesis of pre-existing
processes how to coordinate them in an efficient way and within a coherent frame‐
work?

One possible way to deal with this coordination is the use of interaction protocols
(namely contact nets, negotiation or vote as defended in multi agent system area) ruling
and structuring the communication between partners [5]. In effect, the interaction proto‐
cols (IP) based coordination is widely recognized as an efficient mechanism to share
resources and coordinate the activities of agents [5]. Several works have been proposed
in the literature for instance in [5–7]. These research works consider protocols as entities
of first class and address the engineering issue such as specification, validation and
implementation of protocols for specifying and developing a Multi-Agent System
(MAS) in stable context.

In our work, we also consider IP as first class entities but to deal with coordination
in CMP viewed as open MAS and within an engineering perspective. Thus, the inter‐
action protocols adaptation is needed in order to support the coherent interaction between
organizations involved in open, dynamic and unstable context. Roughly speaking, IP
adaptation can be investigated in the context of the two following distinctive approaches.
The first one concerns the management of problems (called exceptions) which can occur
under the execution of protocols while the second approach aims at the re-use and the
modification out (i.e., at build time) and in progress of execution of the IP modeled. This
approach is based on meta-modeling aspect. In this paper, we concentrate on the IP
adaptation according to the second approach. One possible way to deal with this adap‐
tation is the use of versioning technique [8] which captures all the predicable changes
of the considered interaction protocol and permits to keep trace of the previous versions
of an entity, which supports the re-use of these versions if the same situation arises.

In our previous work, we have proposed an MDA framework for IP adaptation based
on version and context notions. We have also presented a meta-model, at CIM level, for
supporting the modeling of contextualized versioned IP. In this paper, we focus on the
PIM level of the proposed MDA framework to specify graphically the contextualized
versioned IP.

Obviously, the design of different IP versions can be represented without specific
information regarding the version. However, it is more interesting to propose an appro‐
priate notion or language allowing in the design step to represent the IP version concepts
to the designer.

Various notions, languages and formalisms have been proposed to design the IP. The
majority have been focused on the representation of IP behavior such as AUML [9, 10],
RDP [11], EVENT B [12], COMMITMENT [13] and ALGEBRA PROCESS [14]…

AUML language is the result of collaboration between the OMG [14] and FIPA [15]
organization which allow the design of IP behavior. In our work, we use the AUML
language for three reasons. First, its ability to represent the behavior of IP using AUML
sequence diagram. Second, it apprehended by user due its graphical interface. Finally,
it provides extensions mechanisms thanks to the stereotype and constraint OCL. These
latter will be used to extend the sequence diagram meta-model with protocol profile,
version and context [17] concepts.
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The main contribution of this paper is to extend the AUML sequence diagram meta-
model to specify graphically the contextualized versioned IP.

The remainder of this paper is organized as follows. Section 2 recalls our MDA
framework that we proposed for interaction protocols adaptation based on the version
and context notions. Section 3 proposes our extended AUML sequence diagram meta-
model. More precisely, it first exposes the key requirements that must be supported by
a formalism or language to specify graphically a contextualized versioned IP. Then, it
gives a comparative study of existing languages/formalisms in order to underline their
limitations. Finally, it shows how we extend the AUML sequence diagram meta-model
to deal with contextualized versioned IP specifying. We also present two examples of
contextualized versioned IP specified with the extended AUML. Section 4 exposes a
crisis scenario to illustrate the IP adaptation based coordination in CMP. Finally, we
conclude the paper and underline the main perspectives.

2 An MDA Framework for Interaction Protocols Adaptation

The purpose of this section is to recall our MDA (Model Driven Architecture) frame‐
work, proposed in our previous work [21], for interaction protocol adaptation. More
precisely, this framework supports the design of IP versions and their contexts, valida‐
tion and implementation. We have chosen to use MDA because it promotes the devel‐
opment of abstract models and it is a standard recommended by the OMG [14] since it
supports the engineering perspective. The three abstraction levels proposed by MDA
are the following:

• CIM Model: Such model should be independent of any computer system [15]. In our
context, the proposed CIM model is the Contextualized Versioned Interaction
Protocol Meta-Model (CVIP2 M for short). By instantiating this meta-model, the
designer creates an IP with its versions. It is noted that our proposition is inspired
from [18]. This work [18] aims at supporting the flexibility of business processes by
using the versioning technique. We believe that the IP can be viewed as a set of
coordinated actions and consequently, it can benefits from this technique.

• PIM Model: Such model should be independent of any technology platform [15]. It
represents an enriched and less abstract view of CIM. In our context, the PIM level
is divided in two sublevels: PIM1 and PIM2. The first one provides a graphical repre‐
sentation of contextualized versioned interaction protocols with graphic languages such
as BPMN, AUML and so on. Regarding, the second sublevel, it provides a formal
specification to validate the IP versions by using formal languages (Petri nets, Z,
Event-B, etc.).

• PSM Model: The consideration of the execution platforms has for objective the
management of the dependence between the applications and their platforms of
execution [15]. In our context, we propose to migrate to the XML specification for
instance in order to execute the IP by extracting the roles and implement them within
software agents.

It is noted that the CIM and PIM models support the IP adaptation at build time.
Regarding the latest model (PSM), it supports the IP adaptation at run time.
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In this paper, we only focus on the first row of the second level of abstraction (PIM
model: PIM1) by extending the meta-model of the AUML sequence diagram with the
version and context notions in order to specify graphically the IP modeled according to
the proposed CVIP2 M meta-model. For more information about the IP2 M (Interaction
Protocol Meta-Model) and VIP2 M (Versioned Interaction Protocol meta-Model), the
reader can refer to [17].

3 Extending AUML Sequence Diagram for Contextualized
Versioned IP Specifying

3.1 Key Requirements of Contextualized Versioned IP Specifying Language

The general requirements that one awaits from a Contextualized Versioned Interaction
Protocols Specifying Language (CVIPSL) are mainly the expressive power and the
adaptability management at design time.

• An appropriate expressive power: a CVIPSL must make it possible to describe all
the basic concepts: behavior and profile of IP. For the behavior concept, the language
must express the protocol spectrum, role, conversation and action concepts.
Regarding the profile it must describe the protocol properties and categories.

• Adaptability management at design time. A CVIPSL must make it possible to model
the adaptability of IP by using the version and context notions. It must specify for
each component (i.e., role, profile, behavior) the details of its version (i.e. the version
number, the version creator, the creation date of the version, the state of the version,
the statute of the version). Regarding the context of versioned IP, it can be specified
through comments.

Besides to these two requirements, described above, other requirements must be
taken into account: Those related to the quality of a language in general such as usability
and extensibility. The usability of the language corresponds to its facility of use while
extensibility corresponds to its capacity to extend to support a specific application
domain (i.e., agents for instance).

3.2 A Comparative Study of Some Existing Notations and Languages

In this section, we summarize the result of our comparative study between some existing
notations and languages compared to the requirements defined previously. The studied
languages are: AUML [9], Petri-Net [11], EVENT B [12], COMMITMENT [13] and
Process algebra [14].

The signs +, − and ± used in the comparison table are interpreters as follows:

+ means that the language answers the criterion,
− means that the language does not answer the criterion,
± means that the language answers partially the criterion.

The Table 1 summarizes the features of each studied language.
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Table 1. A comparative study between existing notations and languages
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Protocol Behavior
Protocol 
spectrum

Sequence + + + + +
Choice + + + + +
Iteration + + + + +
Parallelism + + + + +

Role + + - + +
Abstract Action + +/- + + +
Conversation- act + + - + +

Protocol Profile
Categories - - - - -
Properties - - - - -

Adaptability management at build 
time

- - - - -

Usability + + - - +/-
Extensibility + +/- - - +/-

According to this table, we can deduce the four following remarks:

– All the existing languages/notations support the design of protocol spectrum,
– All the existing languages/notions support the design of role expect Process Algebra,
– No languages/notations support the design of protocol profile.
– No language supports the adaptability management at build time using versioning

technique.

At the conclusion of this comparative study, we chose the use of AUML language
for the following reasons:

– AUML offers a graphic notation whose syntax is at the same time simple, intuitive
and expressive,

– Its notation is extensible. It is equipped with an extension mechanism based on ster‐
eotypes, constraints and labelled values. This mechanism makes it possible to person‐
alize the AUML meta-model in order to take into account the needs for specific
modelling. The result of this personalization is a profile AUML.

– Lastly, AUML allows the description of basic coordination patterns thanks to its
appropriate expressive power.

However, UML does not support all specificities of the IP and those inherent in their
adaptability. To compensate these limitations, we propose to extend AUML and in
particular the diagram of sequence in order to model the contextualized versioned IP.

Extending AUML for Interaction Protocols 147



3.3 Extending AUML Sequence Diagram Meta-Model

To model a contextualized versioned interaction protocol by using the AUML
sequence diagram, we propose the following extensions:

– For the Interaction class which present units of behavior we have added the following
attributes. The attributes devoted to the IP version are: Pro_Nam: protocol name;
Ide_Ver_Pro: interaction version identity; Nam_Cre_Ver: name of version creator;
Dat_Ver_Cre: date of version creation; Sta_Ver: status of version which can be created
or derived. While the attributes devoted to the IP context are: Goa: goal of interaction
protocol; Off_par: the offer part in protocol which can be the initiator or participant;
Cho_Cri: define the choice criteria to accept a proposal which can be single or multiple;
Ini_Pri: initial price used in auction protocol to initiate the object price; Pri_Stra: price
strategy of offer in auction protocol which can be increased or decreased. Then we use
OCL language to apply constraint to some attributes values: {context Interac-
tion inv: self.Sta_Ver = created or derived from
self.Ide_Ver_pro= “xxx”, self.Cho_Cri = single or multi-
dimensional, slef. Off_Par = initiator or destinator, slef.
Pri_Str = Increased or decreased}.

– For the LifeLine class we kept the AgentRole and AgentIdentifier attributes
proposed in [19] which present an extension of object class and we added the
following attributes. The attributes devoted to the IP version are: Ide_Lfl_Ver:
version of lifeline; Nam_Cre_Ver: Name of version creator; Dat_Cre_Ver: date
of version creation, Sta_ver: version status which can be created or derived;
Ide_Ver_Int: used to specify the identifier of the version of the belonged interac‐
tion. While the attributes devoted to the IP context are Ind_Rat: IndividualRa‐
tionality and Rol_Beh: Role Behavior. Then we use OCL language to apply
constraint to some attributes values: {context LifeLine inv:
self.Sta_Ver = created or derived from self.Id_Lfl_Ver
= ”xxx”, self.Ind_Rat = rational or Irrational,
self.Rol_Beh = cooperative or competitive}

– We added two stereotyped sub classes Initiator and Participant and we provide to the
participant stereotyped class two attributes devoted the context notion: Par_Num:
participant number and Con_Num: Contracting Number. Then we use OCL language
to apply constraint to some attributes values: {context Participant inv:
self.Par_Num = limited or unlimited, self.Cont_Num = 1
or < self.par_Num}.

– In the UML sequence diagram meta-model the message class is an abstract class.
To deal with semantic aspect of message we added ConversationAct class in
association with message class having enumerative attribute performatif (Fig. 1).

– An enumerative attribute eventthread is added to the EventOccurrence class
describing the parallelism and decision (AND, OR and XOR) to deal with concurrent
thread of interaction.

– We added two classes Category and Proprieties to describe the protocol profile as defined
in [18]. The first one contains Cat_desc attribute defining the category of protocol.
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While the second class, it contains Context_Ontology, Multiplicity, participant_Inclu‐
sivity, Souscription_required, Conversation_Visibility, participant_Visibility attributes.

3.4 An Illustrative Example

To better illustrate our solution we expose in this section the design of two version of
auction interaction protocol (see Fig. 2). In the first one (see Fig. 2a) we present an
English auction interaction protocol version. In this case, the price is growing and the
iteration continues until participants respond by emitting at least a proposal equal to the
call for proposal. So we have an increasing strategy price, an initial price is lower than
market price and the participant as conversation part. Regarding the second part (see
Fig. 2b) we present a Dutch interaction protocol version. In the Dutch auction, the price
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Fig. 1. A extended meta-model of AUML sequence diagram.
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is higher than the market price, and then it is decreasing in each iteration. At first no
participant responds and the auction ends as soon as one or more participants propose
to iterate. So we have a decreasing strategy price, an initial price is higher than the market
price and the initiator as conversation part.

Initiator

Actor-> Ind_Rat: Rational
Actor-> Role_Beh: Competitive

Ide_ve: If_01
Na_Cre_Ve: A1
Da_Cre_Ve: 08/05/2015
St_Ve: created
Id_ver_Init: Iv_01

Participant

Actor-> Ind_Rat: Rational
Actor-> Role_Beh: Competitive
Actor->Part_Num: n
Actor->Cont_Num: 1

Ide_ve: If_02
Na_Cre_Ve: A1
Da_Cre_Ve: 08/05/2015
St_Ve: created
Id_ver_Init: Iv_01

Initiator, Paticipant

Inform, Cfp-1, Not-Understood, Propose, 
Reject-Proposal,Accept-Proposal,Cfp-2, 
Infopm-2, Request

Servive->  Goal: Sale;
Strategy-> Choice_Cri:Multiple
Strategy-> Offert_Part:Participant
Strategy-> Init_Pr:<market price
Strategy-> Pr_Stra:incresed
Environment->Time:unfixed

Ide_ve: Iv_01
Na_Cre_Ve: A1
Da_Cre_Ve: 08/05/2015
St_Ve: Created

English auction 
protocol

Initiator

Actor-> Ind_Rat: Rational
Actor-> Role_Beh: Competitive

Ide_ve: If_01
Na_Cre_Ve: A1
Da_Cre_Ve: 08/05/2015
St_Ve: created
Id_ver_Init: Iv_02

Participant

Actor-> Ind_Rat: Rational
Actor-> Role_Beh: Competitive
Actor->Part_Num: n
Actor->Cont_Num: 1

Ide_ve: If_02
Na_Cre_Ve: A1
Da_Cre_Ve: 08/05/2015
St_Ve: created
Id_ver_Init: Iv_01

Initiator, Paticipant

Inform, Cfp-1, Not-Understood, Propose, Reject-
Proposal,Accept-Proposal,Cfp-2, Infopm-2

Servive->  Goal: Sale;
Strategy-> Choice_Cri:Multiple
Strategy-> Offert_Part:Initiator
Strategy-> Init_Pr: >market price
Strategy-> Pr_Stra: decresed
Environment->Time: unfixed

Ide_ve: Iv_02
Na_Cre_Ve: A1
Da_Cre_Ve: 08/05/2015
St_Ve: derived from Iv_01

Dutch auction protocol

Gategory: English Auction

ContextOntology: http://…
Multiplicity: multiple
Participant Inclusivity: False
Souscription required: True
Conversation visibility: True
Participant visibility: True

Gategory: dutch Auction

ContextOntology: http://…
Multiplicity: multiple
Participant Inclusivity: False
Souscription required: False
Conversation visibility: True
Participant visibility: True
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Fig. 2. Examples of two contextualized versioned IP specified with extended AUML

4 An Illustrative Case Study

4.1 Description

To better illustrate the IP adaptation based solution for crisis management processes,
we give a well known crisis scenario called “air crash resolution process”. Firstly, the
controller agent should declare the disappearance of an airplane from the radar screen.
Further to this statement, the transport ministry designates a main investigator belonging
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to the BEA (Bureau of Survey and Analysis) to lead this technical investigation. Further‐
more, the prefect establishes a crisis unit formed by a SDIS (Departmental Service of
Fire and Rescue Firemen), SAMU, Police, Investigator, Direction of civil aviation and
health professionals. We suppose the occurrence of an air crash after its takeoff. The
policemen deal to locate the air crash place. Meanwhile, the principal investigator takes
care of building 7 groups of investigation to determine and collect the necessary infor‐
mation for the investigation in the following areas: site and wreckage; aircraft systems
and engines; preparation and conduct of the flight; information about the crew; recorders;
aircraft performance; testimonies and review of past events.

As soon as the policemen locate the place of crash, a security perimeter will be
released to allow others actors to intervene. The SDIS sends seven teams of Firefighters
(T1…T7): the former five deals to put out the burned, while other deal to evacuate injured
and informs the crisis unit of 6 burn victims and 113 died persons. Immediately the crisis
unit makes a call to the regional and neighbor hospitals to requisition that having avail‐
able beds, specialists of serious burned victims and empty places in the mortuary. Then,
it selects adequate hospitals and sends the SAMU to transport injured persons. When
the fire is put out, the police collect the plane debris in order to help investigator teams
to collect and examine necessary information. Further to collected information, a
preliminary report is established. Finally, the BEA sends its final report to the Civil
Aviation Directorate containing the final report and the safety recommendation that will
be published in a press conference.

For more detail concerning the activities of this case study, the interested redears
can refer to our previous work [21].

4.2 IP Adaptation Based Coordination for Crisis Management Processes

After being specified using our extended AUML sequence diagram, we propose in this
part to use an IP in a CMP. This technique consists to insert an activity to choose a
version of IP. It aims at using the appropriate Interaction Protocol Version during the
execution of process in accordance with the execution context. This solution is inspired
by [20] which integrate the IP for the coordination of activity to compose a flexible
process. Moreover we used our ontology proposed in [21] to select the appropriate IP
version. In our case, we have chosen a version of interaction protocol to affect the
adequate person for the execution of “training of working group” (see Fig. 3(a)) and
“choose hospital” (see Fig. 3(b)) activities. In the first activity, the principal investigator
looks to form 7 groups of investigator. To better choose, he decides to use the match‐
maker protocol which consists to find the adequate agents and have the following context
(find agent as goal, direct conversation type and the contracting agent as offer part). In
the latest activity, the choice of hospital is done through a call for tenders lunched by
the Crisis unit to hospitals using contract net protocol. As context used to choose this
protocol we have an offer as goal, multi-dimensional criteria of choice, direct conver‐
sation type, participant offer part, limited interaction type, unlimited participant number,
several contracting, a cooperative role behavior and a rational individuality.
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b

Fig. 3. Extract of air crash process model with BPMN

5 Discussion and Conclusion

Existing propositions in the literature for the specification of IP are depicted to describe
the behavior using various languages and notions. To the best of our knowledge the
description of protocol profile and the adaptation aspect are not studied. For instance [9,
10] proposed an extension of UML sequence diagram to describe the sequence of
conversation act. In [11] they presented a framework combines a FIPA Protocols
approach to specify interaction protocols of agents with coordination. This model is
meant to compete with existing FIPA protocols for it applies to mediated interaction
scenario rather than direct. For [13], they proposed 2CL language based commitment
describing the behavior of protocol which accounts both for the constitutive and the
regulative specifications and that explicitly foresee a representation of the latter based
on constraints among commitments. Regarding [14], they proposed a language for
specification of agent interaction protocols as first-class entities, which, in addition to
specifying the order of messages using process algebra, also allows designers to specify
the rules and consequences of protocols using constraints.

In this paper we called our MDA framework proposed in [21] to deal with interaction
protocol adaptation at build time (CIM and PIM models) and at run time (PSM model).
More precisely, we focused on the first level of the PIM model and we proposed an
extension of the AUML sequence diagram meta-model with version, context notion and
basic concepts of IP. Using our specified IP, we have proposed a concrete crisis scenario
called “air crash management process” in order to illustrate how we exploit the IP adap‐
tation based solution for coordination of this crisis using our ontology proposed in [21].

As future work, we plan, to study the second part of PIM level of the proposed MDA
framework. More precisely, we plan to cheek these specifications through a formal
language… Then we plan to propose an interaction protocol management and adaptation
system supporting the adaptation at run time.
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Abstract. Rescue plans for crisis situations such as natural or made dis-
asters are mostly presented in a textual format to the relevant authority.
Assessing the quality of a rescue plan requires analyzing different per-
spectives, such as plan complexity, resources costs, service time, alloca-
tion strategy and organization efficiency. Unfortunately, textual rescue
plans lack a formal structure to ease the reading and navigation through
the document. To address this problem we are composing tailored visu-
alizations, each visualization representing a particular perspective. We
provide a domain specific language to describe domain specific visualiza-
tions of processes. We validate our approach using static and dynamic
analysis of the Ho Chi Minh city rescue plan in case of a tsunami. Our
approach provides recommendations that are useful for the authority to
improve the original rescue plan.

Keywords: Rescue plans assessments · Business process modeling ·
Visualization · BPMN

1 Introduction

Disaster situations including natural disasters, man-made disasters or combined
natural and man-made disaster with environmental consequences, require the
efficient coordination of various stakeholders (public sectors, private sectors, as
c© Springer International Publishing Switzerland 2015
N. Bellamine Ben Saoud et al. (Eds.): ISCRAM-med 2015, LNBIP 233, pp. 155–166, 2015.
DOI: 10.1007/978-3-319-24399-3 14
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well as citizens) in order to minimize damages. When the Hurricane Katrina
stroke the United States in 2005, it has been estimated that the lack of efficient
coordination caused the death of more than 1200 people in Louisiana, Missis-
sippi and Alabama, left hundreds of thousands homeless and caused tens of
billions of dollars in damage [1]. In the context of crisis resolution, rescue plans
unfortunately are mostly expressed in textual guidelines. It has been shown that
textual guidelines suffer drawbacks [2–4]. Ambiguities make the coordination
among stakeholders difficult and error prone. Moreover, textual guidelines are
not easy to analyze and simulate.

An alternative to textual plans is to use Business Process Modeling (BPM)
as we did in our previous work [2–4] with a BPMN (Business Process Model and
Notation) diagram. This diagram, built by examining an official textual plan,
supports subsequent formal analysis: process complexity, end-to-end process
time, resources costs, allocation strategy, process simulation, transformation to
multi-agent simulation, etc.

Rescue plans cost resources and lives. Even expressed as a business process,
the quality of rescue plans is still difficult to be accurately assessed. A rescue
plan is generally validated during the recovery phase, after a disaster occurred.
Moreover, the process has to be assessed from multiple points of view that could
induce an information overload for the rescue plan expert.

This papers has two contributions. First, it presents a new modeling of rescue
plan based on Business Processes. This modeling reproduces the results we have
previously obtained [4]. Second, we explore multiple perspectives on processes
using interactive, expressive, and domain specific visualizations. We build a tool
named A4BP (Assessment for Business Processes) that will allow rescue experts
to evaluate the quality of these processes. The originality of our approach is
summarized as follows:

– We use a model-based approach: BPMN models may be imported and repre-
sented as a set of objects; queries and metrics may be formulated on BPMN
models to specify visualizations.

– Rescue plans can be visually assessed with specific visualizations.
– Visualizations are interactive and explorable in order to reduce the feedback

loop when the end-users adapt the initial rescue plan.

The paper is organized as follows. First we model a rescue plan as business
processes using BPMN diagrams (Sect. 2). We use the rescue plan of Ho Chi Minh
City (HCMC) tsunami as the running example along this paper. Second, our
approach is detailed using two visualizations of the HCMC tsunami rescue plan
(Sect. 3). After briefly presenting the related work (Sect. 4) the paper concludes
(Sect. 5).

2 Model Rescue Plans as Business Processes

Today, BPMN 2.0 is the standard notation for modeling business processes.
Developers, business analysts, enterprise architects could effectively use this
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graphic notation to express business rules. A great deal of existing open-source
and commercial Business Process tools are available (e.g., jBPM1, BonitaSoft,
Camunda2, Activiti Modeler3, Bizagi Modeler4).

In our previous work, we presented a BPMN modeling of the Ho Chi Minh
City Tsunami rescue plan from textual plans. These plans were provided by the
Vietnamese authorities [2] (Fig. 1).

(a) BPMN Model

(b) BPMN Elements

Fig. 1. BPMN representation for Tsunami response plan

1 https://www.jboss.org/products/bpmsuite/overview.
2 https://camunda.com.
3 http://activiti.org/components.html.
4 http://www.bizagi.com.

https://www.jboss.org/products/bpmsuite/overview
https://camunda.com
http://activiti.org/components.html
http://www.bizagi.com
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In the BPMN process model, eight actors are represented by rectangular
boxes, called swimlanes. These actors are two pools (Ho Chi Minh City and
Institue of Geophysics) and six lanes (Health + Red Cross, ..., Local Admin-
istration). Besides, in order to visualize the task, we use the activity notation
(like T1: Detect tsunami risk), depicted by a rounded-corner rectangle. These
activities are connected by the Connectors (Sequence Flow and Message Flow),
and the Flow Objects like Start Event, Intermediate Event, End Event. Fur-
thermore, the control structures help to coordinate the different activities using
parallelism (diamond including “+”) or alternatives (diamond with “X”).

Quality of rescue plans is assessed in a number of different ways. For example,
in our previous work [4], we show the benefice of combining two different levels
of analysis of rescue plans: a BPMN diagram that provides a graphical view
easily understandable by end-users and a multi-agent perspective that provides
an aggregate representation of the behavior of the actors involved in the plan.
The first level allows one to analyze the rescue plan from the complexity of
the workflow and may be used in a simulation, while the second level focus on
dependencies between roles and enable the analysis of the robustness, flexibility
and efficiency of the organization.

In order to analyze rescue plans, different perspectives have be taken into
account at the various phases of the disaster (Fig. 2). The analysis during the
preparedness, when pre-disaster strategic planning is done and when all the
resources are not completely known, is not the same that we will be done during
the response phase just after the disaster.

Another specificity of a rescue plan is to be modified at run time depending
of the crisis current situation to be adapted to new actors appearing in the scene,
excess or lack or resources, etc.

Our proposition in this paper is to use visualizations to provide a convenient
and practical means for the end-users to analyze complex rescue plans with

Fig. 2. Lifecycle of rescue plan assessments
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different perspectives. Visualizations also allow us to combine different perspec-
tives in a compact graphical and contextually pertinent presentation. For exam-
ple, we can reuse the common blueprint of a BPMN diagram and add on top
of each BPMN elements some information related to the simulation (time or
resources needed for this element).

Another useful feature of visualization is to be able to view flaws or defaults
using graphical patterns. This feature has already been used in the context of
software process modeling by Alegria et al. [6].

Visualizations allow us to have a very short feedback when the rescue plan is
modified in order to see the consequences. Visualizations further allow us to have
an explorable way to test different rescue plans among all the possible scenarios.

3 Assessing Rescue Plans with Visualizations

We first describes the A4BP tool that allow us to model, analyze and visualize
multiple perspective on Business Processes (Sect. 3.1). Subsequently, two exam-
ples of assessments done on the HCMC tsunami plan are shown and we give the
code of the domain-specific language use to do the visualizations (Sect. 3.2).

3.1 A4BP Tool Description

A4BP (Assessment for Business Processes)5 is a platform based on the Pharo6

programming environment. Its purpose is to craft custom analysis of Business
Process models (like BPMN 2.0). A4BP allows developers, engineers, process
managers and end-users to import, transform and navigate Business Process
meta-models descriptions.

The main idea of A4BP is to provide a tool to navigate the entire business
process definition including relation between process and technological services
related to process execution. It provides multiple perspectives to measure and
visualize business process code to identify quality and design problems.

The top architectural level (e.g., Fig. 3) is composed by (1) a meta-model
process engine to parse the process definition, build an object model of BPMN
instances and calculate quality metrics; (2) a simulation engine based on
BPSim7, a standard to configure simulations, defines scenarios and captures
results according to five dynamic perspectives: Time, Control, Resources, Cost
and Task priority; (3) a front end environment using Roassal8 [15], an agile visu-
alization engine to produce dynamic visualization using elements of the Business
Processes.

5 http://www.a4bp.com.
6 A Smalltalk-inspired live programming environment to edit, manipulate and execute

objects interactively: http://pharo.org.
7 http://www.bpsim.org.
8 http://objectprofile.com/Roassal.html.

http://www.a4bp.com
http://pharo.org
http://www.bpsim.org
http://objectprofile.com/Roassal.html
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Fig. 3. A4BP layered architecture

A4BP includes the following metrics:

Metric Description

Numbers of elements Counting the number of element defined in the formal

meta-model description

Control Flow Complexity (CFC) [9] Using Cardoso proposal for control flow complexity in

business process

Control Flow Complexity Absolute

(CFCAbs)

A variant of CFC used to find the complexity when the

elements have more related split elements. The basic

idea is to sum all CFC in oder to have the absolute

value

Process Length [8] N = n1 × log2(n1) + n2 × log2(n2)

Process Volume [8] V = (N1 + N2) × log2(n1 + n2)

Process Difficulty [8] D = (n1/2) × (N2/n2)

where: n1 is the number of unique activities, splits &joins, and control-flow ele-
ments of business process; n2 is the number of unique data variables manipulated
by the process and its activities; N1 and N2 are respectively the total number
of elements and data occurrences.

3.2 A4BP Assessments Scenarios

A4BP may be used by a rescue plan analyst in two different ways:

1. Using the default predefined visualizations provided by the tool,
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2. Building their own visualization with the scripting engine provided by A4BP,
based on the ROASSAL agile visualization engine. We will focus only on this
way in the rest of the section.

The usual workflow for process modeler is to load a process model in A4BP,
explore the interface navigator, and decide which element has relevant informa-
tion to make a custom visualization (See Fig. 4 for the navigation interface used
in the modeler).

Fig. 4. A4BP model navigation interface

In order to illustrate the workflow that end-users could follow to assess a
rescue plan, we show first how to build a static visualization from the HCMC
tsunami rescue plan (Fig. 5) with all flow elements and their relations. We eval-
uate each element with the flow complexity and flow absolute complexity using
rectangle width (CFC metric) and height (CFCAbs metric) to identify which
element has more complexity in the model.

We obtain a visualization that is roughly similar to Fig. 1(a) with more infor-
mation regarding each element. This information is more valuable for end-users
than just plain BPMN diagrams.

The visualization given in Fig. 5 is obtained by executing the following script.
The main part of the script is to select the nodes from the BPMN model that will
be displayed and given to these nodes. The suitable shapes and colors depend
on the metrics that business analysts want to examine.

This script may be built interactively and incrementally by the user during
the exploration of the model.



162 A.J. Peralta et al.

Fig. 5. Visualization of HCMC rescue plan process complexity

”Start Scripting visualization, using flowElements as main imput”
values := model flowElements.
”Configure each node in the view with the metrics, using visual properties”
view shape rectangle

”Add control flow complexity metric”
width: [: nn | (nn metricCFC + 1) ∗ 10 ];
”Add control flow complexity absolute metric”
height: [: nn | ( nn metricCFCAbs + 1 ) ∗ 10 ].

view nodes: values.
”Add number of relations metric to normalize the color”
view normalizer

normalizeColor: #numberOfRelations
using: (ColorPalette sequential colors: 9 scheme: 'YlOrRd') using: #value.

”Connect the elements depending on the outFlows relationship”
eb := view edges.
eb shape line color: (Color lightGray alpha: 0.2).
eb connectFrom: #yourself toAll: [:n | n outFlows ].
”Generate a tree layout to organize using outFlows references”
view layout tree.
”Execute the visualization”
view build.
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Thanks to this visualization, the end-user might gain insights from the
process. For example, it is apparent that one element (a parallel gateway ele-
ment) has a very high complexity (width) and a high number of relations with
other elements (color). This element corresponds probably to a critical task in
the rescue plan. Another fact that we discover is that there are some recurrent
patterns not only in terms of structure but also in terms of complexity.

From the output of first assessment, the rescue plan analyst might decide
to enrich this first visualization with some information provided by another
perspectives, like the simulation one.

The visualization is an output result after executing BPSim engine with
time and resource as input parameters used to simulate real execution process.
The visualization uses static meta-model to paint elements and dynamic BPSim
meta-model to capture time processing, then set width and height values for
each rectangle (Fig. 6).

Fig. 6. Visualization of HCMC process time information

The standard BPMN view combines static BPMN diagram on the left with
dynamic visualization of the BPMN simulation (time chronograph) on the right.

In the following script, the end-user adapts the shape size of BPMN elements
according to some metrics (like processing time) coming from the simulation
model:
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”Script on the left side”
”Using color builder to find color for each element”
cv := A4BPUIBVFactory color.
values := model flowElements
”Find the result scenario to explore”
out := bpSimExecution fullOutputScenario.
view shape rectangle color:[: n | (n accept: cv)].
”Configure each node in the view with the metrics, using visual properties”
view shape rectangle

”Add processing time value result”
width: [:n | (out getParameterAt: n) processing vv ];
”Add control flow complexity metric”
height: [:n | ( n metricCFC + 1 ) ].

view nodes: values.
”Add quantity of resource necessary to do the activity using normalize the color”
view normalizer

normalizeColor: [:n | (out getParameterAt: n ) quantity vv]
using: (ColorPalette sequential colors: 9 scheme: 'YlOrRd')
using: #value.

”Script on the right side”
”each simulation is a scenario to display”
b := RTGrapher new.

cv := Dictionary new.
cvv := A4BPUIBVFactory color.
”Find the result scenario to explore”
scenario := bpSimExecution fullOutputScenario.
”Prepare the datasource to put in the graph”
ds := RTStackedDataSet new.
”Configure the element inside the graph”
ds dotShape rectangle

width:[ :el | ( scenario getParameterAt: el ) quantity vv )];
height: 5.

”Insert the elements in the dataset”
ds points: bpSimExecution processModel allActivities.
”capture the processing time from scenario results”
ds y: [ :el | (scenario getParameterAt: el) processing vv ].
”Add the dataset in the graph”
b add: ds.
”Configure details”
b axisX title: 'Activities'; axisY title: 'Processing time'.
b build.

By combining these two perspectives together, the rescue plan analysis, could
understand the relationships between the complexity of each activities of the
Business Process according to the time needed to process each element. Select-
ing an element in one these views highlights the corresponding element in the
other one.
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4 Related Works

In the context of software process modeling [6] proposed model blueprints for
visualizing and analyzing different perspectives of a software process model.
These blueprints are used to identify process anomalies like exceptional entities
and recurrent errors [14]. Error patterns are identified with process elements
that are graphically “abnormally different” from the remaining elements. We
are doing something similar by decorating elements like tasks with information
from others perspectives.

This is also possible to assess a business process from the organizational point
of view. Grossi et al. [7] proposed a set of metrics in order to evaluate organiza-
tional structure based on the role graph with three dimensions: power, coordi-
nation and control. We already implement these metrics in a previous paper [3].
Cardoso et al. [8] presented a set of metrics such as Process Length, Process
Volume, Process Difficulty in order to assess the complexity of process model.
A4PB offers these metrics making them easy to be combined in exploratory
visualizations.

Cardoso et al. [9] presented a metric to measure control-flow complexity of a
work-flow or a process. He also suggested other metrics such as: Activity Com-
plexity, Data-Flow Complexity, Resource Complexity. These metrics, combined
with the equations of Role Graph [7], can help us determine the quality of a
coordination plan according to two points of view: process and organization.

5 Conclusion

Modeling rescue plans with business processes eases their engineering, including
formalization, simulation, analysis, quality assessment activities. To be accepted
by end-users and authorities in charge of disaster management, quality assess-
ment has to be based on understandable graphical artifacts. To this end, our
paper has presented different graphical perspectives of a plan on top of which
static and dynamic analysis are possible. For that purpose the A4BP visualiza-
tion tool has been implemented and experimentations on a Ho Chi Minh City
rescue plan have been conducted. However, our tool remains general enough
to deal with any other type of application domain including complex processes.
The only constraint is that processes should be expressed in the BPMN standard
notation. Regarding our case study, our tool should now be evaluated by users
to have real feedback on its usability and the understandability of graphics pro-
duced. A process includes three dimensions: control structure, organization, and
information. This paper focussed on the process control structure dimension but
does not take into account the two others. As future work, we plan to provide
additional visualizations and metrics to measure the quality of the organization
(structure and communication). Analyzing actor interactions is likely to be the
base of our future analyses.
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Abstract. This paper presents preliminary results of ongoing research on the
ethics of using social media on a large scale in disaster management.

To date social media use by disaster response agencies has been relatively
ad-hoc. The Slándáil project aims to build a system for harvesting publicly avail‐
able data from social media and using it in an ethically responsible and appropriate
way to enhance the response of emergency services to natural disaster.

The ethical framework draws on the traditions of Isaiah Berlin’s value
pluralism and Giorgio Agamben’s State of Exception in its approach. Value
pluralism relates to an understanding that every pluralist society is organized
around several and different sets of values and traditions. State of Exception
theory is concerned with ethical consequences that arise when governments or
state agencies arrogate to themselves extra powers in response to extraordinary
circumstances, such as a natural disaster.

The implications of these ethical approaches for the Slándáil system are
examined and discussed according to their impact on the various stakeholders:
the system end-users, the public at large, the state and the emergency responders
themselves. Implications for the technical design and governance of the system
are also deduced and evaluated.

Keywords: Ethics · Value pluralism · State of exception · Disaster management ·
Social media

1 Introduction

The advent of social media provides an opportunity to better inform disaster response by
collecting and using this publicly-contributed information to develop better technology
systems. However the ethical implications of using social media data in this way demand
consideration. Slándáil (EU FP7 Security sponsored project #6076921) is a project that
aims to build a platform that will ethically use social media data to better inform emer‐
gency managers during a natural disaster. It is a collaboration between 9 beneficiaries in
Italy, Ireland, Germany and the UK including academics, emergency operatives, civil
protection organisations and four SMEs with expertise in software and communications.
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The need for an ethical framework to inform the design of and use of the Slándáil
system was recognised and integrated into the project from the outset. This need arises
for two reasons: Firstly, the world of social media and information technology is contin‐
uously evolving at a pace which far outstrips the legislative process. This entails a
growing role for ethics. [25]

Technologies such as Slándáil which are being developed with the intention of
benefitting society therefore need to go further than mere legal considerations in order
to fulfil those intentions.

The second reason is related: the legislative context is also continuously evolving
and changing, even during the course of the project. In considering potential ethical
concerns, future legal measures may also be anticipated.

The project participants have drawn on two fields of ethical theory in the develop‐
ment of the ethical framework: value pluralism and state of exception theory.

2 The Slándáil System

The Slándáil System will be comprised of both hardware and software that will be
installed and used as a decision support tool by emergency managers, such as police or
fire departments.1 The platform will harvest social media data, including textual, image
and video data, during a natural disaster (data which will include sensitive data such as
individuals’ names) and will aggregate this data and provide outputs to emergency
managers that identify vulnerable areas. While other systems have been developed
which analyse textual information with the aim of providing actionable outputs, [1, 10,
11, 14, 26] the multimodal scope of Slándáil represents a new development.

These outputs will be in the form of actionable information that has been derived
from aggregated social media data and identifies key places to target that are under
particular threat of damage or loss of life from a natural disaster. The system is designed
to increase efficiency in emergency response, but it cannot be understated that the level
of data collection may be intrusive or may cause some level of distress to the general
public.

The system, due to launch fully in 2017, is in its early prototyping phase at time of
writing. The ethical framework has been written to coincide with the early prototype
launches to ensure that ethical guidelines are in place prior to the harvesting od social
media data.

3 Value Pluralism

Value pluralism is a strand of ethical theory that flows from the claim that there are a
plurality of genuine moral values. It was initially developed by the philosopher Isaiah
Berlin in the essay “Two Concepts of Liberty” [2].

1 For the purposes of clarity, this paper uses the phrase ‘end users’ to refer to the users of the
Slándáil system (i.e. emergency managers), not to the end users of social media technologies.

168 D. Jackson et al.



It differs from much mainstream ethical theory is that it does not primarily concern
itself with demonstrating a way to make decisions ethically.2 Rather, it recognises that
the many ethical perspectives and culturally varied value systems in a society have
intrinsic merit and that they can’t be reduced to one over-arching system that can be
used to determine the best course of action in a given circumstance.

Where value pluralism gets its teeth is in the further assertion that this diversity of
systems of value, which reflect the cultural, ethnic and social diversity of the community,
need to be protected and fostered. Berlin recognised that great harm has been done when
one particular value system dominates in a specific period of human history. He therefore
concluded that the valuing of pluralism itself needs to be explicit.

It represents a kind of value-system equivalent to the oft-cited expression of the
principle of free speech: “I wholly disapprove of what you say - and will defend to the
death your right to say it.” 3 Berlin argues that we have an ethical obligation to defend
others’ right to live according to their ethical value systems and cultures, even if we
wholly disapprove of them, because the alternative is hegemony and domination.

In addition to its implications for protection of pluralism at a societal level, value
pluralism can be applied at the personal level of an individual’s decision-making. As
individuals, we subscribe to a plurality of values. These genuine values contend with
one another in influencing our decisions and actions and will sometimes come into
conflict.

In such circumstances not only may it be impossible to determine which value is
more important in the circumstances than the other, but it may be impossible to compare
them at all as they are incommensurable.4

Such decisions are very much a part of lived human experience: we find certain
decisions difficult because no matter what we decide, some harm will result to our prin‐
ciples or values. This is experienced as “the agony of choice” [16].

3.1 Implications of Value Pluralism

Societal Level: William Galston recognises that, although value pluralism is not rela‐
tivism, it does nevertheless allow for a “[f]ragmentation of value” [5]. He therefore asks
how (an ethically fragmented) society is to be held together and a decently ordered public
life sustained?

He adopts the notion of legal presumption (or precedent) to provide a model for a
system of ethical presumption, where “practical [ethical] principles function as powerful
but rebuttable presumptions” [5]. The objective should be to provide for the fulfilment,
to the greatest extent possible, of each of the values in question, rather than a winner-
takes all situation, as is common in the judicial domain.

2 Mainstream ethical theory has been criticized by so-called anti-theorists for losing sight of
practical application in seeking to explain ethics principles beyond where such explanation is
useful. [9].

3 This quotation is often attributed to Voltaire, but was actually written by a biographer, Evelyn
Beatrice Hall to illustrate his ideas on freedom of speech. [12].

4 That is to say that they cannot be measured on the same scale as they are qualitatively different
and irreducible.
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Organisational Level: Administration theorist Hendrik Wagenaar has advocated a
practice-based approach where practitioners “deal with” value conflicts using their
experience and intuition, rather than “resolving” them [22, 23]. The implication here is
that organisations ought to foster an environment that facilitates the virtues of wisdom
and courage, and engenders learning from experience.

Michael Spicer also considers organisational implications and makes the important
point that power relations within the organisational structure need consideration. Power
relations are a potential factor in the context of decisions made by people in an organi‐
sation, therefore a value pluralist “… approach should begin … with a recognition that
the application of power can narrow the bounds of administrative and political discourse
and, in doing so, can serve to restrict the range of values brought to bear in such
discourse” [17]. Dissent must be acceptable and contrary opinions considered.

Individual Level: Spicer argues that value pluralism has implications for the cultivation
of virtues as does Paul Nieuwenberg, claiming that facing up to the agony of choice
requires the cultivation of the virtues of honesty, truthfulness and courage:

What a moral life incorporating this understanding requires, then, are certain
dispositions—dispositions enabling us to endure conflict and its agonies. These dispo‐
sitions are nothing but virtues: more specifically, the classical virtues of honesty, truth‐
fulness, and even courage [16].

4 State of Exception Theory

Human rights law experts Evan Criddle and Evan Fox-Decent explain that “In common
parlance, the ‘state of exception5’ denotes “a legal regime in which public institutions
are vested with extraordinary powers to address existential threats to public order” [3].

The crucial question to pose is the following: How can liberal democratic values
accommodate extraordinary powers and measures that are apparently illiberal? Given
that liberal democracies are primarily concerned with protection and promotion of
fundamental rights and separation of powers, how could prerogative powers and the
derogation of human rights and civil rights be ever justifiable to these same liberal
democracies?

According to Carl Schmitt, the only juridical subject endowed the right to proclaim a
state of emergency (and accordingly suspend the constitutional provisions) is the execu‐
tive power itself in its various forms: king, president, prime minister, etc.6 Leaders can be
inevitably tempted to exaggerate the peril in order to justify their emergency declarations.

Schmitt, along with many other proponents of the state of exception rationale, also
pointed at the undeniable evidence that democratic systems generally take a lot of time
to deliberate and produce a political decision.

5 For the purposes of this paper the terms “state of exception” and “state of emergency” are used
interchangeably.

6 Carl Schmitt, a major intellectual figure in 20th century legal, political and constitutional theory,
is unquestionably recognized as the “outstanding legal theorist of the notion of exception”. [7]
citing [4].
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While a number of commentators portray the state of exception as inherently prone
to generating abuses of power, others highlight the fact that national emergencies are
not exempted from legal oversight or scrutiny.

In her book, N. C. Lazar argues that during national emergencies heads of states or
governments are not exempted from political accountability: their actions are always
subject to adversarial review by the courts of law, the legislative body, the larger political
community and a free media [13]. On a similar note, Peter Swan’s study details how
during national emergencies, the rule of law of liberal democracy does not “willingly
abdicate its role to a state of exception” and more often than not “continues to act as an
obstacle to the arbitrary authority of the executive branch” [19].

From an international human rights law perspective, the state of exception bears
important consequences for the mechanism of derogation. The leading international and
regional human rights covenants endeavoured to regulate states’ entry, conduct and
accountability before, during and after the state of emergency. The “cornerstone” of
these covenants are their derogation clauses, which permit states to restrict some human
rights in exceptional times - but only where this is strictly necessary to address serious
threats to the life, independence or security of the nation and its members. The suspen‐
sion of those human rights is subject to a carefully calibrated system of limitations,
safeguards, notifications, and review procedures.

Recognizing the dangers attached to a period of national emergency, international
human rights law limits the circumstances under which states may legally derogate from
their international obligations to respect, protect, and fulfil civil and political rights. Each
of the leading international and regional conventions on civil and political rights deploys
the following criteria and guidelines to evaluate the lawfulness of the derogation
processes initiated by state members: 7

As far the derogation mechanism is concerned, one has to keep in mind an important
caveat, which is founded on a qualitative discrimination between “non-peremptory” and
“peremptory” human rights.

During national crises, state governments may derogate from “non-peremptory”
human rights norms such as the freedoms of expression, movement, and peaceable
assembly. In keeping with international human rights law, however, state governments
are never permitted to derogate from peremptory norms because under no circumstances
could the violation of these norms be consistent with states’ legal and ethical obligations
towards their citizens.

4.1 Justification and Strict Necessity

All derogations from human rights will be legally permissible only where “genuine
public emergencies undermine the institutional prerequisites for the enjoyment of human

7 The ICCPR, African Charter on Human Rights, American Convention on Human Rights
(ACHR), Arab Charter on Human Rights (Arab Charter) and European Convention on Human
Rights (ECHR).
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rights by imperilling the ‘life’, ‘independence’, or ‘security of the state’” [3].8 A state’s
failure to provide a reasoned justification for particular emergency measures renders
those measures unlawful, as the UN Human Rights Committee has recognized.9

4.2 Last Resort

Even under such extraordinary circumstances, however, the state still has an obligation
to show that it cannot adequately address the crisis with ordinary measures and appli‐
cable laws. In other words, derogating from its non-peremptory human rights obligations
must represent the last resort.

4.3 Proportionality

The influential document “Siracusa Principles on the Limitation and Derogation
Provisions” suggests that “any measures a state undertakes to restrict or suspend
non-peremptory human rights during emergencies must be supported by a principles
of proportionality”, requiring states to use “only those measures that minimally
restrict the freedoms ordinarily protected by the suspended treaty rights” [21].

4.4 Notification and Monitoring

Furthermore, to ensure that international human rights law restrictions on the
commencement of the derogation are taken seriously, each of the leading covenants on
civil and political rights obliges states to notify the international community promptly,
either directly or through an intermediary, when they suspend their human rights obli‐
gations during national crises. Traditionally, “notification requirements have been
understood primarily as devices to facilitate international monitoring; when states
provide notice of derogation pursuant to their treaty commitments, international and
regional tribunals and other states-parties are better equipped to check human rights
abuses” [3].

4.5 Temporal Scope

In their notification, states must also provide a clear timeframe (a “sunset” clause) for
the state of emergency during which non-peremptory human rights are temporarily
suspended. In Oren Gross and Fionnuala Ní Aoláin’s words, “Only a truly extraordinary

8 For instance, the European Commission on Human Rights has clarified the contours of the
justification criterion, by understanding a public emergency crisis as a danger that is (1) present
or imminent, (2) exceptional, (3) concerns the entire population, and (4) constitutes a ‘threat to
the organised life of the community’.

9 “If the respondent Government does not furnish the required justification itself, as it is required
to do under article 4.2 of the Optional Protocol and article 4.3 of the Covenant, the Human
Rights Committee cannot conclude that valid reasons exist to legitimize a departure from the
normal legal regime prescribed by the Covenant”. [3, n. 90].
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crisis that lasts for a relatively brief period of time can be a derogation-justifying emer‐
gency” [8]. Permanent or institutionalized states of emergency would represent an
anathema to the principles undergirding international human rights law.

4.6 Contestation

In addition to the obligation to demonstrate justification of the necessity of declaring a
state of emergency, it is crucial that, when public officials derogate from ordinary human
rights, their decisions are open to public contestation to ensure that emergency powers
are not held or abused so as to dominate the state’s subjects.

5 Value Pluralism, State of Exception and the Slándáil System

What is desirable under value pluralism is a society structured to protect the ability of
people to live out their cultural and ethical identities fruitfully.

The most pertinent implications of value pluralism for a system such as Slándáil
relate to how it is used, particularly situations when decisions which involve conflicting
values have to be promptly made. For example the need to protect the life and health of
emergency responders can come into conflict with their duty to help and potentially save
the lives of civilians. Value pluralism recognises the difficulty, even painfulness of such
decisions and gives a place of priority to experience, precedent and virtue, acknowl‐
edging the courage and integrity required to put oneself at risk to protect the rights and
liberty of others. It understands that, in practice, value conflicts are not “resolved”, but
“dealt with” through intuition and experience, in concrete and varying practical settings.
Sara Geale lists “[t]he cardinal virtues of disaster response [as] prudence, courage,
justice, stewardship, vigilance, resilience, self-effacing charity and communication” [6].

State of Exception doctrine has implications for a system like Slándáil primarily in
its treatment of sensitive data in the exceptional circumstances of disaster response
where normal ethical priorities do not pertain due to the imminent risks to life and prop‐
erty. In such circumstances there are strong ethical arguments to suspend normal provi‐
sions (such as privacy and data protection measures) constraining the use of personal
data if necessary to save lives. State of Exception doctrine outlines the extent and scope
of such constraints and therefore the provisions that must be made in the design of the
system in order to implement these constraints.

The purpose of this theoretical analysis was to inform the development of an ethical
framework to oversee the design, use and governance of the Slándáil system. To this
end, the end users of the system were consulted on an ongoing basis to ensure that the
framework accounted for their modus operandi, workshops were organised to discuss
the proposed framework with them and the other project beneficiaries and scenario
analyses were undertaken. This work highlighted the importance of consideration of
ethical implications not only for the human stakeholders but also for the treatment of
information contained in the Slándáil data that has been gathered from social media
sources.
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6 Ethical Implications for the Slándáil System

The potential ethical benefits and risks arising from use of the system were considered
in the light of this theoretical research and the ethical implications were crystallised into
an ethical framework. This framework set out explicit measures to be followed in terms
of technical design, end-user practices (at the various phases of emergency manage‐
ment), licencing and administration of the Slándáil system. Naturally, some of these
measures could have been (and have been in other disaster management systems) arrived
at through other means; nevertheless it is useful to demonstrate their grounding in robust
ethical deliberation.

The framework is structured in three sections, concerning the ethical implications
for (a) the design, (b) the use and (c) the governance of the Slándáil system. In terms of
the technical design, the main implications concerned data security, access control and
authentication, data accuracy, anonymisation, data expiry and journaling. With regard
to end user practice, information verification, triage protocols, attention to the effects of
organisational power relations and adhering to specified use constraints were the main
areas of ethical concern. Finally, issues relating to governance, including the ownership
and licencing of the system and its associated intellectual property were assessed.

6.1 Ethical Implications for the Design of the Slándáil System

Implications for the technical design of the Slándáil system entail constraints in both its
configuration and logical functioning, primarily derived from State of Exception consid‐
erations and related to the integrity and security of the data accessed by and information
generated by the system.

Implications Concerning System Data
Security of the Data. Security of the system data is of primary concern. In order to
respect the dignity and privacy of the people who could potentially be identified it is
imperative that databases be secured to defend against hacking or any other unauthorised
access.

Messages to emergency response personnel “in the field” should be encrypted,
unquestionably if they contain potentially identifying data.

The physical location of the servers storing the system data and running the system’s
code must be considered to ensure that it cannot be accessed by external governments
or agencies of other states. In addition, the legal context is affected by the physical
location of the servers as even within the EU, for example, the Data Protection directive
is implemented slightly differently in each state.

Access Control and Authentication. In order to ensure access to the data is only avail‐
able to authorised persons the system will require user authentication and access control
functionality.

User authentication will determine who can “log on” to the system. Access control
permissions will need to be designed so that access to various parts of the system can
be configured for each user dependent on their role and the current phase of emergency
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management. For example, certain data which is personally identifiable should only be
accessible during the response phase of emergency management.10

Implications Concerning Public Protection
Data Accuracy. The phenomena of hoaxes and viral spreading of misinformation
makes the task of verifying the accuracy of information especially difficult [18]. If the
Slándáil system can give some measure of confidence or otherwise in the accuracy of
the data it provides it would be extremely valuable for the end users and for the utility
of the system as a whole.

Anonymisation. The task of emergency response personnel would be greatly facilitated
by automated anonymisation of the data, whilst recognising that complete anonymisa‐
tion is impossible. It is almost always possible to retrospectively disaggregate or re-
nonymise data should it fall into the wrong hands [15]. Ethically speaking, it is highly
desirable that the Slándáil system incorporate anonymisation measures as this would
diminish the risk of infringements of privacy and dignity.

Data Expiry. A further step that is ethically desirable, and possibly legally required, is
that of data expiry dependent on the phase of emergency management. In order to respect
the temporal scope criterion of the state of exception doctrine it should be possible to
define rules which govern the expiry of data that has been gathered or processed by the
Slándáil system.11

Implications Concerning Slándáil End Users
Journaling. The incorporation of a journaling function that records management history
as well as a journal of transactions, for the purposes of review, simulation and training is,
ethically speaking, a double-edged sword. There is a risk that end-users’ decision making
could be influenced by the knowledge that every action taken on the system is recorded.
Nevertheless, on the other side of the coin, the fact that there is a record of every action
taken by each end user enables decisions to be retrospectively reviewed and evaluated
should they be found to have been sub-optimal in the extant circumstances. Such a record
also mitigates the risk of scapegoating in such circumstances.

6.2 Ethical Implications for the Use of the Slándáil System

Discussion of the ethical implications for the individuals using the Slándáil system is
best structured along the phases of emergency management.12

10   To be clear: the Slándáil system itself is to be used at all phases of emergency management but
certain data (personal data) should be masked (anonymised) at phases other than the response
phase.

11
  It may be ethically justifiable that the data be used post-response phase in order to facilitate
debriefing and ascertaining learnings which can be used to improve response to future disasters.

12   The UN-SPIDER glossary gives the following as the phases of disaster response: prevention,
mitigation, preparedness, response, rehabilitation, reconstruction and recovery. The most rele‐
vant ones for Slándáil are mitigation, preparedness and response. Post-response, debrief and
review are necessary but do not fit particularly well into the UN_SPIDER phases. [20].
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Phases of Emergency Management: Mitigation and Preparedness
The main ethical implications here entail taking existing vulnerabilities and inequalities
into account.

In the context of ethical considerations related to Slándáil, vulnerability of mobile
internet infrastructure is a key consideration and a geospatial analysis of likely infra‐
structural damage would inform disaster response as there is a likelihood that areas
susceptible to infrastructural damage would be under-represented in social media data.

Inequality in access to information technology and communications, the digital
divide, would also lead to under-representation in the data. Again, geospatial analysis
at the planning phase of the existing distribution of access to and use of social media
technology would alert emergency response personnel to such inequalities which could
then be accounted for in subsequent response.

Inequality in vulnerability needs to be integrated into disaster planning. These
inequalities are likely to be reflected in social media use. Over-reliance on social media
data may thus exacerbate them.

Another aspect of planning is training. The relevant emergency response personnel
clearly need to be adequately trained in the use of the Slándáil system and in the manner
in which its use is to be integrated into the overall disaster response strategy.

Phases of Emergency Management: Response
Verification. The importance of information verification has already been stressed and
whilst it is anticipated that Slándáil will have means to assess the validity of information
there nevertheless remains an ethical obligation on the part of the end users to seek to
verify information by other means if possible, be that via traditional media, reports of
emergency services personnel on the ground or interaction over social media with people
on the ground.

Triage. The response to a disaster is essentially a triage operation at several levels,
depending on the scale of the disaster. At each level decisions are made concerning the
distribution of emergency response resources. The Slándáil system is intended to support
decision making by providing information that would otherwise be unavailable. Never‐
theless, such decisions are difficult as resources are not infinite and therefore sometimes
will not be sufficient to meet need. In such circumstances a triage operation is undertaken
and a decision made as to where there is the most need or where there will be the most
benefit from deployment of limited resources.13

13
  Geale outlines the distinctions between triage in an emergency room situation and a disaster
response situation: “In day-to-day [A&E] triage, the common sense rule is to serve persons
whose condition requires immediate attention and defer care to those who are more stable and
can afford to wait; however, all patients will eventually get care. The process helps to ensure
that no one is lost, and all get care appropriate to their needs. In a disaster involving multiple
victims, and resources are completely overwhelmed, new protocols come into play. Disaster
triage allows that the most seriously injured are left to the end – and may even remain
untreated – so that those who can be saved can be cared for. This approach is one of the few
instances where the utilitarian rule applies in health care. The greater good rule can be justified
because of the clear necessity for allocation of resources to benefit the most people.” [6].

176 D. Jackson et al.



Value pluralism recognises the difficulty of such decisions and that experience and
certain character virtues enable people to make the best choices. Therefore, as noted
earlier, a culture supportive of unencumbered decision making should be fostered which
has respect for stakeholder needs, desires, self-abnegation, courage and integrity. Aris‐
totelian virtues also come into play in the decision not to treat in a disaster. It takes
courage to make an ethical decision that a patient cannot be saved and that the resources
both in manpower and equipment are better used in some other area [6].

Again, given considerations such as the digital divide and unequal vulnerability to
disaster, the Slándáil system should not be the only means of triage in disaster response.

No personally identifying data, or data that identifies the ethnicity, sexuality or other
potentially categorising data of people should have any effect on decisions of emergency
response personnel. In other words, social sorting is unethical as it infringes the principle
of justice as fairness.

Power. Issues around power are particularly pertinent when the emergency response
personnel do not share the culture (and/or values) of the affected population. In any case
response personnel have power based on their role of authority and their knowledge in
the circumstances of disaster response, and Slándáil is a part of that.

Attention to the power relations inherent in the circumstances of disaster response
demonstrates the danger of objectifying the “disaster victim” and essentialising the
affected population, highlighting the necessity of respect for the dignity and worth of
each individual, as is espoused by the principles of value pluralism and the absolute
priority given to the protection of (all) human life by the emergency services.

The power of the Slándáil system itself to gather data which could be misused,
renders it imperative that Slándáil data not be used for surveillance. Not only would this
infringe on people’s dignity through their right to privacy but it would also undermine
the beneficence of the Slándáil system by undermining public trust in it, thus potentially
putting lives at risk in future disaster situations.

Data Protection and Specified Use. End users have an ethical and legal obligation to
respect privacy and anonymity of members of the public by using personal data only for
the specified purpose (of emergency response) and for the period of the emergency itself.
In communications with the public, as Watson et al. state:

“It is essential that those organizations involved in sharing material such as photos
of disaster sites, take the appropriate measures to ensure the privacy of the public is
upheld (e.g., masking faces and vehicle number plates), and where required, ensure that
permission is gained from people to ensure their anonymity is protected” [24].

Legislation recognises that consent for the use of data is not always possible in a
state of emergency, however, publicising personal data is a separate consideration which
should respect privacy and anonymity rights.

Phases of Emergency Management: Post-response
Post-response phases of emergency management are not so closely related to the use of
the Slándáil system, which is primarily intended as a decision-support tool. There
remains, however, a question as to the ethical justification of using Slándáil data in the
situation that a potential criminal offence becomes apparent during emergency response.
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Ethically speaking, this could undermine trust in the system, as well as risking its use
for purposes of surveillance should such “function-creep” be permissible. Legally
speaking, derogations from human rights laws do apply for the purposes of criminal
investigation, but may fall foul in this case as the specified use of the data is emergency
response, not criminal investigation.

More straightforward ethically is the use of the system for debrief and review. The
question is over the time-period of derogation: can it be said to include post-disaster
review and learning? Certainly there is a strong ethical argument that review is an inte‐
gral part of disaster response as it has the potential to improve future operations and
therefore pertains to the principle of beneficence as it increases the system utility.

6.3 Ethical Implications for the Governance of the Slándáil System

Principles of beneficence and respect for human dignity entail further implications for
the use of the Slándáil system that do not relate to the end users in a situation of disaster
response but more to the uses to which the technology is put.

Firstly, responsibility for its governance in each state should be vested in an appro‐
priate authority which has exclusive rights to the technology within the territory of the
state, in order to prevent misuse for nefarious purposes by third parties. Responsibilities
of this authority would include monitoring for and detecting ethical violations in the use
of the system. Ownership of intellectual property must also be vested in an appropriate
(European-level?) authority which can licence it out to the relevant national bodies to
use in emergency response.

Secondly the terms of the end-user licence must ensure that its use is according to
legal and ethical standards and in a transparent and accountable manner.

Finally, each emergency response organisation which uses the system will, under
the terms of the licence, have to sign a document which specifies the legal and ethical
constraints and terms governing the manner of its use so that its use at all times respects
the ethical principles outlined in this document as well as the legal context in which it
is deployed.

7 Conclusion

The large scale use of publically-available social media has great potential to inform
decision making and improve disaster response efficiency. The Slándáil system is
intended to achieve this in an ethically sound manner by harvesting social media data
related to natural disaster, aggregating this data and providing informational outputs to
emergency managers that identify vulnerable areas.

To this end the ethical the traditions of value pluralism and state of exception have
been adopted to assess potential benefits and risks of the system. This has resulted in a
practical and robust ethical framework which will inform the development, use and
governance of the system to minimize the potential for undesirable consequences from
its use.
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Abstract. Major flood of the Loire (longest river in France) is the third feared
natural disaster in France. As the Loire flows through major cities and that four
nuclear plants are located on its banks, flooding risk increases the vulnerability
of critical backbone infrastructures of the West area of France, such as road,
energy and communication networks. Crisis response involves numerous and
heterogeneous stakeholders, and their services, into a collaborative network to
coordinate their actions. Moreover, effectiveness of the crisis response depends
on the aforesaid backbone networks. To address these issues, the French funded
project GéNéPi aims to provide a Mediation Information System to support the
coordination of the stakeholders and to enhance data retrieval, information anal‐
ysis and knowledge gathering among the responders. It will aggregate data
collected from the field of operations into information and then filter and exploit
this information into knowledge, usable for the decision makers.

Keywords: Loire river · Collaboration · Flood · Crisis response · Network

1 Introduction

In France, crisis situation management is an issue falling within the governmental func‐
tions of the state, through its institutions. Emergency plans, doctrines and rules are
officially defined. But it appears that even if the stakeholders and their capabilities are
relevant regarding the crisis situation to deal with, the main issue is the coordination of
their actions. This problem appears clearly in the context of the flooding of the Loire
River area, as underlined by the feedback on past floods and training exercises [1]. To
both protect the impacted civilians (and goods) and the backbone networks (roads,
energy, communication), the coordination of people and goods is critical. Some
constraints challenge even more this need of coordination, like the timeline of the flood,
the geographic scope or the networks’ interdependence.

To address these issues, the French funded project GéNéPi aims to provide a Medi‐
ation Information System to support:
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• The coordination between the responders, on the field of operations,
• The coordination between the several levels of decision-making.

To achieve these purposes, the system will enhance the data retrieval, the aggregation
of these data into information and the analysis of this information. This final part has
been made possible thanks to the knowledge gathered among the responders. Finally,
the system will adapt itself to the inherent contingencies of the crisis. The aim of this
article is to present the major issues faced by the crisis management unit actors during
a response to a major flood of the Loire River, and to propose a way to support collab‐
oration during such a situation.

This article is organized as follows: Sect. 2 presents the context of the Loire River
area, considering the timeline of the events in case of flooding and the networks’ vulner‐
abilities during such a natural disaster. Based on the necessities of the described situa‐
tion, it will also highlight the major issues faced by the stakeholders to work in a collab‐
orative manner. Then it presents, in Sect. 3, a solution to support the collaborative
behavior and share information efficiently, before concluding in Sect. 4.

2 Complexity and Vulnerabilities of Actors
and Backbone Networks

In this section, we will describe the ins and outs of a major flood on the Loire River.
Then, we will focus on (i) the actors involved into crisis management and on (ii) the
four major backbone networks existing in the area and which may be severely disrupted
by the described flood.

We will present a brief description of a 1/50 per year flood on the Loire River. The
Loire, the longest river in France, rises in the southeastern part of the Massif Central
called the Cévennes. It flows northward for over 1,000 km through Nevers to Orléans,
and then West through Tours and Nantes until it reaches the Atlantic Ocean at St Nazaire.
Massive rainfalls in the Cévennes happened from October 20th until October 27th. These
meteorological phenomena result in an important flood all along the Loire River.

The use case focuses on the Middle Loire area (450 km), between Nevers and Angers,
which is split into five vals [2]: Vals Amont, Val d’Orleans, Val de Blois, Val de Tours,
Val d’Authion, as shown on Fig. 1. A val is an area protected by dikes from flooding by
relatively small floods. The system of vals will work in such a way that gradually the
vals will be inundated in case of a flood flow on the Loire [3].

2.1 Forecast Events

Six days before the flood (D−6), Meteo France (the French weather forecast service)
forecasts rainfalls in the Cévennes in the following week. At D−4, the forecasts are
refined and used to estimate the water level of the Loire. At D−2, waterfalls occur at the
rise of the Loire and the 48 h forecasts project a major flood on the Middle Loire area.
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2.2 Flood Events

Table 1 presents the evolution of the alerts in the five vals, starting to D-day, two days
after the rainfalls began. The French early warning system for floods uses a color code
matching with warning levels (matching increasing severity of water level and threats),
in yellow, orange and red, while green means no warning situation.

For example, at D−1, the five vals have a green code status (no alert). At D−0, the
Vals Amont switches to yellow alert and the lower districts of Gien (a city located
between Nevers and Orléans) are evacuated. If the other vals are still in green status, the
Val d’Orléans and Val de Blois prepare to switch on yellow alert up to the next 24 h
(water level will be likely to rise up over 3.5 m). At D + 5, the water level begins to
decrease in the Vals Amont and Val d’Orléans, while Val de Blois, Tour and Authion
are still facing a very high water level (up to 6 m). As shown in this table, there is a
cascading effect of the flooding, and a gap between the moments when the flood impacts
cities.

2.3 Various and Heterogeneous Actors

In the case of a flood in the Middle Loire area, crisis response involves 23 kinds of actors
in the crisis management unit [4], including institutions, government representatives,
public and private organizations like:

• State services and agencies, such as DREAL (regional agency for environment and
housing management, under the umbrella of the Ministry of Ecology, Sustainable
Development and Energy and the Ministry of Housing), DIR (regional road network
management), DDT (territory management and natural risk prevention) and ARS
(support evacuation of health and medico-social institutions), police, etc.,

• Forecast services: Meteo France (weather forecasting), Service de Prévision des
Crues (flood forecasting), local early warning systems,

• Emergency services: SAMU (Urgent Medical Aid Service), SDIS (fire brigade),

Fig. 1. The five vals of the Middle Loire area (based on [2]).
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• Local actors and other organizations: mayors, regional councils, water/power/
communication/road network managers, civil security, etc.

These actors are from various hierarchical levels (local, departmental, zonal,
regional, national) of the French civil protection structure and at either decisional,
operational or support levels [4].

Table 1. Evolution of the alert in each val.

From these levels, two main dimensions (orthogonal with each other) have been
considered by the research project GéNéPi to define crisis management points of view,
as illustrated by Fig. 2:

• Horizontal dimension: it focuses on the operational distribution of the stakeholders,
considering their abilities, capacities and missions,

• Vertical dimension: it is about the management granularity, especially at the decision
level (local, county, zonal and national levels).

2.4 Backbone Networks

In the Middle Loire area, power is mainly produced by four nuclear plants. They were
built on areas which are (normally) non-affected by the historical floods. The transmis‐
sion of electricity is made through the electricity grids, which are composed of very high
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voltage power lines, high voltage power lines and transformer substations. Twelve of
such substations are located in areas liable to flooding, and some power lines cross the
Loire River [5]. Electricity distribution is ensured by middle and low voltage lines and
transformer substations (4000 substations are located in flood-prone areas).

The road network is very vulnerable to floods. Thus, there is an issue to link both
banks of the Loire River as soon as the water level reaches the front of average floods.
This issue can be a major one in case of severe floods, causing hundreds of kilometers
where crossing the Loire is impossible. This is mainly due to the submersion of the roads
to the bridges. As road network is crucial to support crisis management (evacuation of
people, transport of emergency means, etc.) and to on-site service for other backbone
networks (power grid, telecommunications, drinking water), this issue is particularly
serious.

The fixed line telecommunications network is subdivided into four networks: wide
area, sectoral, regional and local networks. These networks are composed of wires split‐
ters, routing centers and distribution frames. During a flood, the splitters are the most
vulnerable part of the network: they are numerous, part of the non-meshed network and
sometimes built on exposed areas. In the countryside, flooding causes landslides that
threat the poles supporting the wires.

During a flood, the main issue is the halting of drinking water production mainly due
to (i) the loss of power supply, and/or (ii) the poor quality of pumped water (as a conse‐
quence of the extraction from the Loire or from a submerged well). The catchments are
particularly vulnerable because they are often located on the edge of watercourse and
they do not have necessarily auxiliary generators.

In addition to the inherent vulnerabilities of these major networks, resilience is also
challenged by the interdependence of the networks. The report made by French regional

Fig. 2. Horizontal and vertical points of view of crisis management in France.
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authorities [5] underlines the vulnerabilities caused by these interdependencies (as
summed up into Table 2). For example, the telecommunications network relies on the
power grid to ensure its proper functioning. The road network is also necessary in case
of on-site service (to repair facilities) or to provide mobile stations to support crisis
management telecommunications. On the contrary, the loss of all (or a part) of the
drinking water system has no effect on the telecommunications network.

Table 2. Synthesis of the major interdependencies among technical networks in the Middle Loire
area (adapted from [5]).

Power Telecommunications
(Telco)

Road Drinking
water

Power Necessary during crisis
response management
(for early warning and
communication)

Needed in case of
on-site service

None

Telco Necessary for the proper func‐
tioning of the telecommu‐
nication exchange and
routing of signals

Necessary in case
of on-site
service on
impacted sites,
and for crisis
management
(providing
mobile stations
and human
resources
where required)

None

Road Necessary for traffic regula‐
tion and tolls (cities,
motorways)

Necessary to communi‐
cate with the crisis
management unit and
on-site stakeholders
(vehicles are not
always equipped with
radio)

None

Drinking
water

Highly vulnerable to power
loss for pumping, cleaning
and supply activities

Necessary during crisis
response management
(for early warning and
communication).

Also necessary for remote
alarms and manage‐
ment systems of some
water treatment plants

Needed in case of
on-site service
(water
sampling,
repairs)
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Thus, networks are considered as structuring parts of the territory and necessary to
ensure its proper functioning, especially in the context of a crisis situation. Now, adding
the temporal dynamics of the flood to the interdependencies of the networks, and thereby
of the stakeholders in charge of them, shows the need for effective coordination of tasks
and information sharing, especially during a crisis situation. How to coordinate actions
and allocate resources, and how to allow exchange between stakeholders?

3 Supporting the Crisis Response

To answer the two questions raised in Sect. 2, the proposed solution will have to manage
the numerous actors, considering their heterogeneity, their interdependencies through
the networks and the timeline of the flood, and will have to deal with the evolution of
the crisis situation and occurrence of new threats.

3.1 An Interoperability Issue…

Supporting the collaborative behavior of the crisis management unit is a major gap in
crisis response management, as underlined by the European project ACRIMAS [6]. In
the case of the Middle Loire flooding, the French hierarchical organization of the crisis
management unit challenges the coordination of the actors at several levels:

• Information is shared across several channels among the crisis management unit. If
redundancy could be seen as a way to ensure information sharing whatever happens,
the feedback shows that at a given instant t, information is not necessary consistent
across the collaborative network [1],

• The amount of available data is increasing due to the digitation of the space, through
connected objects, social networks, etc.,

• The software tools used to support the responders are heterogeneous (e.g. at the local
level, some mayors use OSIRIS software to support decision making about evacua‐
tion of the population of their villages [7]).

The number and variety of involved stakeholders make it difficult to exchange the
right information at the right moment: data loss, complexity of the information, many
heterogeneous data formats, lack of visibility about the data sources, etc. In other words,
the crisis management unit is facing an interoperability issue.

3.2 … and an Agility Issue…

As shown in Sect. 2, the crisis response execution and accuracy can be threatened by
the dynamics of the flood (actors have to face more and more flooded areas as the front
moves forward on the Loire river) and by the vulnerability of the networks. In other
words, the collaborative situation is subject to evolutions.

According to [8], these evolutions can be classified under three categories:

• Evolution of context: the collaboration’s environment differs from the one taken into
account to define the collaborative processes (i.e. the crisis response in the considered
case),
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• Evolution of network: this evolution concerns the stakeholders, their abilities and
their resources. For instance, the departure of the stakeholder from the crisis manage‐
ment unit is considered as an evolution of the network,

• Failure: one or several activities do not lead to the expected results. This can be due
to an incomplete initial definition of the collaborative processes or an improper
execution of them.

By the nature of crisis, these evolutions are not necessarily planned or expected (even
if the preparation phase of the crisis management intends to identify risks). It is therefore
necessary to take into account the possible evolutions that can challenge the networks
and so the crisis response, in order to change the collaborative behavior on-the-fly if
needed. Considering these requirements, the issue is to provide agility to the crisis
response (i.e. to the collaborative processes) to ensure its accuracy (and the resilience
of the networks).

3.3 …Solved at the Information System Level

According to the International Virtual Laboratory for Enterprise Interoperability, inter‐
operability is “the ability of a system or a product to work with other systems or products
without special effort from the customer or user” [9]. Considering that actors involved
in crisis management can generally be considered as fully relevant and capable, they
have to remain autonomous for their deployment (in terms of means and realization of
their activities). So the point is to support the collaborative processes, i.e. the processes
defined and executed among the actors (and not those inherent to each actor). According
to Morley [10], Information System (IS) can be seen as a set of interacting workflows,
services and data, and so it is the visible part of an organization. The point is to tackle
organizations’ collaboration issue through ISs interoperability satisfying the business
requirements (considering their heterogeneity).

The GéNéPi project proposes a Mediation Information System, which is in charge
of supporting ISs interoperability in the context of a crisis situation in France. The main
functions of such a MIS are (as illustrated by Fig. 3):

• Business level: this first level deals with knowledge gathering (regarding the crisis
itself, the partners capabilities, the risk pools, the doctrinal elements and rules, etc.)
and knowledge management to deduce collaborative processes (dedicated to solve
the crisis situation, according to both the mobilizable partners and the specificities
of the impacted perimeter).

• Technical level: this second level concerns the orchestration and the steering of the
collaborative processes defined at business level. The main goal is to orchestrate
technically the business collaborative processes (deduced at business level) by
(i) connecting with existing ISs and tools of the involved partners, and (ii) generating
interfaces to support human tasks of the business processes.

• Agility management level: this last level concerns situation awareness through the
monitoring of both the current crisis situation (to get a “picture” of the real status of
the system) and the process orchestration (to maintain a “composite picture” of the
expected status of the system deducted from the activities states). By comparing both
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these “pictures” and analyzing their differences, it is possible to (i) detect any poten‐
tial need for adaptation and (ii) give advice regarding the required adaptation. Conse‐
quently, such an agility principle can deal with the kinetics of crisis situation and
adaptation of the response to ensure resilience.

Fig. 3. Conceptual architecture of the mediation information system.

At the technical level, the MIS architecture relies on both Service Oriented Archi‐
tecture (SOA) and Event-Driven Architecture (EDA) principles. This mixed ED-SOA
architecture allows (i) a very high level of low coupling among the tools used by the
stakeholders (meeting the interoperability and agility issues), (ii) gathering, filtering and
analyzing amounts of data in real-time through events and Complex Event Processing
(CEP) [11]. Data, information and knowledge collection to assess the situation (from
both field and processes points of view) can be made not only with classical means but
also by exploiting the Internet of Things.

For example, an ERDF team (stakeholder in charge of the power network) has to go
on-site to check a substation. On their way to the substation, they have to stop as the
road in flooded. Their GPS cannot find an alternative route nearby. They decide to go
to the substation across the fields, as they are equipped with all-road capability vehicles.
We can imagine that the embedded GPS registers the new route and is able to automat‐
ically share it with the MIS on the fly. In the meantime, a fire brigade has also to go on
a site located near the substation. Through the MIS, they automatically know that the
ERDF team changed their route after a while to reach the substation and so, it should
be more relevant to choose another route or to have a vehicle with all-road capability
(to go across the fields). Moreover, a message is automatically sent to alert the partner
in charge of the road network. This partner will be aware of this new danger and can
then ask to a team to close the concerned road properly.
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One may wonder how the crisis management unit may accept such a solution. To
support these research works in the frame of the GéNéPi project, the same stakeholders
as those described in Sect. 2 take part into the project consortium. For instance, this
conglomerate gathers the DREAL, ERDF, the Ministry of Ecology, Sustainable Devel‐
opment and Energy, the Prefecture of the Loiret department among many others. They
validate all the steps of the project, so the crisis management unit will accept the
proposed Mediation Information System when it will be effective. The solution is now
at its early stages, but it inherits some results from past successful research projects:
(i) ISyCri (French ANR funded project) for the characterization of collaboration in the
context of crisis management [12]; (ii) SocEDA (French ANR funded project) and
PLAY (European FP7 funded project) for the EDA and CEP approach to ensure the
context awareness [13]. The GéNéPi project will focus on the vertical dimension of the
collaboration and on the aggregation and validation of information.

4 Conclusion

The Loire River flood use-case presented in this paper underlines two major issues in
French crisis management: (i) the heterogeneous stakeholders involved in the crisis
response have to coordinate their decisions and actions on numerous flooded areas,
(ii) the interdependence of the networks that can challenge their own resilience and their
ability to support the crisis response. It is therefore necessary to support the share of
information and the coordination of the actions among the actors of the crisis manage‐
ment unit.

A Mediation Information System, as proposed by the GéNéPi project, can solve
this interoperability issue through the implementation of an ED-SOA architecture.
This MIS will also propose capabilities to aggregate and filter information in order
to support decision-making. This MIS is currently under development and will be
assessed with a realistic scenario about a major flood of the Loire River (validated
by practitioners involved in such a crisis situation). Two main limitations can be
identified: (i) the dependency on the technical network as we are based on organi‐
zations’ ISs, (ii) the trust into collected data/information/knowledge and the levels
of dissemination. Concerning limitation (i), hardware security measures should be
taken to protect the physical network. Limitation (ii) can be overcome by ensuring
the governance of the data collection.
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Abstract. The field of humanitarian logistics has evolved rapidly over the past
decade, drawing on contributions from the areas of operations research, business
engineering, supply chain management, information systems, and computer
sciences. Even more varied are the specific problems that are modeled and
addressed, ranging monitoring of the supply chain as a whole to decision support
for specific sourcing or distribution decisions. While recently, few studies have
presented taxonomies and identified research gaps, there is to this date not yet a
clear understanding of how the different methodologies and domains shall be
combined to achieve a consistent mix of methods and tools. In this paper, we
present a start towards this aim comparing two distinct perspectives and related
research approaches, methods and tools: business engineering and operations
research. Our findings indicate that there are real opportunities for interdisciplinary
research to improve the overall performance of the humanitarian supply chain.

Keywords: Humanitarian supply chain · Operational research · Business
engineering · Literature review

1 Introduction

There has been a remarkable raise on the numbers of humanitarian disasters during the
last decade. Despite the increase of funding [1] still there is a significant gap between
appeals and what is provided, hence the need for more effective and efficient response
[2]. Humanitarian disaster management (HDM) is characterised by complexity, e.g.,
uncertainty, time pressure, or the large number of heterogeneous actors. Humanitarian
supply chain (HSC) management plays a key role in disaster response and is recognized
as a field of research [3]. Several literature reviews have been done to identify the gaps
that research should address [4, 5], and different approaches applied to deal with the
challenges raised [6, 7].

Although the performance of the response is contingent to meaningful knowledge
integration across disciplines [8], research in the humanitarian field has often been
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limited to a disciplinary approach (e.g. operations research in humanitarian logistics).
However, a multi- or interdisciplinary perspective can bring new insights, models and
theories dedicated to the interplay of factors in real-world environments that are suitable
for conceptual, analytical, empirical, and applied research [9].

The authors’ backgrounds allowed us to review the HSC literature from two scientific
angles: business-engineering science (BS) and operations research (OR). While BS aims
at keeping track and aligning all processes in a supply chain, OR requires decomposing
the supply chain into units that can be captured in abstract models [10]. We limited our
study on four fundamental topics (HSC structure, flow control, time frames, and dynamic
uncertainty) frequently addressed in literature. Our objective is to address the following
research questions:

• What is the state of the art in HSC referring to those topics by focusing on BS and
OR literature?

• What are future research directions in those topics according to BS and OR?

The novelty of this paper is this twofold focus on literature, which is illustrated by
Fig. 1. This survey aims to contribute to the multi-disciplinary study of HSCs.

HSC literature recurrent topics

Business-engineering 
Science literature review

Operationnal Research
literature review

Analysis
Research
directions

1st step: Define common discussion
topics

2nd step: Review literature on
selected topics from both angles

3rd step: Find common
research perspectives

Fig. 1. Research Methodology

The rest of the paper is organized as follows: Sect. 2 discusses the research meth‐
odology; literature is reviewed in Sect. 3 by focusing on four specific topics; Sect. 4
provides the research needs; and the paper ends with conclusion at Sect. 5 by a summary
of key findings.

2 Research Methodology

Following the well-known disaster management cycle, this review is dedicated to the
response phase. Instead of conducting an exhaustive review, we conducted an explora‐
tory study focusing on key publications in the areas of BS and OR. We start from iden‐
tifying fundamental common topics to classify the literature in them.

BS focuses on a holistic view of the HSC. It looks at different flows and business
processes that form the value chain: information, materials, financial, people (man
power) and knowledge & skills [11]. OR pursuits to accomplish its contribution by
focusing on detailed quantitative simulations and modeling [7]. While OR is more
focused on logistics aspects, BS mainly focuses on relationships among the actors and
organizational or management aspects.

On the Literature Divergences of the Humanitarian Supply Chain 195



To develop a classification we reviewed post-disaster HSC literature from both the
BS and OR angle. In addition, we reviewed recent survey papers [4–7], to select a set
of keywords to define our search chain, which was executed in GoogleScholar to ensure
that a broad set of papers was covered. Our initial review revealed four joint areas of
interest: HSC structure, flow control mechanisms, time frames, and dynamic uncer‐
tainty. The final selection was done on the basis of relevance of the articles to two
scientific angles by reviewing their abstracts, findings and conclusions.

3 Literature Review

3.1 HSC Structure

According to the Council of Supply Chain Management Professionals, “supply chain
management integrates supply and demand management within and across compa‐
nies.” HSC is not a series of discrete events in a linear process. According to a typical
HSC shown by Fig. 2, it encompasses all activities involved in sourcing and procure‐
ment, conversion, and almost all logistics operations [12]. For more than a decade now,
authors have tried to provide directions to advance HSC technology [13–15]. Following
Hellingrath, Link and Widera [16], the main humanitarian-specific attributes are:

• Highly responsive (effective) instead of efficient (cost effective) processes,
• Uncertain and unpredictable demand,
• The role of donors as buyers and beneficiaries as end users,
• A highly volatile environment,
• Partly temporary and unknown supply chain design,
• Focus on procurement and distribution within the logistics value chain.

Mays, Racadio and Gugerty [15] insist that ignoring the differences can raise the risk
of too focus on efficiency aims (e.g. operation cost) which may lead to less effective
humanitarian efforts or divert from their stated mission and values. They suggest that
academics should better contribute to HSC by a ‘ground up’ research design like the
recent study of Chan and Comes [17].

However, HSC still suffers from key problems. In comparison to commercial supply
chains (CSC), the process modeling of HSC is in its infancy [18]. The aim of process
modeling is to help decision makers to optimize the processes by enabling a rapid visu‐
alization of HSC tasks. Although there are several successful approaches for CSCs, the
applicability of existing solutions from the corporate world to the humanitarian sector
is limited [19, 20].

Looking at the HSC mathematical models, previous surveys confirm that literature
mainly focuses on a specific part of HSC [6, 7, 9]. Typically, simulations and modeling
approaches are classified in three categories: facility location problems, distribution prob‐
lems and inventory decision problems. Further investigation in each category reveals that
also the focus on specific subproblems did not lead to much progress: Galindo and Batta
[7] surveyed the existing literature of disaster operations management comparing to the
similar work of Altay and Green [10] and didn’t find any major change. Holguín-Veras,
Jaller, Van Wassenhove, Pérez and Wachtendorf [9] highlight the urgency in
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understanding the specific HSC aspects like the decision making process. Similar litera‐
ture review by Caunhye, Nie and Pokharel [21] depicted that research on transportation,
like casualty transportation, is still limited. Luis, Dolinskaya and Smilowitz [22] pointed
out that multi-period routing has not been modelled in the relief routing literature. Similar
to Kunz and Reiner [23] findings, our review revealed that attention is dedicated mostly
to the post-disaster, and specifically to distribution problems. There are a few common
assumptions, which are frequently repeated in mathematical models. Realistic or not, these
assumptions and constraints leave the field still interesting for further research. Several
authors have also proposed solutions to solve humanitarian case-specific processes, or
reference models transposable to several organizations [24].

Blecken [18] developed a reference model framework that is composed of two
dimensions; hierarchical and structural. This framework can be used combined with the
modeling language BPMN (bussiness process model and notation), as suggested by
Blecken and then used by Franke, Widera, Charoy, Hellingrath and Ulmer [25] and
Hellingrath, Link and Widera [16] among others. Furthermore, recent research suggest
to take a step forward towards the use of simulation tools to evaluate modifications of
the HSC network [16]. In the same way, Hofmann, Betke and Sackmann [26] propose
a theoretical workflow management system to support a semi-automated analyses and
adapting of ongoing disaster response processes.

3.2 Flow Control

The HSC networks, support essentially three different flows: Material, Information and
Financial. The initial flow of material reflects the immediate reaction of actors according
to the information transmitted [27]. It is necessary to provide accurate and timely infor‐
mation on what supplies are needed, what supplies was delivered to beneficiaries and

Fig. 2. A Typical HSC
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where [28]. However, most NGOs manage the response processes mainly based on
experience, and the concept of flow control, or performance, is poorly understood [29].

Improved information flow is also necessary for performance management [4].
There are only few publications on performance measurement systems (PMSs). Key
performance indicators (KPIs) are a way to ‘control the flow’ of HSC [29, 30], yet
this field is still in its early steps. A recent review by Abidi, de Leeuw and Klumpp
[4] indicates that while there are some theoretical considerations, the number of
contributions that deal with real situations in HSCs is low. In addition, there is no
convergence on which performance indicator or evaluation framework is suitable for
specific situations.

Information systems have been developed to support HSC management. Blecken
and Hellingrath [31] did a comparative analysis concluding that currently, no software
system responds to all requirements of HSC: Planning; Documentation; Reporting;
Cross-linking of systems; Offline use & Synchronization; Modularity & Adaptability;
Tracking & Tracing; User friendliness, Training; Software costs and Hardware costs.
They suggest to use commercial solutions that are better developed e.g. OpenERP
(UniField) by MSF [32].

Another approach is Value Stream Analysis. Taylor and Pettit [33] did a theoretical
study of the use of such a Lean Management approach and raised some challenges for
the use of this “commercial” approach: 1) the transitory nature of HSCs; 2) HSCs should
operate effectively from the start; 3) there is a need to improve the performance in real
time as well as after the response.

In comparison to BS which mainly looks for monitoring indicators to establish flow
control, OR primarily focus on network flow models with the objective of optimizing
the flow of supplies through these networks. It discusses different modes of flow in
distribution plan problems in time dependent approaches and models the commodity
flow in distinct distribution network styles, for instance dynamic network [34] and static
network [35], or sometimes in resource allocation [9].

In mathematical models, typically, relief goods, equipment, and personnel “flow” in
almost zero lead-time from the source to the beneficiary using ad-hoc distribution facili‐
ties and networks [36]. This approach might work if suppliers comply to provision of
specific items or services in a prearranged time frame. It is also unrealistic to develop
models based on reliable commodity flow. Sometimes, assumptions are also affected by
political instability, infrastructure, topography, and the limited (or non-existent) trans‐
portation capacity in the affected area [37].

Furthermore, material convergence—the spontaneous flow of supplies, donations,
and equipment to a disaster area— is a poorly understood phenomenon and comprises
three groups [38]: 1. High-priority supplies for immediate distribution and consumption,
2. Low-priority supplies that are not immediately needed but could be useful later, and
3. Non-priority supplies that are not of any use. To prevent losses (or diversions) and
convergences, and ensure a more efficient use of resources, one idea could be to track
the supplies and establish controls to indicate what types of supplies have been mobi‐
lized, in what quantity, and condition. They could also identify the parties that have
intervened in the process.
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3.3 Time Frames

A large amount of literature HSC management focuses on the response phase of a disaster
[39]. This could be influenced by: (1) the significant role of logistics in this phase; (2) the
key objective of saving lives during response phase; and (3) the huge amount of media
coverage in comparison to other phases.

The response phase covers all actions to be carried out after an initiating hazard event.
Regardless of crisis nature, humanitarian operations can be classified in distinct time
frames: ramp-up, mature/sustain, and ramp-down [40]. Ramp-up is equivalent to the
“immediate-response” which is defined by Cozzolino [41]. During this stage, supplies are
pushed to the disaster location [12], and there is a priority on effectiveness. The transition
to the sustain and ramp-down phases involves a shift in HSC management focus from
speed to cost reduction in terms of operational performance [40], or from agile to lean
principles.

The paradigm between leanness and agility has been discussed a few times (i.e. by
Cozzolino [41] and Heckmann, Comes and Nickel [42]). However, this transition can be
also seen in the HSC stream relating to the choice of decoupling points. We found some
literature concerning the hybrid leagile HSC, suggesting the combination of lean and agile
approaches [43]. First impressions are pointing to support IT developments for adopting
such strategies.

The changing environment is an important challenge requiring a flexible HSC. To deal
with the issue of flexibility, there are several research addressing problems in single time
periods [44], a few contributions have struggled with multi period modelling [39],
neglecting the fact that the deployed network is usually temporary and needs to be flexible
to accommodate the demand’s variation in different time frames. Moreover, in a multi-
period planning horizon, site’s costs and capacities may impact the decisions, turning the
selection of appropriate time step in multi period modelling into a significant factor that can
dramatically affect the performance of time-space networks [34]. In short: to keep the
problem manageable, it is favourable to have longer time steps but shorter time steps will
improve the accuracy of modelling the emergency response operations. Beyond these
response related issues, Kunz and Reiner [23] concluded that more attention needs to be
paid to the logistics operations with longer-term considerations, spanning into the devel‐
opment phase.

Considering the OR’s literature on multi period modeling, specifically in distribution
plans, nearly 50 % of contributions on logistics networks aim to minimize cost. In the
transportation problems the objectives focus more on the speed or the satisfaction of
demand. All of the abovemention as well as social costs and priority are recognized as key
objectives in OR literature, and monodimensional problems are considered as limited and
unrealistic [6]. To be as close as possible to reality, distributions plans (or models) not only
should work in multi periods, their objective function should include a combination of
objectives at the same time to reflect the complexity of decision making.

3.4 Dynamic Uncertainty

HSC involves a large numbers of actors and stakeholders (beneficiaries, host govern‐
ments, local and international relief organizations, donors, etc.) and operates in highly
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unpredictable, dynamic environments. Hence, disaster response activities vary widely and
are driven by numerous factors depending on each situation. Lack of efficiency and
misalignment of the response with the real situation are common implications of uncer‐
tainty. These difficulties are linked to considerations of time frame (and pressure to make
decisions) and flow control (information), the integration of uncertainty is a separate step.

From the BS point of view, uncertainty has makes long-term planning difficult and
prevents supply chains from reaching a stable equilibrium. This suggests a few research
challenges: (1) short term forecast and prediction of patterns could be made; (2) the chaos
can be reduced if the focus is on the beneficiaries’ needs and (3) the simulation of the HSC
system and dynamics analysis of key parameters can help to prevent chaos (inspired on
Wilding [45]).

Upon severe uncertainty, the order quantity determines the quantity delivered by a
supplier which is a random variable. Quite contrary in capacity uncertainty, the delivery
capacity is a random variable that is typically independent of the order quantity. Lead-time
uncertainty is a stochastic element in the order lead time and input cost uncertainty repre‐
sents stochasticity in the procurement prices [46]. To face these uncertainties appropri‐
ately, decision support systems could be developed to enable decision makers to have a
clear vision of the on-going situation (real-time) as well as future of demand (predictive
management).

Dynamic uncertainty in the aftermath of disasters may result in the need to move or
relocate facilities such as shelter, warehouse and distribution centres. HSC may face an
updated dynamic problem according to the new scenarios of catastrophe. Trends in using
static data modelling reveals that stochastic and dynamic models are harder to solve.
However, stochastic and scenario-based data modelling can help the decision makers to
represent the uncertainty related to the process of the impact’s estimation; closer to the
chaotic circumstances of disasters.

Significant effort is still needed to efficiently solve these kinds of models; appropriate
solutions must generate good relief plans in a short time. Therefore, we suggest an inte‐
grated perspective that includes the analysis of the interrelation between decision levels
[6]. Literature shows that many contributions have been made on one stage or the other,
but the integrated approaches are still rare.

4 Research Directions

HSC management still has many open issues and is therefore relevant for mathematical
modeling, actual applications, and multidisciplinary perspectives to get a holistic anal‐
ysis in the decision-making process [47]. Looking at the literature of HSC from different
angles, BS and OR, we found that there are common topics: structure, flow control, time
frame and dynamic uncertainty. In the following paragraphs, as summerized by Fig. 3,
we will highlight research directions for each of these dimension.

HSC Structure. Literature shows the demand for grounded research design for better
understanding the real challenges practitioners face. It is not sufficient to bring limited
CSC solutions to the HSC as long as they do not fulfil the user requirements. Reviewed
papers in OR indicate that research focuses on specific parts of HSC like distribution
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plans. However, to develop more realistic models, OR researchers have to avoid unre‐
alistic assumptions and constraints. In this context, BS also suggests more use of simu‐
lation tools to evaluate modifications of HSC network.

Flow Control. BS literature suggests that there is insufficient information to assist deci‐
sion makers. The common approach of developing PMSs is immature and change
management has an important impact on PMS establishment. By concentrating on
specific situations, literature lacks convergence on specific performance indicators. The
newly introduced approach of VSA is still struggling with challenges in controlling
processes. While field experts are suffering from material convergence at primary hubs
and bottlenecks, OR has not yet found a way to reflect these challenges in mathematical
models. Hence, developing a PMS which can also identify the status of supplies through
various stages of HSC can be a step forward for both BS and OR.

Time Frames. Due to the importance of response phase and the transition from rapidity
to cost optimisation in HSC during response time frames, BS suggests to find a hybrid
leagile management system. OR follows its recent trend toward developing models on
the basis of shorter time frames to better reflect dynamics. To show the temporal
network, these multi period models need to be flexible enough to capture variations
during response. Furthermore, literature asks for multi-objective contributions to reflect
the complexity of decision making.

Dynamic Uncertainty. The relief organisations have tried to develop agile HSCs, but
practitioners still deal with significant misalignments. BS insists on improving real time
assessment as well as developing predictive DSS to reduce this unbalancing. From the
other angle, when OR concentrates to address dynamic uncertainty, it refers to the merits
(or demerits) of stochastic/dynamic models in comparison to deterministic ones.

Fig. 3. Synthesis of the litterature review
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Since there is not much efficient solving methods for these kinds of models, OR asks
for further research in this area; which will ease the way through developing integrated
models to reflect real situations better.

5 Conclusion

Our investigation reveals that both BS and OR have common interests in HSC. Both of
them are trying to develop a PMS (in their own research area) and they need more
improvement in related simulation systems. While OR is searching for an optimised
time scale for its dynamic models, BS is also looking for a time-period to use its indi‐
cators on real-time basis. Furthermore, both BS discussion about predictive management
and OR attempt in reflecting uncertainty in models by including probability (stochastic
modelling), can contribute in developing an integrated stochastic approach. This
approach can lead to a decision support system which considers different scenarios to
assist in facing dynamic uncertainty.

This research tried to address the state of the art in four common frequently repeated
topics of both sciences in HSC. However, there are other areas which can be added to
our list for future like collaborative networks and virtual organizations. Literature review
depicts some research directions, shown by Fig. 3, which ask for further study. As the
outcome, authors are currently working on these directions and believe that cooperation
between their research areas in the mentioned topics can result in more efficient and
effective HSC.

Acknowledgments. The authors are gratefull to the anonymous reviewers for their helpful
comments and suggested improvements.
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Abstract. There exists a huge variety in the occurrence and characteristics of
major incidents. Incident management stakeholders and in particular emergency
health service providers have to deal with two basic challenges: The disproportion
between the needs and the available human/material resources in the response
capacity and the inherent time constraints of an emergency. These critical factors
play a seminal role in the decision-making process during a crisis event, which
affects all levels of command & control (strategic, operational, and tactical). The
drawback with current health emergency management systems lies with the
command & control operations that should coordinate the actions of the separate
services and turn them into an effective, multi-faceted crisis response mechanism.
IMPRESS improves the efficiency of decision making in emergency health oper‐
ations, which has a direct impact on the quality of services provided to citizens.
Furthermore it provides a consolidated concept of operations, to effectively
manage medical resources, prepare and coordinate response activities, supported
by a Decision Support System, using data from multiple heterogeneous sources.
The proposed solution facilitates communication between Health Services
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(and Emergency Responders) at all levels of response and the crisis cycle with
the necessary health care systems support, supervision and management of partic‐
ipating organizations. It will assist health services in becoming more proactive,
better prepared and interoperable with other emergency response organizations.

Keywords: Incident management · Emergency health services · First
responders · Decision support systems · Crisis management

1 Introduction

Countries are facing major challenges to protect their populations from an increasing
number of potential health threats in the future. Preparedness and prevention plays a
significant role in ensuring an efficient response to national and international crises.
Emergency Medical Services (EMS) systems form an integral part of any public health
care system: their primary function is to deliver emergency medical care in all emer‐
gencies, including disasters and crises. It is widely recognized that an effective disaster
response is heavily dependent on pre-existing local system capacity and capabilities than
on external assistance. In the early stages of a health crisis, the ability to respond depends
on the level of preparedness of the local community (citizens and volunteers) and health
services. An efficient and well-structured EMS system ensures the achievement and
maintenance of the skills necessary to deal with disasters, while disaster preparedness
doesn’t help to identify organizational gaps (WHO 2008) but in many cases helps to
minimize the consequences of a hazardous event so mitigate the risk and avoid potential
crises.

Between 1990 and 2010 approximately 47 million people in the WHO European
Region were directly affected by natural disasters that resulted in over 132 000 fatalities.
This does not include the wars and violent conflicts that have killed over 300 000 people
in the Region over the last 20 years. Other severe events of the recent past include the
Chernobyl (former Soviet Union) nuclear power plant accident in 1986, which affected
several million people according to United Nations estimates, and the Marmara earth‐
quake (NW Turkey) that killed nearly 18 000 people and injured close to 45 000 people
in Turkey in 1999 (WHO 2012). During the same year (1999), a big earthquake (magni‐
tude 5.9) struck Athens, Greece, revealing its disrupting potential in terms of residential
structural damages, injuries, social effects and financial consequences. This disastrous
event and the subsequent crisis have stressed again the importance of prevention and
preparedness actions in aim to enhance interoperability and coordination among the
public Emergency Services including Health Services (e.g. EMS). Another relevant
incident is the Japanese earthquake and subsequent nuclear reactor crisis, which
provided us with a catastrophic scenario that would present formidable public health
and healthcare challenges to the EU, if such an incident occurred here. Moreover, the
2009 H1N1 pandemic, though mild in comparison to the anticipated morbidity and
mortality of a H5N1 pandemic, stressed the interdependence of the public health, pre-
and post-hospital care, primary care, and hospital care systems (US Department of
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Health and Human Services 2011). The ongoing – since 2014 – Ebola outbreak in West
Africa although mostly confined in three countries (Liberia, Sierra Leone and Guinea),
stressed the medical and health care systems of many countries in two continents (North
America/US and Europe/Spain-Italy-UK-Germany-Denmark).

Although all examples mentioned above were natural disasters and accidents or
combinations we must also consider the Tokyo subway sarin incident (1995) that had
an enormous impact on the Japanese megapolis, despite the small number of lives lost.
It was the first and so far the only chemical warfare agents’ release in urban environment
during peace time worldwide. The 2001 anthrax letters’ scare that caused certain deaths
in the US is still a threat that occasionally tests national preparedness and response in
various countries’ around the globe.

1.1 Background

There exists a huge variety in the occurrence and characteristics of major incidents. In
general, an adequate major incident management has to deal with two basic challenges.
First, there is a disproportion between the needs and the available human and material
resources: limitations in the response capacity (coordination, triage teams, search &
rescue, Advanced Life Support and transportation squads, ground vehicles, and other
health and psycho-social interventions), not only with respect to the number of people
affected (quantity) and the time constraints (emergency), but also concerning the nature
of the needs (quality). In disasters, characterized by disruption of infrastructure, facilities
and/or services, this imbalance is even more serious and long-lasting. Secondly, very
often there is inadequate information, low levels of risk perception and possibly scien‐
tific uncertainty or public concern and awareness with respect to the causes, nature and
extent of the health issues involved and the risks that may represent. The field on which
this situation is more dramatic is that of medical rescues, where every minute of delay
means death and suffering for numerous victims. In a society, that regularly reminds us
of the vulnerability of man in the face of natural or man-made events, one of the major
tasks for governments and crisis managers is to ensure attentive prevention and an
appropriate response to disasters. On the other side of the spectrum, the critical factors
are more related to analysis and decision-making. A situation e.g. where there is an
actual or potential risk of a major exposure to an unusual serious health hazard for a
community (or which is perceived as such) can result in a public health crisis.

A Decision Support Tool (DST) needs to be capable to deal with the whole scope of
health emergencies, from a single accident, over multi-casualty and mass-casualty situa‐
tions to the most complex disasters. For health professionals to be able to use this tool
in extra-ordinary situations, they must have experience in using its functionalities in
daily practice. The extra-ordinary approach and special arrangements, does not only
relate to the emergency response, but must be implemented for all phases of the manage‐
ment cycle.

All types of emergency situations require – from a health perspective - extra-ordinary
competencies, skills and attitudes, and thus specific education and training, the broader
scope of which is commonly called ‘disaster health’. Mass emergencies, like major
accidents and classical disaster, must be dealt by a structured mobilization of additional
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or specialized material and teams, combined with a more efficient use of the available
resources (e.g. using methods of noria and triage, improved coordination, etc.). Public
health crises require surveillance with early detection and early warning, extra-ordinary
(often cross-border) decision making and control strategies, follow-up research & struc‐
tural measures, all of which relies on timely (pro-active) and adequate exchange of
information and communication. The EUSDEM consensus approach is to logically link
terminology with the scope and conceptual framework of major incident and emergency
situations (Archer and Seynaeve 2007; Seynaeve 2003; Seynaeve 2008). There exists
of course an enormous variety in the occurrence and characteristics of major incidents.
It is obvious that understanding the pathogenesis of major incidents, the pathway and
mechanisms leading to health emergencies, contributes to better preparedness and
response. Although every disaster is unique and always has specific characteristics, it is
possible to develop a generic conceptual framework explaining in general the health
impact of extraordinary events and how it can be mitigated by certain measures. Also,
after a major emergency it is essential to provide on-going assistance, restore key serv‐
ices and infrastructure, organize socio-economic recovery, reconstruction and develop‐
ment as well as integrate lessons learned in future risk management and preparedness.
In a nutshell, previous incidents confirmed the need for a “whole of community”
approach in planning and responding to a disaster, and confirmed that a healthcare
preparedness program must address the entire healthcare community in its preparedness
activities. Regardless of the threat, an effective medical surge response begins with
robust hospital-based systems and effective Healthcare Networks to facilitate prepar‐
edness planning and response at the local level. Simply put, strong and resilient Health‐
care Networks are the key to an effective state and local emergency response to an event-
driven medical surge. In addition, trauma Centers, Hospitals, and Healthcare Systems
face multiple challenges daily in addition to the growing list of man-made and natural
threats. Emergency department overcrowding, the rising uninsured, and an aging popu‐
lation all inhibit the healthcare system’s ability to respond effectively.

1.2 Use of Decision Support Tools in Emergency Situations

In an emergency situation, organization leadership and management needs clear, accu‐
rate real-time information about the effect of the disaster upon human resources and the
readiness status of the organization. One of the key IT elements for emergency response
is the availability of decision support tools (Graves 2004). Today, the decision support
in emergency situations represents a current issue that is being researched in various
fields. The complexity of the problem and the corresponding incident resolution
approaches, methodologies and support tools ask for intertwining knowledge out of
fields such as computer science, psychology, sociology, medicine, biology, chemistry
and knowledge engineering. Currently, there is neither an integrated plan nor a complex
set of procedures that would unite principles, rules and regulations for emergency
response operations.
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1.3 Tools and Procedures for Preparedness of Emergency Health Services

Traditionally, crises have been conceptualized as having pre-impact, impact, post-
impact and recovery phases. In most studies of crises, the following simplified sequence
uses the terms pre-event, event and post-event/long-term recover. Pre-event activities
include risk assessments, mitigation and preparedness. The event may be either static,
as a single point in time, or dynamic, evolving over time. Response and recovery occur
during the post-event. Preparedness behavior includes a variety of actions taken by
families, households, communities, governments and emergency responders to get ready
for a disaster. Preparedness activities may include devising disaster plans, gathering
emergency supplies, training response teams, and educating residents about a potential
disaster (Mileti 1999).

Preparedness is the phase of crisis management, which refers to activities, programs
and systems existing prior to a crisis that are used to support and enhance emergency
response. They actually mitigate the risks and inhibit the threatening events to become
crises. The crisis managers prepare resources including staff and equipment and develop
plans of action and procedures for use when the crisis strikes, i.e. planning to provide
the capability to deal with emergencies, and preparedness is the discipline, which ensures
an organization, or community’s readiness to respond to a crisis in a coordinated, timely,
and effective manner. The crisis preparedness includes information and public aware‐
ness campaigns, education, exercises and training, early warning and emergency plans.

1.4 Interoperability of Health Services in Emergency Situations

The post-impact, emergency response stage of a disaster is characterized as the imme‐
diate aftermath of a disaster, typically including the first hours or days, perhaps up to
one week, depending on the event. In a disaster or emergency situation, there is a need
for EMS and hospitals to be able to communicate with each other and with other
members of the emergency response community. The ability to exchange data
regarding hospitals’ bed availability, status, services, and capacity enables both hospi‐
tals and other emergency agencies to respond to emergencies and disaster situations
with greater efficiency and speed. In particular, it allows emergency dispatchers and
managers to make reliable logistics decisions - where to route victims, which hospitals
have the ability to provide the needed service. Some hospitals have expressed the need
for, and indeed are currently using, commercial or self-developed information tech‐
nology that allows them to publish this information to other hospitals in a region, as
well as EOCs, 9-1-1 centers, and EMS responders via a Web-based tool. The fact is
that most of the systems that are available today do not record or present data in a
standardized format, creating a serious barrier to data sharing between hospitals and
emergency response groups. Without data standards, parties of various kinds are unable
to view data from hospitals in a state or region that uses a different system – unless a
specialized interface is developed. Alternatively, such officials must get special user
accounts and toggle between web pages to get a full picture. Other local emergency
responders are unable to get the data imported into the emergency IT tools they use
(e.g. a 9-1-1 computer-aided dispatch system. They too must get a user account and
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visit the appropriate web page. This is very inefficient. A uniform data standard will
allow different applications and systems to communicate seamlessly. Both HL7 and
OASIS are dedicated to providing open standards for the exchange, integration, sharing,
and retrieval of electronic information. While HL7 focuses on health information that
supports clinical practice and the management, delivery and evaluation of health serv‐
ices, the EDXL suite of messaging standards (CAP, EDXL-SitRep, EDXL-RM, EDXL-
DE, EDXL-Have, EDXL-TEP/TEC) published by OASIS focus on information that
supports emergency and disaster response, management, and coordination across juris‐
dictions, organizations, and professions. In addition, a multi-agency, multi-discipline
coordinated and timely response is needed to deal with a disaster or large-scale incident.
Although first responders have the technology to help accomplish this — in this case,
pre-established and pre-programmed Shared Channels/Talk-groups in their portable
radios — there are no Standard Operating Procedures (SOPs) to help guide the
responder interaction and provide greater coordination through enhanced communica‐
tion. As a result, interoperable communication is fragmented and action is delayed. The
lack of a set of interoperable communication SOPs has been identified as the primary
impediment to a timely and coordinated response.

2 IMPRESS Decision Making and Response Levels

The success of every operation depends on the hierarchical structure of the organizations
and units involved. The hierarchical structure allows acting quickly and responding to
different situations very effectively. Therefore, the hierarchical structure of the EMS
domain is based on command and control structures as well as reporting rules. Since
EMS organizations do not only operate inside the limited timescale of an operation,
there exists a general hierarchical structure (administration) and the hierarchical struc‐
ture of the incident scene (operational structure). The general hierarchical structure
differs throughout the EU in the ways the responsibilities are distributed. However, there
always exist a strategic (gold), a tactical (silver) and an operational (bronze) level of
command. These levels of command exist in the general hierarchical structure as well
as in the hierarchical structure of the incident scene. The following paragraphs position
the IMPRESS DSS functionalities at all levels of decision making.

Strategic Level. In strategic level, the main engaged organization is the National Control
Center operating in the field of Health Services, which has the overall supervision of all
the engaged entities (Hospitals, Critical Infrastructure, Government, Civilians, Public
Safety Agencies, Volunteer Organizations, Private Sector, and Businesses) in regional
or national level. IMPRESS strategic level functionalities include:

• Allow interoperability between health services operating across different regional,
governmental and cross border levels.

• Information exchange will be used to optimally allocate resources in response to
major disasters and also facilitate the cooperation between operating teams of
different cultural and operational background.

• CECIS type of layer functionality, allowing for exchange of data between interna‐
tional organizations.
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• Necessary tools for strategic level decisions with resource allocation, scenario anal‐
ysis and definition of operational procedures.

• Post crisis module for registering, evaluating and exchanging lessons learned with
all related information.

Tactical Level. At this level, a Regional Command and Control Center is operating,
represented by an Incident commander who coordinates all the relevant Health Sector
Agencies. IMPRESS tactical level functionalities include:

• Provide coordination layer of the Health Services that will ensure (a) cooperation
with the relevant agencies and (b) the readiness of the Health Sector services
according to the requirements and evolution of the envisaged incident.

• Functionality for evaluating and optimally utilizing the available resources,
analyzing and predicting the evolution of the incident and providing an efficient
cooperation system.

• Collect and transmit biomedical and other patient data between emergency
responders and health services. Logistic component for assessing the needed stock‐
piles of necessary equipment, medications, vaccinations and personal protective
equipment, their positioning and restocking, will be established.

• Appropriate component providing easy forms for exporting such goods for cross-
border missions.

• Mathematical modeling tools will be integrated for (i) enhanced surge capacity
(ii) statistical recognition of events (iii) evolution models for major crises (iv) bio‐
mathematical modelling and simulation of patients and first aid activity.

Operational Level. The third level to structure the EMS domain is managed by the Local
Health Control Center. Vehicles in the EMS domain are distinguished by their use for
example Emergency treatment and transport, Doctor Transport, Non-emergency trans‐
port, Transport of highly infective people, Command and control, etc. IMPRESS opera‐
tional level functionalities include:

• Processing and entry of data into a single, appropriately structured geographic data‐
base,

• Processing and customization of map data
• Providing appropriate tools (Web Services) to exploit specialized medical functions.

2.1 IMPRESS High-Level Architecture and Main DSS Components

IMPRESS will develop and integrate into a holistic concept of operations the following
distinctive components, which will expand beyond the present state of the art in response
and preparedness capabilities of health services. Figure 1 shows the high-level archi‐
tecture of the envisioned IMPRESS DSS in relations to these components and other
auxiliary modules, which will form the solution as a whole.
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Fig. 1. IMPRESS high-level architecture

The IMPRESS architecture is divided in three main layers: The bottom layer consists
of the data resources, which IMPRESS will use to facilitate the decision making process.
They can be either structured or unstructured sources including data coming from the
field (through crowd sourcing or first responders), data retrieved from hospital records
on supplies, personnel, medical incidents and more.

The second layer consists of the core data infrastructure of IMPRESS which will
form the point of collection and processing of gathered data to provide the required
“intelligence” to decision makers at different levels of intervention. The WARSYS
database structure will be developed within IMPRESS, with a view of extracting in real
time medical and logistics information from available repositories (such as hospital
information systems). It will be accompanied by the IMPRESS Reference Semantic
Model, which will enhance this layer into a semantically enhanced data repository in
order to provide more advanced knowledge management and inferring capabilities. This
layer will contain DSS components, which will support the project’s objectives as
follows:

The SOuRce LOCation (SORLOC) tool will (among other functionalities) auto‐
matically interrogate hospital records and use model comparison techniques to improve
on the rapidity and accuracy of contaminant source localization. The SICK patients
physiological EVOlution forecast (SICKEVO) module, will address physiologic trajec‐
tory assessment and forecast. The main improvements that SICKEVO will present will
concern the level of detail in physiology representation, and the automatic interaction
with actual observations and hospital records. Finally, the LOGEVO suite will enable
the use of models for the LOGistics EVOlution of health care resources, focusing in
particular on models of hospital surge (expansion of offer with current resources). The
third layer of the IMPRESS DSS will provide the decision support environment, which
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interfaces with the layers below through a linked data exposure engine to provide end
users with the necessary information in the appropriate format. Key to this role is the
INCident MAnaGement (INCIMAG) tool, which is an integral part of the overall
IMPRESS DSS and will work in tandem with other components. It will allow an efficient
response of emergency agencies by connecting them among themselves, with other
emergency responders, with dispatch centers and with international relief agencies. An
extension to INCIMAG is its mobile version, INCIMOB, which will allow live data
from the field relative to e.g. structural damage to buildings, emergency calls for help,
identification of deceased individuals, identification of cleared or unprocessed areas etc.,
to flow into the IMPRESS platform data warehouse system WARSYS. Specific needs
of medical first responders (eTriage, eVitalSigns) will be contemplated by INCIMOB.
INCIMOB will also allow volunteers and affected people to submit data that will be
used for crowd sourcing. This part of INCIMOB is strictly separated from the part for
medical personnel and allows a more or less structured communication between the
incident management and the public.

3 IMPRESS Use Cases

3.1 Use Case 1 – Cross-Border Perspective (Greece-Bulgaria)

The particular use case involves all the planning and deployment required to create the
necessary conditions for the Greek-Bulgarian crisis validation scenario: Earthquake
scenario at E79 motorway near Greek-Bulgarian border, with two impacts: Firstly an
overflow of the river Strimona causing a landslide of the side of the road and secondly
a sliding of large stones in the street. All the above caused a large number of injured
drivers and passengers in urgent need of medical attention and transportation to nearby
hospitals triggering essentially a cross-border emergency operation, which will initiate
the full scale of the IMPRESS solution. The collapse of E79 motorway is caused due to
a large earthquake. The effects of this natural phenomenon is both the overflow of the
Strimonas river which flows parallel to the road and secondly several rock-falls
phenomena causing damages to the road. The overflow caused a landslide of the side of
the road, so a land mass collapsing into the river together with parts of the lane, sweeping
away several vehicles and colliding with each other, resulting in many passengers to be
injured. The landslide also blocked a tunnel at some point of the road network, causing
damages to vehicles while falling on them or due to collisions between the vehicles
trying to avoid the rocks and a truck have skidded. The collapse of E79 motorway is
caused due to a large earthquake. The effects of this natural phenomenon is both the
overflow of the Strimonas river which flows parallel to the road and secondly several
rock-falls phenomena causing damages to the road. The overflow caused a landslide of
the side of the road, so a land mass collapsing into the river together with parts of the
lane, sweeping away several vehicles and colliding with each other, resulting in many
passengers to be injured. The landslide also blocked a tunnel at some point of the road
network, causing damages to vehicles while falling on them or due to collisions between
the vehicles trying to avoid the rocks and a truck have skidded. All the above caused a
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large number of injured drivers and passengers in urgent need of medical attention and
transportation to nearby hospitals.

A cross-border perspective is attributed to this emergency medical operation due
to the fact that the overall incident is located near the Greek- Bulgarian borders and
the injured passengers will be carried both in Greek and Bulgarian hospitals in order
to have more efficient response. IMPRESS DSS aims to reduce the time of providing
pre-hospital medical services, enhancing the coordination of Emergency Responders
(Dispatch centers and ambulances) from both engaged countries and by fully inte‐
grating all medical units to the response operating environment of the hosting nation.
Moreover, IMPRESS will provide a valuable tool for Field Units and Incident
Commander by providing them a channel of communication and exchange of medical
information (e.g. surge capacity, availability of personnel, tracking of patients, exami‐
nation information) and resource allocation (availability of beds, medicines, medical
equipment, etc.). So the most appropriate unit, concerning the medical equipment and
the knowledge of the personnel needed, will deal with each incident and each injured
person will be routed to the most appropriate hospital, regarding the type and availa‐
bility of medical staff, equipment and resources not only needed but also exists inside
each Hospital or Clinique.

3.2 Use Case 2 – Palermo Use Case

The work on the Palermo scenario is divided into two logical segments, a preparation
phase A (partially historical, partially live) and a simulation phase B. This scenario
concept moves from the availability of actual data from a historical fire, which developed
in the Palermo waste dump of Bellolampo between July 29 and August 7, 2012. The
fire released a variety of toxic compounds, but it turned out that during a fire in a waste
dump relatively low levels are produced of those toxicants (nitrogen oxides, sulphur
oxides) which may represent an acute threat to the neighboring population. In these cases
there is typically the liberation of compounds (like dioxin), which enters the food chain
(through deposition in pastures etc.) and which produces chronic intoxication with
increased frequencies of tumors. These however do not seem very interesting for an
acute crisis scenario.

However, in an industrial fire accident many of the same compounds are released as
in a waste dump fire, only at higher concentration levels (able to induce acute respiratory
embarrassment and possibly death). The possibility therefore exists to model the spread
of these toxicants (nitrogen and sulphur oxides), given their volatility and tendency to
be absorbed by the vegetation etc., match the model against available Palermo waste
dump fire data and then extrapolate the model to (possibly cross-border) industrial site
fire scenarios. The Palermo scenario therefore will simulate the sudden liberation of high
concentrations of toxic compounds from a tank fire developing on-board a ship moored
in the Palermo harbor. The relevance of the simulation to potential cross-border situa‐
tions in Europe is immediate, if one thinks about the Mediterranean coast of France (e.g.
the Nice-Genova area), or the Baltic. The advantage of developing the entire analysis
in Palermo stems from the possibility of characterizing in detail the geography over an
area where actual historical data of toxicant diffusion are available.
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Phase A will consist of two simultaneous activities. In activity A1, the sensor
archives will be interrogated and data on toxicant concentrations will be aggregated in
appropriate Analysis Data Sets (ADSs), together with geolocation data. Also, a map of
the relevant Sicilian area will be digitized and relevant diffusion parameters will be
associated to homogeneous subareas in it. In activity A2, a number of logistic parameters
(transfer times between structures and locations as dependent over variations of the
traffic density over the day, number of the police force patrolling the city again at
different times of the day etc.) will be measured.

Phase B will consist of the development of the spread and contamination model and
of the population reaction model as they pertain to the specific geographic area of the
Palermo harbor. Both models will be intrinsically stochastic and will accept parame‐
terized input, so that several (thousand) runs of the combined models will allow the
determination of a distribution of possible responses given the same basic scenario.
These will then be available for further analysis comparing different strategies and their
expected effectiveness over a range of possible scenarios.

By allowing obtaining scenario results in the presence and absence of IMPRESS
procedures and methodologies, and with incorporation or exclusion of the effects of the
IMPRESS incident management tool, the Palermo testbed will allow the demonstration
of the main features of the IMPRESS-solution against a historically validated, geograph‐
ically realistic situation.

4 Limitations

The IMPRESS concept is by itself a self-standing medical DSS that would allow emer‐
gency medical services to be able to fully cope with different types of emergencies
ranging from large-scale mass events to multiple incidents. Such large-scale systems
have many fine points that need to be fully accounted for in order to maximize its benefit
to the community.

• The interoperability of IMPRESS with legacy systems at all crisis governance levels
is critical to its success. Therefore, prompt considerations of the existing DSS or its
modular components must be taken into consideration.

• IMPRESS DSS has been designed to receive real time sensor and emergency resource
operational data from the incident and presents this information to medical personnel
at the time and place that they need it to enable more effective patient management.
The number of sensors is currently limited to fit to the needs and requirements of the
existing components, although its expansion is something to be discussed in the
future.

• A potential limitation is that software components will have trouble to communicate
or being impractical to integrate or that are unable to deliver the required functionality
on time due to various factors (such as loosely defined and/or changing requirements,
inaccurate estimation of the time and resources needed for the development, etc.).

• Specific care must be given to the cultural and ethical dimension of the emergency
responders and the victims. This has to be portrayed in a medical DSS, so that
responders are fully aware of the procedures needed to be applied in such situations.
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5 Conclusions

This paper describes the conceptual framework for the development of a holistic emer‐
gency medical DSS that has started to be implemented in the framework of the FP7-
project IMPRESS. It aspires to be a major step forward over current health emergency
management systems in terms of command & control operations that should coordinate
the actions of the separate services and turn them into an effective, multi-faceted crisis
response mechanism. The proposed solution aims to improve the efficiency of decision
making in emergency health operations, which will have a direct impact on the quality
of services provided to citizens, by providing a consolidated concept of operations, to
effectively manage medical resources, prepare and coordinate response activities,
supported by a Decision Support System, using data from multiple heterogeneous
sources.
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