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Preface

CISIM 2015 was the 14th of a series of conferences dedicated to computer information
systems and industrial management applications. The conference was supported by
IFIP TC8 Information Systems. This year it was held during September 24–26, 2015,
in Warsaw, Poland, at Warsaw University of Technology.

About 80 papers were submitted to CISIM by researchers and scientists from uni-
versities around the world. Each paper was assigned to three referees initially, and the
decision was taken after receiving two positive or two negative reviews. In case of
conflicting decisions, another expert’s review was sought for a number of papers (over
35). In total, about 280 reviews were collected from the referees for the submitted
papers. Because of the strict restrictions of Springer’s Lecture Notes in Computer
Science series, the number of accepted papers was limited. Furthermore, a number of
electronic discussions were held between the Program Committee (PC) chairs and
members to decide about papers with conflicting reviews and to reach a consensus.
After the discussions, the PC chairs decided to accept for publication in the proceedings
book about 65 % of the total submitted papers.

The main topics covered by the chapters in this book are biometrics, security sys-
tems, multimedia, classification and clustering with application, and industrial man-
agement. Besides these, the reader will find interesting papers on computer information
systems as applied to wireless networks, computer graphics, and intelligent systems.

We are grateful to the four esteemed speakers for their keynote addresses. The
authors of the keynote talks were Profs. Bożena Kostek (Gdańsk University of
Technology, Poland), Jaroslav Pokorný (Charles University, Prague, Czech Republic),
Agostino Cortesi (Università Ca’ Foscari Venezia, Italy), and Radko Mesiar (Slovak
University of Technology in Bratislava, Slovak Republic). Also Prof. Anna Bartkowiak
from Wrocław University submitted a very interesting invited paper. All the keynote
and invited papers are published in this proceedings volume.

We would like to thank all the members of the PC, and the external reviewers for
their dedicated efforts in the paper selection process. We also thank the honorary chairs
of the conference, Profs. Ryszard Tadeusiewicz and Witold Pedrycz. Special thanks are
extended to the members of the Organizing Committee, both the International and the
Local ones, and the Springer team for their great efforts to make the conference another
success. We are also grateful to Andrei Voronkov, whose EasyChair system eased the
submission and selection process and greatly supported the compilation of the pro-
ceedings. The proceedings editing was managed by Jiří Dvorský (VŠB-Technical
University of Ostrava, Czech Republic), to whom we are indeed very grateful.

We hope that the reader’s expectations will be met and that the participants enjoyed
their stay in the beautiful city of Warsaw.

September 2015 Khalid Saeed
Władysław Homenda
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Abstract. A static analysis is presented, based on the theory of abstract
interpretation, for verifying privacy policy compliance by mobile appli-
cations. This includes instances where, for example, the application
releases the user’s location or device ID without authorization. It prop-
erly extends previous work on datacentric semantics for verification of
privacy policy compliance by mobile applications by (i) tracking implicit
information flow, and (ii) performing a quantitative analysis of infor-
mation leakage. This yields to a novel combination of qualitative and
quantitative analyses of information flows in mobile applications.

1 Introduction

Security threats are increasing in the mobile space, in particular in the Android
environment. Specifically, mobile devices contain different sorts of confidential
information that software might access. Such information is usually protected by
permissions. However, the solutions provided by current mobile operating systems
are not satisfying, and expose the user to various threats [8]. In addition, vari-
ous applications and (e.g., analytics and advertisement) libraries make use of and
sometimes leak user confidential data. Mobile security is also a major concern in
an enterprise environment, where firms allow the use of company applications in
the employee’s personal device, increasing the risk of leakage of confidential busi-
ness data. Therefore, there is and increasing request and need to formally verify
the behavior of mobile applications, and to assess (and possibly limit) the quan-
tity of released data. On the opposite side, a complete absence of data leakage of
data would compromise the functionalities of mobile software. For instance, a nav-
igation app like Waze needs to access the user location and communicate it to its
servers in order to show appropriate traffic information. However, the user might
want to prevent to leakage of her location to the advertisement engine. Ideally, we
would like to impose — via suitable privacy policies — constraints on levels of
data release, and give the user better awareness of the direct and indirect actual
information flow concerning her personal data.

In this context, current research follows two main approaches: a statisti-
cal one [14,17] and a language based one (e.g., information flow taint analy-
sis) [1,11,21–24]. Both approaches suffer some weaknesses: the former does not
c© IFIP International Federation for Information Processing 2015
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 3–23, 2015.
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fit well for qualitative analysis, while the latter as it is too strict, due to the fact
that the non-interference notion [7] yields too many false positives limiting the
effectiveness of the analysis.

In this paper, we extend our previous work [4]. This includes two primary
contributions: (i) we investigate also implicit flows, where previously we consid-
ered only direct information release paths, and (ii) we relate explicit and implicit
information flow to a quantitative notion of information leakage. We formalize
our approach in the abstract interpretation framework. The advantage of such
a method is that it enabes a general abstraction of all possible executions of a
given program. Therefore, following the abstract-interpretation framework [6],
we design an enhanced concrete semantics that formalizes how the expressions
generated by the program’s execution maintain footprints of (possibly confiden-
tial) data stored in the local data-store of the mobile device. With this formal-
ization of the concrete semantics, we show how to create a sound abstraction
such that the analysis is computable.

This work leads to the definition of a framework that merges quantitative
and qualitative approaches by taking advantage of their respective strengths.
We exploited the evaluation of single operators for the former approach and the
collection of quantities of released information for the latter. Last, but certainly
not least, the definition of this method has revealed the important role of the
implicit flow in the leakage of secret variables. We evaluated the effectiveness of
this framework over some benchmark examples.

The paper is structured as follows. After a brief introduction that describes
related research and fundamental notions in Section 2, Section 3 recalls the
semantics introduced by Cortesi et al. [4] extending it to capture implicit flows
as well. Section 4 introduces the new quantitative approach that is added to the
semantics described in the previous Sections. Section 5 introduces an abstraction
of the quantitative analysis. Finally, in Section 6 a few significant examples of
real working applications are presented and analyzed. Section 7 concludes.

2 Background

This Section introduces some important notions that will be used throughout
the rest of the paper, and briefly describes the current related research.

Implicit Flows. Implicit flows were described by Denning [7] in 1976. Implicit
flows have origins from the so called control statements, like if and while state-
ments, where they are generated by their conditional expression. For instance,
consider the following example:

if b then x = 0 else x = 1;

Even if the final value of x does not allows to directly recover the value of b, the
latter affects the value of x, and an indirect information flow occurs from b to x.
Of course, implicit flows may yield to malicious effects[19].
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Quantitative Approaches. A quantitative approach tracks some quantity, or
measure, of leaked information. In [17] a new technique is proposed for deter-
mining the quantity of sensitive information that is revealed to public. The main
idea presented by the authors consists in computing a maximum flow between
the program inputs and the outputs, and by setting a limit on the maximum
quantity of information revealed. The information flow is measured using a sort
of network flow capacity, where the maximum rate of an imaginary fluid into
this network represents the maximum extent of revealed confidential informa-
tion. This method requires a dynamic approach in order to construct the graph,
by performing multiple runs of the target program.

Quantitative Value Expressed as Bits. McCamant et al. [17] introduced a
quantity concept in order to measure bits of information that can be released by
the observation of a specific execution of a program. One of the first attempts
to quantify information flow is the one of Lowe [14]. The author described quan-
tity as number of bits, and defined the information flow as information passing
between an high level user and a low level user through a covert channel. An
interesting feature presented in this work consists in the assignment of 1 bit
of quantity also with absence of information flow. This means that the author
considers the absence of information as having value 1 bit. Finally they also intro-
duce a time notion in the flow analysis. Another interesting approach is the one
by Clark et al.[2,3]. First, they analyse k bit variables, where 2k are the values
that can be represented from such variables. Second, they relate the maximum
content of a variable to its data type, and they consider this as the possible
quantity of leakage. Finally, they define the difference between the quantity of
information of a confidential input and the amount of leaked information.

Security in Mobile Environments. Nowadays smartphones are used to store,
modify and collect private and confidential data, e.g. location data or phone
identifier. At the same time, a lot of malicious applications able to stole data
or to track users exist. Mobile operating systems are not able to grant to users
an appropriate control over confidential data and on how applications manage
such data [8]. These limits make these platforms a potential target for attackers.
An evolution of threats in mobile environments has been stressed also by the
MacAfee Labs Threats Report [15]; in particular it underlines the existence of
untrusted marketplaces and the increasing diffusion of open-source and commer-
cial mobile malware source code, that facilitate the creation of such threats by
unskilled attackers. Among mobile operating systems, Android is currently the
most prevalent one [13], thus becoming the target of various threats. This mobile
environment present different vulnerabilities. First, there is a lack of common
definitions for securities and a high volume of available applications that guar-
antees the diffusion of malicious programs [9]. Second, many applications make
use of private information, like the IMEI (International Mobile Station Equip-
ment Identity), and of advertising and analytic libraries, that sends user data to
remote servers for profiling. Third, the opportunity to install also applications
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coming from untrusted marketplaces makes the verification of these applications
harder [18]. Last, but not least, even if Android requests to grant permission
in order to install an application, this kind of control is not sufficient to avoid
undesirable behaviour, because restrictions are not fine-grained [10,12].

Confidentiality Analysis in Mobile Environments. The importance of con-
fidentiality analysis is growing in recent years, especially in the mobile space. In
this field two main approaches can be found: dynamic and static analysis meth-
ods. Among the works that use the former method we can find those regarding
the evaluation of permission-hungry mobile applications [1,18]. In particular,
the work of Enck et al. [8] presents TaintDroid, a tool that monitors sensitive
data by using real time tracking, avoiding the needing to get access to the appli-
cations source code. The main idea consists in tracking sensitive data that flows
through systems interfaces, used by applications to get access to local data. This
approach has some limitations. For instance, it does not allow the tracking of
control flows, and generates false positives. Another approach is the one of Horny-
ack et al. with AppFence [12], which imposes privacy controls by retrofitting the
Android environment, without the need to modify applications. Yet another app-
roach, by Tripp and Rubin [25], is to reason about information release in terms
of data values, rather than data flow, where the judgment is based on value
similarity measures fed into a Bayesian learning algorithm. However, dynamic
approaches present some weaknesses. First, they fail to discover some malicious
behaviour, because applications have learned to recognize analysis during exe-
cution [10]. Second, the majority of dynamic approaches uses coarse-grained
approximations that lead to false alarms and also missed leaks [1], while on the
contrary static ones are able to discover potential leaks before the execution of
the analysed application.

3 Collecting Semantics

In this section we introduce the collecting semantics, that consists in the first
fundamental step of our framework design. We define the syntax, the domains,
and the semantics with a specific focus on control statements.

3.1 Syntax

The formalization is focused onthree types of data: strings (s ∈ S), integers
(n ∈ Z) and Booleans (b ∈ B). sexp, nexp, and bexp denotes string, integer,
and Boolean expressions, respectively. � is used to represent data-store entries,
and lexp denotes label expressions. For instance, string expressions are defined
by: sexp ::= s | sexp1 ◦ sexp2 | encrypt(sexp, k) | sub(sexp, nexp1, nexp2) |
hash(sexp) | read(lexp), where ◦ represents concatenation, encrypt the encryp-
tion of a string with a key k, sub the substring of sexp between n1 and n2, hash
the computation of the hash value, and read the function that returns the value
in the data-store that corresponds to the given label.
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3.2 Domain

By adexp we denote an atomic data expression that tracks the data sources of
a specific value. Formally, an atomic data expression adexp is a set of elements
〈�i, {(opj , l

′
j) : j ∈ J}〉, representing that the datum corresponding to label �i

has been combined with data corresponding to labels �′
j through operators opj

to get the actual value of the expression.
The set of atomic data expressions is defined by: D = {〈�i, Li〉 : i ∈ I ⊆

N, �i ∈ Lab, Li ⊆ ℘(Op × Lab)}, where Lab is the set of labels, and Op is the set
of operators.

An environment relates variables to their values as well as to their atomic
data expression. Formally, Σ = D × V , where (i) D : Var −→ ℘(D) maps local
variables in Var to a corresponding adexp, and (ii) V : Var −→ (Z ∪ S) is the
usual environment that tracks value information. The special symbol � represents
data coming from the user input and from the constants of the program. Instead,
data coming from the concrete data-store C are represented by= {〈�i, ∅〉 : i ∈
I} ⊆ D such that ∀i, j ∈ I : i �= j ⇒ �i �= �j , and �i �= �.

3.3 Collecting Semantics

We extend the notion of atomic data expressions to collect also implicit flows
generated by if and while statements. Such flows are treated in the same way
as explicit flows by collecting the Boolean expression (bexp) of a conditional or
loop statement, and considering it as an adexp with its operators and sources.

Definition 1 (Extended Atomic Data Expressions). We redefine the set
of atomic data expressions as: D =

〈{〈�i, Li〉 : i ∈ I}, {〈�j , Lj〉 : j ∈ J}〉 where
L ⊆ ℘(Op × Lab).

An extended atomic data expression can be seen as a pair of two atomic data
expressions, where the second one refers to the implicit flows (notice that also
a Boolean or relational operator may appear). Formally, d = 〈de, di〉, where de

and di correspond to the explicit and implicit flows, respectively. In this way we
collect also the Boolean operators.

Consider the conditional statement: if exp then x = case1 else x = case2.
We can interpret each expression as a combination of explicit and implicit flow:

dif cond = 〈de, di〉
dcase1 = 〈de

case1
, di

case1
〉

dcase2 = 〈de
case2

, di
case2

〉

Notice that di in case1 and case2 expresses only the implicit flow generated
inside the two branches of the if statement, and it does not include the implicit
flow that comes from the evaluation of the Boolean expression exp. Then, if the
case1 is chosen, we obtain: dresult =

〈
de

case1
, {di

case1
∪ de

if ∪ di
if}〉

where de
if and

di
if represent the flows in the if condition, both collected in the implicit flow of

all the subsequent expressions. The value associated to x after the if-then-else
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statement makes explicit that x has implicit dependence on the sources of the
Boolean expression. For instance, if exp = y ≥ 0, it will track that the value of
x is dependent on the value of y.

We denote by SN : nexp×V → Z, SS : sexp×V → S, and SB : bexp×V →
{true, false} the standard concrete evaluations of numerical, string, and Boolean
expressions. In addition, SL : lexp × Σ → Lab that returns a data label given a
label expression. The semantics of expressions on atomic data SA : sexp × Σ →
℘(D) is described in Figure 1. The semantics has been improved w.r.t. [4] with
a new operator, checkpwd(sexp1, sexp2), that returns true if a secret password
is equal to a given value. In addition, we track both explicit and implicit flows.
In particular, we do not create any implicit flow, and we simply propagate the
implicit flows generated by previous expressions:

〈
S[[c]](a, v), {〈�j , Lj〉 : j ∈ J}〉.

Similarly, we rewrite the semantics of statements that create implicit flow,
that is, the semantics of if and while statements (Fig. 2). The definition of this
semantics is split into explicit (Se) and implicit (Si) flows. We add the skip
statement to handle the exit from a loop statement like the while.

SA[[x]](a, v) = a(x)
SA[[read(lexp)]](a, v) = {〈SL[[lexp]](a, v), ∅〉}

SA[[encrypt(sexp, k)]](a, v) = {〈�1, L1 ∪ {([encrypt, k], �1)}〉 : 〈�1, L1〉 ∈ SA[[sexp]](a, s, n)}
SA[[s]](a, v) = {〈�, ∅〉}

SA[[sexp1 ◦ sexp2]](a, v) = {〈�1, L1 ∪ {(◦, �2)}〉, 〈�2, L2 ∪ {(◦, �1)}〉 :
〈�1, L1〉 ∈ SA[[sexp1]](a, v) , 〈�2, L2〉 ∈ SA[[sexp2]](a, v)}

SA[[sub(sexp, k1, k2)]](a, v) = {〈�1, L1 ∪ {([sub, k1, k2], �1)}〉 : 〈�1, L1〉 ∈ SA[[sexp]](a, v)}
SA[[hash(sexp)]](a, v) = {〈�1, L1 ∪ (hash, �1)〉 : 〈�1, L1〉 ∈ S[[sexp]](a, v)}

SA[[checkpwd(sexp, s)]](a, v) = {〈�1, L1 ∪ {(checkpwd, �)}〉 : 〈�1, L1〉 ∈ SA[[sexp1]](a, v)}

Fig. 1. Semantics of Expressions on Atomic Data

S[[x := sexp]](a, v) = (a[x �→ SA[[sexp]](a, v)], v[x �→ SS [[sexp]](v)])
S[[skip]](a, v) = (a, v)

S[[send(sexp)]](a, v) = (a, v)
S[[c1; c2]](a, v) = S[[c2]](S[[c1]](a, v)))

S[[if c1 then c2 else c3]](a, v) =

⎧
⎪⎪⎨

⎪⎪⎩

〈Se[[c2]](a, v), Si[[c2]](a, v) ∪ Se[[c1]](a, v) ∪ Si[[c1]](a, v)〉
if SB [[c1]](v)

〈Se[[c3]](a, v), Si[[c3]](a, v) ∪ Se[[¬c1]](a, v) ∪ Si[[c1]](a, v)〉
otherwise

S[[while c1 do c2]](a, v) = S[[ if (c1) then (c2; while c1 do c2) else skip ]](a, v)

Fig. 2. Concrete Semantics of Statements

Example. Suppose that y contains a value arising from a data store labeled �1,
while x contains user input. We assume that > y.

1 y = read(�1);
2 x = userinput ();
3 w = 9;
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4 if (x <= y)
5 z = w;
6 else
7 z = y+3;
8 x = x + z;

The following are the expressions computed by the collecting semantics, where
the subscript represents the code line of the expression:

y1 :
〈{〈�1, ∅〉}, ∅〉

(x<=y)4 :
〈{〈�1, {(>=, �)}〉}, ∅〉

y+37 :
〈{〈�1, {(+, �)}〉}, ∅〉

z=y+37 :
〈 {〈�1, {(+, �)}〉}
︸ ︷︷ ︸

explicit flow

, {〈�1, {(<, �)}〉}
︸ ︷︷ ︸

implicit flow

〉

x=x+z8 :
〈{〈�1, {(+, �)}〉}, {〈�1, {(<, �)}〉}〉

The first three expressions are not affected by implicit flows, so the implicit
component in these expressions is ∅. The second expression refers to the if
Boolean expression, and the fourth one refers to the assignment of the else
branch, and it takes into account the implicit flow generated by the if statement.

4 Quantitative Semantics

In this Section, we extend the collecting semantics by introducing a quantitative
notion of information flow.

4.1 Quantitative Concrete Domain

We begin by representing values having a binary form to express quantities of
information flows. In this way, we adopt a standardized evaluation of quantities
coming from different data types.

Definition 2 (Label Dimension). Let �i be the label of a location in the data-
store. ω returns the size of the memory location corresponding to the given label,
and it is defined by nbit�i := ω(�i), where nbit is the retrieved dimension in bits.

The value returned ω depends on the particular type of the datum:

– Numbers: for the sake of simplicity we consider only integer num-
bers. The number of bits for a label containing such kind of data is:
nbits = �log2(n)� + 1,

– String: we adopt a simplified representation of characters. In particular, we
consider an encoding representing only English alphabet (with uppercase and
lowercase letters) and numerical digits. We then have 26+26+10 elements.
Thus this encoding requires 6 bits for each character, and nbits = 6 × lstr

where lstr represents the number of characters of string str, and
– Boolean: such values can be only 0 or 1, so they require only 1 bit.
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We now extend the collecting semantics to take into account quantities of
information by adding a new expression associated to the extended adexp to the
concrete state.

Definition 3 (Quantitative Expression). We define a quantitative expres-
sion qadexp as a sequence of pairs of labels associated with quantitative values
〈�, q〉. This collects the quantity of information generated by implicit flows for
the given label �. This sequence is combined with a dq in qadexp in a unique
expression as follows:

d := ( 〈de, di〉, dq )

Therefore, we represent data expressions as follows:

D =
( 〈{〈�i, Li〉 : i ∈ I}, {〈�j , Lj〉 : j ∈ J}〉, {〈�k, qk〉 : k ∈ J} )

where �k are the labels used in statements that generate implicit flow, while qk

is the associated quantity of information.

Every single pair 〈�k, qk〉 tracks the quantity of information that label �k

potentially released through implicit flow. Notice that the expression d :=
( 〈de, di〉, dq ) highlights how our analysis is the result of the combination of
two approaches, and in particular (i) the first two components expression comes
from a qualitative approach to explicit and implicit flows, and (ii) the last one
is the result of a quantitative approach.

We define as Q the domain of quantities of information. We are now in
position to introduce a function that describes how quantities are collected.

Definition 4 (Quantitative Function φ). Let φ be a function that updates a
quantitative value each time the associated label is involved in an implicit flow,
such that:

val�post := val�pre + φstm(�)

where φstm : � �→ val and pre and post refer to the statement ( stm) execution.

Quantities are represented as an interval [val, val] were higher and lower
bound coincide. This will allow an easier lift to the abstract value. Anyway, for
the sake of readability, the singleton interval [val, val] will be denoted by a single
value val.

We have to track quantities of implicit flow generated by if and while
statements. Conditional expressions can result only in true and false. Thus, the
information obtained from the evaluation of a Boolean condition consists only
of one bit [16].

For the sake of simplicity, we consider only the > and < (strict) operators.
This avoids problems with equalities (a == b) allowing the collection of only one
bit of information for each if statement [2,3]. Figure 3 defines the semantics of
conditional expressions. Notice that we do not yet introduce quantities, while
we only express how to collect equality in conditional statements using integers
instead of Boolean values..
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S[[sexp]](a, v) = {〈�1, L1 ∪ {(>, �)}〉 : 〈�1, L1〉 ∈ SA[[sexp1]](a, v)}
S[[¬sexp]](a, v) = {〈�1, L1 ∪ {(<, �)}〉 : 〈�1, L1〉 ∈ SA[[sexp1]](a, v)}

S[[sexp1 > sexp2]](a, v) = {〈�1, L1 ∪ {(>, �2)}〉, 〈�2, L2 ∪ {(<, �1)}〉 :
〈�1, L1〉 ∈ SA[[sexp1]](a, v) , 〈�2, L2〉 ∈ SA[[sexp2]](a, v)}

S[[sexp1 < sexp2]](a, v) = {〈�1, L1 ∪ {(<, �2)}〉, 〈�2, L2 ∪ {(>, �1)}〉 :
〈�1, L1〉 ∈ SA[[sexp1]](a, v) , 〈�2, L2〉 ∈ SA[[sexp2]](a, v)}

Fig. 3. Concrete Semantics of Conditional Expressions

4.2 Quantitative Concrete Semantics

Let ϕ be function that maps variables to quantities (ϕ : Var → qadexp). We
now introduce the quantity notion into our quantitative collecting semantics.
The initial quantity value is φstm(�i) = 0 ∀i, and it is modified by φstm only
for the statements that generate implicit flow. This means that in the other
expressions the ϕ component will be carried as is. The new semantics is defined
in Figures 4, 5 and 6.

SA[[x]](a, ϕ, v) = a(x)
SA[[read(lexp)]](a, ϕ, v) = {〈SL[[lexp]](a, ϕ, v), ∅〉}

SA[[encrypt(sexp, k)]](a, ϕ, v) = {〈�1, L1 ∪ {([encrypt, k], �1)}〉 :
〈�1, L1〉 ∈ SA[[sexp]](a, ϕ, s, n)}

SA[[s]](a, ϕ, v) = {〈�, ∅〉}
SA[[sexp1 ◦ sexp2]](a, ϕ, v) = {〈�1, L1 ∪ {(◦, �2)}〉, 〈�2, L2 ∪ {(◦, �1)}〉 :

〈�1, L1〉 ∈ SA[[sexp1]](a, ϕ, v) ,
〈�2, L2〉 ∈ SA[[sexp2]](a, ϕ, v)}

SA[[sub(sexp, k1, k2)]](a, ϕ, v) = {〈�1, L1 ∪ {([sub, k1, k2], �1)}〉 :
〈�1, L1〉 ∈ SA[[sexp]](a, ϕ, v)}

SA[[hash(sexp)]](a, ϕ, v) = {〈�1, L1 ∪ (hash, �1)〉 :
〈�1, L1〉 ∈ S[[sexp]](a, ϕ, v)}

SA[[checkpwd(sexp, s)]](a, ϕ, v) = {〈�1, L1 ∪ {(checkpwd, �)}〉 :
〈�1, L1〉 ∈ SA[[sexp1]](a, ϕ, v)}

Fig. 4. Quantitative Semantics of Expressions on Atomic Data

S[[x := sexp]](a, ϕ, v) = (a[x �→ SA[[sexp]](a, ϕ, v)], v[x �→ SS [[sexp]](v)])
S[[skip]](a, ϕ, v) = (a, ϕ, v)

S[[send(sexp)]](a, ϕ, v) = (a, ϕ, v)
S[[c1; c2]](a, ϕ, v) = S[[c2]](S[[c1]](a, ϕ, v)))

Fig. 5. Quantitative Concrete Semantics of Statements
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S[[if c1 then c2 else c3]](a, v) =

• if SB [[c1]](v) is True then:

let (a′, ϕ′, v′) = 〈Se[[c2]](a, ϕ, v),
Si[[c2]](a, ϕ, v) ∪ Se[[c1]](a, ϕ, v) ∪ Si[[c1]](a, ϕ, v)〉

in (a′, ϕ′[(�i, qi)/(�i, qi + φstm(c1)) : �i ∈ src(c1)], v
′)

• otherwise:

let (a′, ϕ′, v′) = 〈Se[[c3]](a, ϕ, v),
Si[[c3]](a, ϕ, v) ∪ Se[[¬c1]](a, ϕ, v) ∪ Si[[c1]](a, ϕ, v)〉

in (a′, ϕ′[(�i, qi)/(�i, qi + φstm(c1)) : �i ∈ src(c1)], v
′)

where φstm is the quantitative function in Def. 4

S[[while c1 do c2]](a, ϕ, v) =

S[[ if (c1) then (c2; while c1 do c2) else skip ]](a, ϕ, v)

Fig. 6. Quantitative Concrete Semantics of Control Statements

5 Abstract Semantics

We now extend the abstract semantics proposed by Cortesi et al. [4] to implicit
flows and a quantitative analysis. Our abstract semantics is parameterized by
a value domain V a, and a label abstraction. First of all, we need to define a
computable abstraction of quantities.

Definition 5 (Quantity Value Abstraction). The quantity associate with
label expressions is an interval. Each label �a is associated to an interval of
quantities where the lower and the upper bounds are the minimum and the maxi-
mum quantities of information that can be released through the implicit flow for
that specific label. Therefore, the abstract qadexp is defined as 〈�a

k, qa
kmin

, qa
kmax

〉.
If we have unbounded quantities, the analysis reveals a complete leakage of

the associated label. In this case, the upper bound of the intervals is unbounded.
Instead, for the lower bound the minimum quantity is zero.

5.1 Atomic Data Abstraction Extension

We now define the atomic data abstraction extended for handling implicit flows
and quantities.

Definition 6 (Abstract Extended Atomic Data and Quantities). Let us
consider a set of atomic data and quantity values. We define abstract elements as
(〈{〈�a

w, La�
w , La�

w 〉 : w ∈ W}, {〈�a
z , La�

z , La�
z 〉 : z ∈ Z}〉, {〈�a

g , qa�
g , qa�

g 〉 : g ∈ Z})
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where:

– �a
w is an element that abstracts labels in Lab to track explicit flow,

– �a
z and �a

g are elements that abstract labels in Lab to track implicit flow,
– La�

w = {(opa
iw, �a

iw) : i ∈ I} and La�
z = {(opa

jz, �
a
jz) : j ∈ J} represent the

under-approximation of �a
w and �a

z with labels abstracted by �a
iw and �a

jz, and
track explicit and implicit flows, respectively,

– La�
w = {(opa

iw, �a
iw) : i ∈ I ′} and La�

z = {(opa
jz, �

a
jz) : j ∈ J ′} represent the

over-approximation of �a
w and �a

z with labels abstracted by �a
iw and �a

jz, and
track explicit and implicit flows, respectively,

– La�
w ⊆ La�

w and La�
z ⊆ La�

z ,
– qa

g is an element that abstract quantites associated to a �a
g element,

– qa�
kg : k ∈ J is an under-approximation of the interval of possible quantities
of information associated to �a

g with values represented by qa
kg,

– qa�
kg : k ∈ J ′ is an over-approximation of the interval of possible quantities
of information associated to �a

g with values represented by qa
kg, and

– qa�
g � qa�

g .

As a corollary, we define the source set of an atomic datum 〈{�a
w : w ∈ W}, {�a

z :
z ∈ Z}〉 expressed as src(d).

Although we inherit the abstraction and concretization functions for the
explicit flows [4], we have to extend them to handle quantities.

Definition 7 (Quantitative Abstraction Function). We denote by αQ

the abstraction function that given a set {(�k, qk) : k ∈ J} returns
{(αLab(�k), qa�

k , qa�
k ) : k ∈ J}, where qa�

k , qa�
k represent the bounds of the interval

that approximates all possible quantitative values in the abstract domain Qa.

Definition 8 (Quantitative Abstraction Function for Atomic Data).
Given a concrete atomic datum d =

( 〈{〈�i, Li〉 : i ∈ I}, {〈�j , Lj〉 : j ∈
J}〉

, {〈�k, qk〉 : k ∈ J} )
, we define an abstraction function α : ℘(D) −→ AD

as:

αs(d) =
( 〈{〈αLab(�i), αLab(Li), αLab(Li)〉 : i ∈ I},
{〈αLab(�j), αLab(Lj), αLab(Lj)〉 : j ∈ J}〉,
{〈αLab(�k), αQ(qk)〉 : k ∈ J})

The abstraction function is then extended to sets by computing the upper bound
of the point-wise application of αs to all the elements of the given set.

5.2 Abstract Semantics of Statements

Expressions are abstracted via an abstract data label and an abstract value
(ADa and V a, respectively). In Figure 7 the abstract semantics of statements
taking into account implicit flows is defined Then, in Figure 8 this semantics
is extended with the quantitative dimension. We omit here the abstract seman-
tics of expressions, as it does not generate any implicit flow, and we refer the
interested reader to Cortesi et. al [4] for more details.
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Sa[[x := sexp]](aa, va) = (aa, Sa
v [[x := sexp]](va))

Sa[[skip]](aa, va) = (aa, va)
Sa[[send(sexp)]](aa, va) = (aa, va)

Sa[[c1; c2]](a
a, va) = Sa[[c2]](S

a[[c1]](a
a, va))

Sa[[if c1 then c2 else c3]](a
a, va) =

〈
Sa
e [[c2]](a

a, Sa
e [[c1]](v

a)) 
 Sa
e [[c3]](a

a, Sa
e [[¬c1]](v

a)),
Sa
i [[c2]](a

a, Sa
e [[c1]](v

a)) 
 Sa
e [[c1]](a

a, va)

Sa
i [[c1]](a

a, va) 
 Sa
i [[c3]](a

a, Sa
e [[¬c1]](v

a))

Sa
e [[¬c1]](a

a, va) 
 Sa
i [[c1]](a

a, va)
〉

Sa[[while c1 do c2]](a, v) =

fix(Sa[[ if (c1) then (c2; while c1 do c2) else skip ]](aa, va))

Fig. 7. Abstract Semantics of Statements

Sa[[x := sexp]](aa, ϕa, va) = (aa[x �→ Sa
A[[sexp]](aa, ϕa, va)], va[x �→ Sa

S [[sexp]](va)])
Sa[[skip]](aa, ϕa, va) = (aa, ϕa, va)

Sa[[send(sexp)]](aa, ϕa, va) = (aa, ϕa, va)
Sa[[c1; c2]](a

a, ϕa, va) = Sa[[c2]](S
a[[c1]](a

a, ϕa, va))

Sa[[if c1 then c2 else c3]](a
a, ϕa, va) =

let (a′a, ϕ′a, v′a) =
〈
Sa
e [[c2]](a

a, ϕa, Sa
e [[c1]](v

a)) 
 Sa
e [[c3]](a

a, ϕa, Sa
e [[¬c1]](v

a)),
Sa
i [[c2]](a

a, ϕa, Sa
e [[c1]](v

a)) 
 Sa
e [[c1]](a

a, ϕa, va)

Sa
i [[c1]](a

a, ϕa, va) 
 Sa
i [[c3]](a

a, ϕa, Sa
e [[¬c1]](v

a))

Sa
e [[¬c1]](a

a, ϕa, va) 
 Sa
i [[c1]](a

a, ϕa, va)
〉

in (a′a, ϕ′a[(�ai , qa�
i , qa�

i )/(�ai , qa�
i + φa�

stm(c1), q
a�
i + φa�

stm(c1)) : �ai ∈ src(c1)], v
′a)

where φstm is the quantitative function in Def. 4

Sa[[while c1 do c2]](a
a, ϕa, va) =

fix(Sa[[ if (c1) then (c2; while c1 do c2) else skip ]](aa, ϕa, va))

Fig. 8. Quantitative Abstract Semantics of Statements

We need to abstract the number of iterations of a while loop to precisely
approximate the quantity of information leaked by a loop. Our approach is com-
posed by two steps: a while interval analysis approximating the number of iter-
ations, followed by an extended adexp collection with quantitative values.

Step (a): while Interval Analysis. We add a counter initialized to 0 at the
beginning, and we increment it by one at each loop iteration. In this way, we
can apply a standard interval analysis to infer an upper bound on the number
of iterations of a loop.
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Example Consider the following program, where i represents the counter we
added:

1 x=−2 (i = 0)
2 while (x<27)
3 x= x+2 (i = i + 1)
4 print (x)

At the end of the analysis, the interval domain can infer i �→ [0..15] (e.g.,
by applying a narrowing operator after widening [5]). The upper bound of the
interval of variable i returns the number of iterations of the loop, that is, 15.
Then the upper bound on the number of iterations 15 becomes [1, 4], where 4
are the number of bits leaked in 15 iterations.

Step (b): Extended Adexp Collection with Quantitative Value. At the
end of the while interval analysis, we apply a quantitative value analysis.
Example Consider the following example:

1 secret = read(. . .)
2 found = false
3 while (!found) {
4 pwd = user input()
5 found = checkpwd(pwd, secret)}

At the end of the first iteration of the analysis of the loop, we obtain:

secret1 :
〈{〈�1, ∅, ∅〉}, ∅〉

found2 :
〈∅, ∅〉

!found3 :
〈∅, ∅〉

pwd4 :
〈∅, ∅〉

found5 :
〈{〈�1, {(checkpwd, �)}, {(checkpwd, �)}〉}, ∅〉

Notice that no quantitative information has yet been released. In fact, the
Boolean condition of the while loop is checked against a constant value (false)
during the first iteration. However, found might be still false, and the loop would
be iterated another time. Then, starting from the second iteration the implicit
flow will contain the new definition of the variable found, thus each expression
inside the scope of the while will be:
〈{

. . . explicit flow . . .
}
,
{〈�1, {(checkpwd, �)}, {(checkpwd, �), (<, �), (>, �}〉}〉

Notice that the function checkpw(p1,p2) returns a Boolean value, so one bit. This
means that we are accumulating a bit of information at each iteration.
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As soon as the implicit flow comes into the picture, we have to consider the
quantity interval computed in step (a):

{ 〈{
. . . explicit flow . . .

}
,
{〈�1, {(checkpwd, �)}, {(checkpwd, �), (<, �), (>

, �}〉}〉, 〈�1, 1, 4〉 }

If inside a while loop there is an obfuscating operator (e.g., encryption or
hashing) applied to confidential data, we need to know the quantity of informa-
tion that is released by the operator. For instance, in the previous example the
operator checkpwd(p1,p2) checks if the password given by the user is correct,
and it returns a Boolean value. Thus the analysis accumulates a single bit at
each iteration, and the quantitative value will depend on the number of itera-
tions. However, other operators might release more information. In this case, we
compute the product of the number of iterations and the released bits.

6 Applications

In this Section, we discuss the results of our analysis of some examples listed in
the DroidBench application set [20], created by the Secure Software Engineering
group of the Technische Universität Darmstadt. This set is open source, and
it is a standard benchmark to test static and dynamic analyses. We chose the
examples that specifically deal with implicit flows.

An interesting comparison can be made with the work by Tripp and Rubin
[25], as they also used DroidBench as testing environment. Their approach per-
forms very well on the whole test set (also with respect to other tools, like
TaintDroid), but it suffers from false negatives in case of implicit flows. Our
analysis instead allows to cope with these particular cases, for instance the ones
due to custom transformations of private data in the ImplicitFlow1 test program.
This is because we adopted a different approach, that instead of looking for pri-
vacy sinks, observes the whole flow of confidential data and operations applied
to them.

For the sake of readability, we simplified some library functions, and we
added some semantic rules to support some primitive functions contained in
these examples, and that were not part of the minimal language we adopted in
our formalization. For each example, we describe the results of the collecting
semantics on a particular concrete state, and we then perform a two-stages
static analysis. First we illustrate the results without the quantitative component
qadexp, and we then discuss the results of the quantitative semantics.

6.1 ImplicitFlow1

The first example is an application that reads the device identifier (IMEI), obfus-
cates it, and then leaks it. The obfuscation can be performed with two functions
with two different obfuscation powers (namely, low and high).
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1 public class ImplicitFlow1 extends Activity {
2

3 protected void onCreate (...) {
4 // ...
5

6 String imei = getDeviceId(); //device id
7 String obfuscatedIMEI
8 = obfuscateIMEI(imei);
9 writeToLog(obfuscatedIMEI);

10

11 obfuscatedIMEI
12 = hardObfIMEI(imei);
13 writeToLog(obfuscatedIMEI);
14 }
15

16 private String obfuscateIMEI(String imei){
17 String result = ””;
18 char [] imeiAsChar = imei.toCharArray();
19 int len = imeiAsChar.length();
20 int i = 0;
21 int shift = 49;
22

23 while ( i < len){
24 result += (char)
25 ((( int )imeiAsChar[i ]) + shift );
26 //returns ’a’ for ’0’, ’b’ for ’1’, ...
27 i++;
28 }
29 return result ;
30 }

31 private String hardObfIMEI(String imei){
32 char [] imeiAsChar = imei.toCharArray();
33 String result = ””;
34 int len = imeiAsChar.length();
35 int i = 0;
36

37 while ( i < len){
38 result += (char)
39 ((( int )imeiAsChar[i ]) +1 + (i i)%62);
40 i++;
41 }
42

43 return result ;
44 }
45

46 private void writeToLog(String message){
47 Log. i (”INFO”, message); //sink
48 }
49 }

First of all, we extend the semantics to the new functions contained in this
example. For the most part, this extension is very intuitive and straightforward.

SA[[getDeviceId()]](a, v) = {〈SL[[lexp]](a, v), ∅〉}
SA[[toCharArray(sexp)]](a, v) = {〈�1, L1 ∪ {(toCharArray, �1)}〉 : 〈�1, L1〉 ∈ SA[[sexp1]](a, v)}

SA[[length(sexp)]](a, v) = {〈�1, L1 ∪ {(length, �1)}〉 : 〈�1, L1〉 ∈ SA[[sexp1]](a, v)}
SA[[Log(sexp)]](a, v) = (a, v)

SA[[(typecast)sexp]](a, v) = {〈�1, L1 ∪ {(cast(type), �1)}〉 : 〈�1, L1〉 ∈ SA[[sexp1]](a, v)}

getDeviceId returns the IMEI from the datastore, toCharArray convert the
label to a char, length returns the dimension (in integer) of an array and Log
writes the argument to a log file. cast(type) represents the type casting. We
also add the modulo % operator to the semantics. We collect it as mod in
our domain, and its behavior is similar to other arithmetic operators. As for
arrays, when we refer to a single element of the array, we assume to perform a
SA[[sub(sexp, k1, k2)]](a, v) where k1 and k2 are the same element and are used
as a sort of index in the array.

Concrete Analysis. The device identifier IMEI is contained in the data-
store and can be retrieved through getDeviceId, that behaves like a
SA[[read(lexp)]](a, v). We also add a counter that allows to count the number
of iterations in the loop. Trivially, at the end of each cycle this value will be
equal to the dimension of the IMEI, that is, 14.
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imei6 :
〈{〈�1, ∅〉}, ∅〉

imeiAsChar18 :
〈{〈�1, {(toCharArray, �1)}〉}, ∅〉

len19 :
〈{〈�1, {(length, �1)}〉}, ∅〉

while cond23 :
〈{〈�1, {(length, �1), (>, �)}〉}, ∅〉 (count1 = 0)

result24 :
〈{〈�1, {([sub, �, �], �1), (cast(int), �1), (+, �), (cast(char), �1), (+, �)}〉},{〈�1, {(length, �1), (>, �)}〉}〉

i27 :
〈∅,
{〈�1, {(length, �1), (>, �)}〉}〉

. . . (after loop exit the condition in the flow is inverted), (count1 = 14)
log47 :

〈{〈�1, {([sub, �, �], �1), (cast(int), �1), (+, �), (cast(char), �1), (+, �), . . .}〉},{〈�1, {(length, �1), (>, �)(<, �)}〉}〉
imeiAsChar32 :

〈{〈�1, {(toCharArray, �1)}〉}, ∅〉
len34 :

〈{〈�1 {(length, �1)}〉}, ∅〉
while cond37 :

〈{〈�1, {(length, �1), (>, �)}〉}, ∅〉 (count2 = 0)
result38 :

〈{〈�1, {([sub, �, �], �1), (cast(int), �1), (+, �), (×, �), (mod, �), (cast(char), �1),
(+, �)}〉}, {〈�1, {(length, �1), (>, �)}〉}〉

i40 :
〈∅,
{〈�1, {(length, �1), (>, �)}〉}〉

. . . (after loop exit the condition in the flow is inverted), (count2 = 14)
log47 :

〈{〈�1, {([sub, �, �], �1), (cast(int), �1), (+, �), (×, �), (mod, �), (cast(char), �1),
(+, �), . . .}〉}, {〈�1, {(length, �1), (>, �)(<, �)}〉}〉

As we can see from the concrete analysis, there is no noticeable difference
between the two functions. Indeed, both example apply these function inside a
loop, and in both the conditional expressions depend on the dimension of the
secret label.

Abstract Analysis. The main differences between the concrete and abstract
semantics consist in (i) considering when the loop condition holds and does not
(unlike the concrete semantics that always knows a precise value), and (ii) the
application of the interval analysis to over-approximate the number of iterations.
Notice that since the dimension of the IMEI does not change, the corresponding
label can be abstracted with full precision. The same applies to its dimension.

imei6 :
〈{〈�1, ∅, ∅〉}, ∅〉

imeiAsChar18 :
〈{〈�1, {(toCharArray, �1)}, {(toCharArray, �1)}〉}, ∅〉

len19 :
〈{〈�1, {(length, �1)}, {(length, �1)}〉}, ∅〉

while cond23 :
〈{〈�1, {(length, �1), (>, �)}, {(length, �1), (>, �)}〉}, ∅〉

result24 :
〈{〈�1, {([sub, �, �], �1), (cast(int), �1), (+, �), (cast(char), �1), (+, �)},

{([sub, �, �], �1), (cast(int), �1), (+, �), (cast(char), �1), (+, �)}〉},{〈�1, {(length, �1)}, {(length, �1), (>, �), (<, �)}〉}〉
i27 :

〈∅,
{〈�1, {(length, �1)}, {(length, �1), (>, �), (<, �)}〉}〉

log47 :
〈{〈�1, {([sub, �, �], �1), (cast(int), �1), (+, �), (cast(char), �1), (+, �)},

{([sub, �, �], �1), (cast(int), �1), (+, �), (cast(char), �1), (+, �), . . .}〉},{〈�1, {(length, �1)}, {(length, �1), (>, �), (<, �)}〉}〉
imeiAsChar32 :

〈{〈�1, {(toCharArray, �1)}, {(toCharArray, �1)}〉}, ∅〉
len34 :

〈{〈�1, {(length, �1)}, {(length, �1)}〉}, ∅〉
while cond37 :

〈{〈�1, {(length, �1), (>, �)}, {(length, �1), (>, �)}〉}, ∅〉
result38 :

〈{〈�1, {〈�1, {([sub, �, �], �1), (cast(int), �1), (+, �), (×, �), (mod, �),
(cast(char), �1), (+, �)}, {([sub, �, �], �1), (cast(int), �1), (+, �), (×, �),
(mod, �), (cast(char), �1), (+, �)}〉},{〈�1, {(length, �1)}, {(length, �1), (>, �), (<, �)}〉}〉
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i40 :
〈∅,
{〈�1, {(length, �1)}, {(length, �1), (>, �), (<, �)}〉}〉

log47 :
〈{〈�1, {〈�1, {([sub, �, �], �1), (cast(int), �1), (+, �), (×, �), (mod, �),

(cast(char), �1), (+, �)}, {([sub, �, �], �1), (cast(int), �1), (+, �), (×, �),
(mod, �), (cast(char), �1), (+, �), . . .}〉},{〈�1, {(length, �1)}, {(length, �1), (>, �), (<, �)}〉}〉

Quantitative Analysis. The interval analysis approximates the minimum and
maximum number of iterations of the loop. Through these bounds, we compute
an interval of quantities, that infers the minimum and the maximum amount of
information revealed through implicit flows. However, in this particular example
the number of iterations can be precisely inferred because it is performed on a
fixed value (the dimension of the IMEI ). Thus, we infer that the loop is iterated
14 times. Each iteration of the loop leaks one bit of information. We now infer
the number of bits using the method described in the Section 5.2:

quantity = �log2(n iterations)� + 1 = 4 bits

So, in both loops, the qadexp is 〈�1, 4, 4〉.

6.2 ImplicitFlow2

In this example, the user has to type a password. Then, this password is com-
pared to the correct one, that comes from the data-store. After this evaluation,
a message is saved to a log file. This operation leaks information through an
implicit flow, since the logged message depends on the correctness of the pass-
word.

1 public class ImplicitFlow2 extends Activity {
2

3 protected void onCreate(. . .){
4 // ...
5 }
6

7 public void checkPassword(View view){
8 String userInputPassword = //user input
9 String superSecure = //secret password

10

11 if (checkpwd(superSecure,userInputPassword))
12 passwordCorrect = true;
13 else
14 passwordCorrect = false ;
15

16 if (passwordCorrect)
17 Log. i (”INFO”, ”Password is correct”);
18 else
19 Log. i (”INFO”, ”Password is not correct”);
20 }
21 }

Concrete Analysis. We reuse the semantics of Log defined for the previous
example (SA[[Log(sexp)]](a, v) = (a, v)). The abstract semantics is similar. We
now shows the results of the concrete semantics, assuming that the password
provided by the user is not correct. The concrete data-store contains only the
label that corresponds to the variable superSecure, that is, 〈�1, ∅〉.
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superSecure9 :
〈{〈�1, ∅〉}, ∅〉

if condtion11 :
〈{〈�1, {(checkpwd, �)}〉}, ∅〉

passwordCorrect14 :
〈∅, {〈�1, {(checkpwd, �), (<, �)}〉

2nd if condition16 :
〈∅, {〈�1, {(checkpwd, �), (<, �)}〉

log19 :
〈∅, {〈�1, {(checkpwd, �), (<, �)}〉

Abstract Analysis. We now present the results of the abstract semantics. We
adopt the same label of the concrete semantics.

superSecure9 :
〈{〈�1, ∅, ∅〉}, ∅〉

if condtion11 :
〈{〈�1, {(checkpwd, �)}, {(checkpwd, �)}〉}, ∅}〉

passwordCorrect12,14 :
〈∅, {〈�1, {(checkpwd, �)}, {(checkpwd, �), (>, �), (<, �)}〉〉

2nd if condition16 :
〈∅, {〈�1, {(checkpwd, �)}, {(checkpwd, �), (>, �), (<, �)}〉〉

log17,19 :
〈∅, {〈�1, {(checkpwd, �)},
{(checkpwd, �), (>, �), (<, �), (>, �), (<, �)}〉〉

Quantitative Analysis. We abstract quantities with an interval. In this case
study, there is an implicit flow in the first if statement:

if condtion11 :
{〈{〈l1, {(checkpwd, �)}, {(checkpwd, �)}〉}, ∅〉, 〈�1, 1, 1〉}

This value is then propagated until the Log statement that leaks it.

6.3 ImplicitFlow3

Like in the previous example, this example checks if a password provided by
a user matches the correct password. However, in this case the information is
leaked through the creation of objects.

1 public class ImplicitFlow3 extends Activity {
2

3 protected void onCreate (...) {
4 // ...
5 }
6

7 public void leakData(View view){
8 String userIntPwd = //user input
9 String superSecure = //secret password

10

11 Interface classTmp;
12 if (checkpwd(superSecure,userIntPwd))
13 classTmp = new ClassA();
14 else
15 classTmp = new ClassB();
16

17 classTmp.leakInfo ();
18 }

19 interface Interface {
20 public void leakInfo ();
21 }
22

23 public class ClassA implements Interface{
24 public void leakInfo (){
25 Log. i (”INFO”, ”pwd correct”);
26 }
27 }
28

29 public class ClassB implements Interface{
30 public void leakInfo (){
31 Log. i (”INFO”, ”pwd incorrect”);
32 }
33 }
34 }

Concrete Analysis. We reuse the Log semantic described in the previous
example. We assume that the password typed by the user is correct. As in
the previous example, the concrete data-store contains only one label {〈�1, ∅〉}
corresponding to superSecure.
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superSecure9 :
〈{〈�1, ∅〉}, ∅〉

if condtion12 :
〈{〈�1, {(checkpwd, �), (>, �)}〉}, ∅〉

classTmp13 :
〈∅, {〈�1, {(checkpwd, �), (>, �)}〉}〉

leakInfo25 :
〈∅, {〈�1, {(checkpwd, �), (assert, l1)}〉}〉

Abstract Analysis. We adopt the same label abstraction.

superSecure9 :
〈{〈�1, ∅, ∅〉}, ∅〉

if condtion12 :
〈{〈�1, {(checkpwd, �), (>, �)}, {(checkpwd, �), (>, �)}〉}, ∅〉

classTmp13,14 :
〈∅, {〈�1, {(checkpwd, �)}, {(checkpwd, �), (>, �), (<, �)}〉}〉

leakInfo25,31 :
〈∅, {〈�1, {(checkpwd, �)}〉}, {〈�1, {(checkpwd, �), (>, �), (<, �)}〉}〉

Quantitative Analysis. In this example, there is only one if statement that
generates implicit flow. This statement exposes 1 bit of quantity of information:

if condtion12 :
{〈{〈�1, {(checkpwd, �), (>, �)}, {(checkpwd, �), (>, �)}〉}, ∅〉, 〈�1, 1, 1〉}

This value will remain the same in all the following qadexps.

6.4 Discussion

As emphasized by the examples above, the adoption of a quantitative analysis
allows the evaluation of quantities of confidential data that might be released.
In ImplicitFlow1, the analysis tells that an implicit flows exists, that confiden-
tial labels are contained in it, and it also estimate the potential quantities of
data released. This quantity is calculated by the operations implemented in the
code, so by the operations that obfuscate the confidential label. The application
of given policies [4] will allow to establish whether the released quantities are
allowed or not. Any considerations about the safeness of the analyzed application
are thus referred to the type of applied policy. In particular, as for ImplicitFlow1,
we are able to calculate how much the while loop affects the produced quantity of
data. Indeed, it allows to understand that, given a fixed (and possibly low) num-
ber of loop iterations, the quantity of confidential data that might be released will
not be high. In conclusion, this analysis is not only capable of locating implicit
flows, but also to evaluate their importance. In fact, if the released values will
be low, with respect to a given policy, the implicit flow will be negligible.

7 Conclusions

In this paper, we extended the framework for tracking explicit flows introduced
in [4] with respect to implicit flows and quantitative analysis, showing the effec-
tiveness of this approach on significant examples. This framework can support
complex hybrid policies, i.e. policies that can grant both qualitative and quanti-
tative thresholds.
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Abstract. Classical Principal Components Analysis (PCA) is widely
recognized as a method for dimensionality reduction and data visualiza-
tion. This is a purely algebraic method, it considers just some optimiza-
tion problem which fits exactly to the gathered data vectors with their
particularities. No statistical significance tests are possible. An alterna-
tive is to use probabilistic principal component analysis (PPCA), which
is formulated on a probabilistic ground. Obviously, to do it one has
to know the probability distribution of the analyzed data. Usually the
Multi-Variate Gaussian (MVG) distribution is assumed. But what, if
the analyzed data are decidedly not MVG? We have met such problem
when elaborating multivariate gearbox data derived from a heavy duty
machine. We show here how we have dealt with the problem.

In our analysis, we assumed that the considered data are a mixture
of two groups being MVG, specifically: each of the sub-group follows a
probabilistic principal component (PPC) distribution with a MVG error
function. Then, by applying Bayesian inference, we were able to calculate
for each data vector x its a posteriori probability of belonging to data
generated by the assumed model. After estimation of the parameters of
the assumed model we got means - based on a sound statistical basis -
for constructing confidence boundaries of the data and finding outliers.

Keywords: Probabilistic principal components · Multi-variate normal
distribution · Mixture models · Un-mixing multivariate data · Condi-
tion monitoring · Gearbox diagnostics · Healthy state · Probabilities a
posteriori · Outliers

1 Introduction

Classical Principal Components Analysis (PCA) is widely recognized as a
method for dimensionality reduction and data visualization. However, PCA is a
purely algebraic method, it considers just some optimization problem which fits
exactly to the gathered data vectors with their particularities.

Yet, without a proper probability model it is impossible to formulate statis-
tically significant statements.
c© IFIP International Federation for Information Processing 2015
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On the opposite, Probabilistic Principal Components Analysis (PPCA) per-
mits to tackle the data in a smoothed holistic way. It is easy to introduce into its
models (formulated in d-dimensional data space) some q dimensional sub-models
with q lower than d. Additionally, probabilistic principal components may be
combined into a mixture model, which permits to model the non-Gaussian data
as a mixture of several sub-groups, each of them having its own Gaussian distri-
bution. We will show below how such a model (embedding PPCA into mixtures)
may be useful in analysis of real data.

We will consider data obtained from vibration signals of a heavy-duty
machine being in good state. Say, the data are contained in a real data matrix
B of size n × d, that is with n rows (time segments) and d columns (variables
characterizing the segments). It is common to imagine the data vectors of such a
matrix as d-dimensional points located in the d-dimensional data space. During
operation, the condition of the machine may deteriorate. The very important
question is: how to determine, whether the condition of the machine is
good (healthy), or - whether it starts to be (or is already) faulty.

Methods of multivariate data analysis permit to answer the above question,
provided that it is formulated in strict mathematical language. For instance, one
may be concerned with the following questions:

– Is the machine in good or bad condition? How to carry out the monitoring
of the state the machine? To answer these questions, one needs also data
sample from a ’bad’ machine. The bad data sample should be provided as
another data matrix with d columns containing values of the same variables
as those measured for the ’good’ matrix B. A survey of methods and papers
dealing with this question may be found, for example, in [1,5,6,8,10,13,21].

– For the problem: How to detect the fault possibly early? see, e.g. [11].
– For very common and widely elaborated problems falling under the topics

Feature selection and/or Dimensionality reduction see, e.g. [3,18,20], and
references therein.

– Say, we have data only for a machine in good condition. For its monitoring,
we might specifically ask for the boundary in the data space delimiting the
’normal’, that is ’healthy’ data. This problem is usually solved using me-
thods like one class classification, novelty or anomaly detection, and outlier
identification, see, for example, [2,8,12,14].

In the following we will be concerned only with the last item. We will consider
only one machine being in good condition. Our novel contributions are related
to a modelling of multidimensional diagnostic data using probabilistic approach.
Our proposal is to combine three statistical models into one common model,
which yields so called probabilities a posteriori (posteriors). Under way, we are
able to reduce dimensionality of the considered data. The posteriors obtained
from the common model permit to perform - according to one’s wish - condition
monitoring, anomaly or novelty detection, identification of outliers (if any), and
dimensionality reduction.

In this paper we show generally how the common model may be formulated
and how its parameters may be estimated – this is illustrated using the mentioned
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data set B of the gearbox data. We show also - for the analyzed data set B - that
the mentioned posteriors may be calculated directly and how they look like. The
posteriors are the basis for further statistical inference - like anomaly detection,
confidence boundaries construction, etc., however, for lack of space, this is not
elaborated in the paper.

The paper is scheduled as follows. Actually, we are in Section 1, Introduc-
tion. Next Section 2 introduces the three basically used by us statistical methods,
namely the Mixture model, Bayesian inference and the Probabilistic Principal
Components – to construct a common model for the data. Some issues of dimen-
sionality reduction are also considered. Section 3 contains a short description of
essential features of the data serving as the basis for our analysis, also some
details on constructing the learning and testing sample. In Section 4 we formu-
late the principles of our experiment and the goals to be achieved. We show,
how the assumed common model works with our data. We show also, how the
posteriors – calculated for our data look like – and what exactly they do mean.
Section 5 contains some discussion and closing remarks.

2 Methodology of Un-Mixing Multivariate Data
by Using Mixture Model with Probabilistic
Principal Components

2.1 The Mixture Model

Suppose, we have M different groups of multivariate data, each of the groups
containing data vectors x with d elements corresponding to d observed variables.
Let p(x | j) denote the probability (probability density) that a given data vector
x belongs to group j, j = 1, . . . ,M .

Next let us consider the overall probability distribution of all the data con-
taining the M groups. The overall probability (probability density) function may
be modelled as a mixture composed from these M groups [15]:

p(x) =
M∑

j=1

P (j)p(x | j), (1)

where the symbols P (j) are called mixing coefficients. They have the properties:

M∑

j=1

P (j) = 1, and 0 ≤ P (j) ≤ 1, j = 1, . . . , M.

The overall probability distribution function p(x) defined above in eq. (1)
is a proper probability distribution function (pdf) describing the probabilities
of all the data mixed together into one common group. The derived pdf given
in (1) is called the total pdf. The mixing coefficients P (j) are called priors or
probabilities á priori.
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Using Bayes’ theorem, it is common to define posterior probabilities (poste-
riors) as:

P (j | x) =
p(x | j)P (j)

p(x)
(2)

In the following we will consider mixtures models composed only of two
components, that is M = 2. The group-conditioned pdf’s will be MVG with
spherical covariance matrix Σj = σ2

jI:

p(x | j) =
1

(2πσ2
j )d/2

exp{−||x − μj ||2
2σ2

j

} (3)

2.2 Probabilistic Principal Components and Reduction
of the Variables Space

The probabilistic principal components methodology is based on the assumption
that the observed data vector x may be modelled as a linear combination of some
latent variables defined in an - unobservable directly - latent variables space of
dimension q <= d. The assumed model reads:

x = Wz + μ + e. (4)

Meaning of symbols appearing in the assumed model:

x - the observed d-dimensional data vector, called also data instance,
z - q-dimensional latent factor variable, with 0 mean and unit isotropic va-

riance; z is distributed as Nq(0, I),
W - so called matrix of loadings, consists of constant real numbers playing the

role of parameters of the model; it may be estimated e.g. by the Maximum
Likelihood (ML) method,

μ - some constants playing the role of shift parameters; have to be estimated;
the ML method yields here the data means as estimates,

e - independent noise process distributed as Nd(0, σ2I).

Taking eq. (4) into account, the probability density model for the probabilis-
tic principal component analysis (PPCA) reads:

p(x | z) =
1

(2πσ2)d/2
exp{−||x − Wz − μ||2

2σ2
} (5)

Tipping and Bishop [17] have shown how to obtain estimates of the unknown
parameters appearing in eq. (5). By integrating out the latent variables z they
got that the distribution of the observed variables x is

x ∼ N(μ,C), where C = WWT + σ2I. (6)
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Tipping and Bishop [17] have shown also that the ML methods yields the
following estimates for the parameters W and σ2 appearing in the probability
model for PPCA shown in eq. (5):

WML = Uq(Λq − σ2I)1/2R, where σ2
ML =

1
d − q

d∑

j=q+1

λj , (7)

and Λq,Uq denote, up to a rotation matrix R, the first q largest eigenvalues and
the connected with them eigenvectors of the covariance matrix C.

The dimension q is declared by the user. The variance σ2
ML is interpreted

as the variance lost in the projection from the data space (dimension d) to the
latent space (dimension q).

After estimation of all the parameters appearing in the general mixture
model (1) and its components, the posteriors defined in eq. (2) will be the most
important. They will play an essential role in our analysis of real gearbox data,
which are described in next section.

3 The Analyzed Data Sets: Learning Sample B500
and Test Sample Bres

In the following we will show an analysis conducted using true data from
machines working in field conditions. The data were recorded by Bartelmus and
Zimroz [1] from two gearboxes, one being faulty, i.e. in bad condition, the other
being healthy, i.e. in good condition.

Taking as a new feature the sum of all the 15 variables, Bartelmus and
Zimroz [1] were able to classify – on the base of the proposed feature – about
80 % of all data vectors. To classify the remainder, they needed an external
variable, called ZWE, indicating for the actual load of the working machine.

The data were more thoroughly investigated in [2,19]. It appeared that the
distribution of the variables is not Gaussian, the data contain a considerable
number of outliers, moreover, the covariance structure in the two groups (faulty
and healthy) is markedly different.

In the following we will consider only the healthy data containing n = 951
data vectors. The entire healthy gearbox data set B was subdivided into a learn-
ing sample called B500 and a testing sample called Bres. The learning sample
B500 was obtained from randomly chosen 500 rows of the original data set B.
The remainder of the data called Bres containing 451 rows from B, was desig-
nated for testing the built model.

Apart from this, we got also for each data instance (i.e. data vector x) the
value of another variable, called ZWE. The ZWE variable represents value of
averaged speed for short (1s) observation period called segment (of signal), from
which one 15D feature vector x was derived. Value of ZWE may belong to
speed range: 940-1000 rpm (rotations per minute). Typically, values ZWE<=
990 denote a heavy load (HL); for ZWE> 990 the load is considered to be small
or none (NL).
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The number of heavy and small/none loads in the investigated B500-sample
happened to be: 439 instances HL, 61 instances NL.

In Fig. 1 we show the distribution of the variable ZWE in the entire data set
B (top graph), in the derived learning sample B500 (middle graph), and in the
test sample Bres (bottom graphs). One may notice that all the three displays
are very similar with respect of their ZWE distributions.
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Fig. 1. Ordered values of ZWE in analyzed data B and its sub-samples B500 and Bres.
Top: original set B. Middle: learning sample B500. Bottom: test sample Bres. Take
notice that the distributions of ZWE visible in the three displays look similar.

For easiness of identifying the further results, the data instances (i.e. the data
vectors) from both samples were sorted according the their ZWE values (each
sample was sorted separately). After sorting, the heavy load data instances (HL)
appear first, and the no-load instances (NL) last.

Our further analysis will consist of:
(i) building a two-group mixture model with embedded probabilistic principal
components of dimension q = 2,
(ii) calculating the posteriors (see eq. 2) allowing for statistical inference on
fitness of the assumed model and on the normality or abnormality of consecutive
data vectors (abnormality means here outliers or atypical observations, which
are not concordant with the assumed population model).
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4 Application of Mixture Model with Embedded PPCs
to Real Data; How This Works

4.1 Preliminary Settings

In this section we report our analysis when using the B500 and Bres samples of
size 500 × 15 and size 451 × 15 appropriately. The rows x = [x1, x2, . . . , x15] of
both samples are ordered according to increasing values of ZWE corresponding
to their respective x vectors.

The B500 set is supposed to be the learning sample and the Bres set the test
sample for the constructed probabilistic model.

Our first goal is to obtain for the data set B500 a decomposition into two
Gaussian sub-samples numerated as j = 1 and j = 2. A second goal is to assert
the connection of the derived sub-samples with the load variable ZWE. A third
goal is to obtain an affirmation that the obtained decomposition (un-mixing
of the data set B500 into two component sets from which it is composed) fits
adequately to the gathered data.

We will show in next two subsections how these goals were realized for the
B500 data set. Here we add only that we carried out the analysis using a special
type neural network gmm from the Netlab library [15]. The network worked in
an unsupervised way, that is it knew only that it has to divide the B500 sample
into two sub-groups, however it did not know that the sub-groups are expected
to be associated with the status of the variable ZWE, which was out of reach
for the network during its work at this stage.

4.2 Modelling Data from the B500 Sample

The basic mixture model from eq. (1) with M=2 was applied. It says that we
will consider the B500 sample as a mixture composed from two sub-groups, each
of them having its own probability density function (pdf) denoted as p(x|j),
j = 1, 2. Each of these pdf’s is assumed be MVG with probabilistic principal
components embedded into the expected values of the assumed MVG’s – accord-
ingly to eq. (3) and (4). There is a lot of parameters to estimate. The neural
network gmm packs them into a structure called here mixB500. The structure
contains in its subsequent fields values of the parameters needed for an analysis
of the supplied data B500. The fields of mixB500 and their contents are shown
in Table 1. After initialization of the structure, the fields are filled sequentially
with advancing of the analysis.

The fields of the structure mixB500 are:
type - a kind of signature of the structure,
nin - number of the variables (columns) in the data matrix B500,
ncentres - how many sub-groups (components of the mixture) are desired,
covar type - indicates how the covariance matrices have to be calculated; option
‘ppca’ means that the covariances should be calculated according to eq. (6),
ppca dim - how many principal components (latent variables according eq. (4))



Probabilistic Principal Components and Mixtures, How This Works 31

Table 1. The structure mixB500 containing parameters used in the considered mixture
model, before and after applying the EM algorithm

type: ’gmm’

nin: 15

ncentres: 2

covar_type: ’ppca’

ppca_dim: 2

priors: [0.1285 0.8715]

centres: [2x15 double]

covars: [9.3489e-004 0.0090]

U: [15x2x2 double]

lambda: [2x2 double]

nwts: 98

type: ’gmm’

nin: 15

ncentres: 2

covar_type: ’ppca’

ppca_dim: 2

priors: [0.1318 0.8682]

centres: [2x15 double]

covars: [8.5744e-004 0.0093]

U: [15x2x2 double]

lambda: [2x2 double]

nwts: 98

we wish to include into the model. We declared that we want to retain only 2
principal components,
priors - cardinalities of the two sub-groups of the mixture,
centres - means of the two initialized sub-groups after run of k-means (left struc-
ture), and re-adjusted after run of the EM algorithm (right structure),
covars - covariance matrices of the sub-model. In case of ‘ppca’ option the spher-
ical covariance matrices are assumed by default. We have two sub-groups, each
needs one real value as its variance,
U - eigenvectors from the matrix C given in eq. (6), for each sub-group sepa-
rately.
lambda - the eigen-values associated with the eigen-vectors in U,
nwts - the number of values memorized in the structure mixB500. In our case,
the structure contains 98 constants, which are necessary when considering par-
ticular problems connected with the constructed mixture model. The parame-
ters/weights are optimized by the Maximum likelihood method using the EM
algorithm.

After finishing the estimation process, the structure mixB500 is filled with
some constants and with estimates of parameters necessary for further calcula-
tions. In particular, we may find there the parameters necessary for evaluation
of the two sub-groups into which the entire data set B500 was split. The un-mix
of the mixture appearing in set B500 is done.

Next steps of calculations are optional. We will be concerned with the content
of subgroups established by the gmm network, also how this content is connected
with the load variable ZWE. This is considered in next subsection.

4.3 The Content of Subgroups Obtained from the Mixture Model
Memorized in mixB500

The gmm network feeded with the B500 sample data has split the obtained data
into two subgroups. Parameters useful for further calculations are stored in the
structure mixB500 (see Table 1).
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We are mainly concerned, what is the content of these subgroups. To obtain
answer to this question, we inspect for each x ∈ B500 its group probability den-
sity (likelihood) L(x|j) and its posterior P (j|x) for j=1 and j=2. The evaluated
likelihoods and posteriors are shown in Fig 2.
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Fig. 2. Learning sample B500. Likelihoods and posterior probabilities of appearing data
vectors xi, i = 1, . . . , 500 in the mixture formed from two sub-groups. Counting from
top to bottom: First panel: Likelihood of appearing in sub-group numbered j = 1.
Second panel: Likelihood of appearing in sub-group numbered j = 2. Third panel:
probability a posteriori of belonging to sub-group numbered j = 1. Fourth panel:
probability a posterior of belonging to sub-group numbered j = 2.

The top graph in Fig. 2 shows likelihoods obtained as values of the probability
density function p(x | j) (with parameters evaluated by the ML method). In our
case we have in the mixture 2 groups of data. Each group has its Gaussian pdf
with estimated parameters stored in the structure mixB500.Thus we are able
to evaluate the value of the respective pdf (in other words, the likelihood) for
every data vector x.

Taking the pdf of the first derived sub-group numbered as j=1, we substitute
into this pdf in turn all data vectors x contained in the set B500; this yields
the set of likelihood values displayed in the first panel of Fig. 2. The displayed



Probabilistic Principal Components and Mixtures, How This Works 33

likelihoods are numbered 1, 2, . . . , 500, that is, similarly as the data vectors x
serving to evaluation of the displayed likelihoods. Looking at the graph one
may notice that the pronounced values of the likelihoods appear only for the
(about)last 50 data instances of B500. Remembering that the sample B500 was
sorted according its increasing ZWE values, one may deduce immediately: the
subgroup j=1 contains data instances with highest ZWE values, which means
NL category of the load.

Taking the pdf of the second derived sub-group numbered as j=2, and repeat-
ing the actions as above, we obtain the series of likelihoods evaluated for subse-
quent values x of the data B500, however now the likelihoods are evaluated from
the pdf characterizing the subgroup numbered j=2. The likelihoods evaluated in
such a way are shown in the second panel of Fig. 2. One may notice here, that
pronounced values of the likelihoods appear for about first 450 data instances.
It happens that just these 450 data instances are HL (i.e. heavy loaded). Thus
the subgroup numbered j=2 contains data instances which are heavy loaded.

Analogous reasoning may be conducted when considering the probabilities
a posteriori shown in the 3rd and 4th panel of Fig. 2. Here we see a clear
group membership assignment. Moreover, the assignment is amazingly sharp.
All data instances are allocated with a high probability. There are no doubtful
assignments.

The final allocation of the 500 data instances is 66 + 434 (to sub-group j=1
and j=2 appropriately).

4.4 Analysis of the Data Set Bres

The Bres data set, counting 451 data instances, is composed from the remnants
of the entire data set B after removing from it the sample B500. It constitutes
test data for the mixture model mixB500 built previously in subsection 4.3 from
the B500 data. Now the Bres data could be considered using two possibilities :

(i) Looking at the behavior of the testing vectors x ∈Bres by evaluating their
likelihoods and posteriors on the basis of the mixture model whose param-
eters are memorized in the structure mixB500 obtained from an alien data
set (B500).

(ii) Constructing a new, own data structure mixBres, and taking this new struc-
ture as basis for calculating the likelihoods and the posteriors for the Bres
data.

We have performed the analysis according both (i) and (ii). The results,
displayed in a similar way as those in Fig. 2, are amazingly similar; for lack of
space they could not be shown here. Performing a similar analysis as for the
B500 data set we got very similar results. For lack of space we show here only
the final allocations of the data vectors x from Bres:

When making allocation using the alien mixB500 structure: 51 + 400.
When building own mixture model and own structure mixBres: 50 + 401.
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5 Discussion and Concluding Remarks

We have considered so far only the simplest probabilistic principal component
mixture models assuming Gaussian rank-2 sub-models with a spherical covari-
ance matrix. To our surprise, such a very simple model works amazingly well both
for the learning sample B500 and the test sample Bres of the healthy gearbox
data. Indeed, we got an un-mixing of the entire data set B into two sub-models,
one of them corresponding to the heavy load and the other to the light/none load
state of the instances belonging to set B. Moreover, this was achieved using only
sub-models of dimension q = 2 (the original data are 15-dimensional).

The main results are: The data for the healthy gearbox can be modelled as
a mixture of two separate sub-groups, each of them having its own multi-variate
Gaussian distribution. The subgroups are associated with an external variable
ZWE, namely one subgroup has ZWE of category HL (heavy load), the other
subgroup has ZWE of category NL (no or light load). The outliers stated in [2]
have disappeared.

However this simple model is not valid for data coming from a faulty gearbox.
Faulty data are essentially different (see [19]) and have to be modelled separately
using a more complex model.

All the calculations were done using raw data without any standardization.
It is known that neural networks (its optimization procedures) are favoring stan-
dardized data. Also the results in [21] were obtained using standardized data.
It would be interesting to repeat the analysis using standardized data. Also, we
feel it worthy to look for a similar model for the data from a faulty gearbox,
which seems to be for the gearbox data from [1] a much more difficult task.
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Abstract. Music Information Retrieval (MIR) is an interdisciplinary research 
area that covers automated extraction of information from audio signals, music 
databases and services enabling the indexed information searching. In the early 
stages the primary focus of MIR was on music information through Query-by-
Humming (QBH) applications, i.e. on identifying a piece of music by singing 
(singing/whistling), while more advanced implementations supporting Query-
by-Example (QBE) searching resulted in names of audio tracks, song identifica-
tion, etc. Both QBH and QBE required several steps, among others an opti-
mized signal parametrization and the soft computing approach. Nowadays, MIR 
is associated with research based on the content analysis that is related to the re-
trieval of a musical style, genre or music referring to mood or emotions. Even 
though, this type of music retrieval called Query-by-Category still needs feature 
extraction and parametrization optimizing, but in this case search of global on-
line music systems and services applications with their millions of users is 
based on statistical measures. The paper presents details concerning MIR back-
ground and answers a question concerning usage of soft computing versus  
statistics, namely: why and when each of them should be employed. 

Keywords: Music information retrieval (MIR) · Feature extraction · Soft  
computing · Collaborative filtering (CF) · Similarity measures 

1 Introduction 

Music Information Retrieval is a very well-exploited field. They are venues devoted 
to MIR  only (e.g. ISMIR, MIREX) [18][20][24][34] in which state-of-the-art MIR 
methods and achievements are critically evaluated, also sessions, workshops, discus-
sion panels dedicated to this domain occur within artificial intelligence, audio, multi-
media and other symposia and conferences [14][16][17][23]. On the other hand, there 
exist many music recommendation services, commercial and non-commercial that are 
based on social networking rather than on MIR-related methods [31][38][39[40][41].  
This is often the case when a query for specific song or music genre may be per-
formed based on similarity measures retrieved from large music archives [23][31]. In 
this context the stress should be on ‘large’ because smaller databases could easily be 
managed by human resources. Most prior research done into the audio genre recogni-
tion within the field of Music Information Retrieval  were based on rather small  
music databases with a  few classes of music genres [1][8][9][17][25]. 
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Even though collaborative (commercial) music  services exist for many years, 
there are still some key problems that should be addressed in this field. This is espe-
cially important in cases when human-based evaluation doesn’t always give correct 
answers or is far from giving correct answers, but nevertheless the user-based annota-
tion is utilized in predicting the user’s music preference. Moreover, there remains the 
key problem related to the scalability of the proposed solutions, regardless of the type 
of application (research- or commercial-based).  

Applications that may be discerned within MIR area are: music genre classifica-
tion, automatic track separation, music transcription, music recommendation, music 
generation, music emotion recognition (MER), music indexing, intellectual property 
rights management, and others. Many of the applications recalled above are based on 
a similar approach that consists in music pre-processing including parametrization, 
and the usage of soft computing methods [9][10][11][12][13][15][19][23][35]. These 
background notions are to be shortly reviewed with a focus on whether they need to 
be readdressed by MIR community. 

The aim of this paper is paper is two-fold. First of it discusses MIR-related re-
search and background measures utilized in music services. Secondly, it is to answer a 
question concerning usage of soft computing versus statistics, namely: why and when 
each of them should be employed. Section 2 reviews state-of-the-art in MIR in the 
context of search-based analysis, while in Section 3 issues related parametrization and 
soft-computing-based approach to genre classification are shown. Section 4 reviews 
background research that lies behind the song prediction in music services. Finally, 
summary remarks are formulated forming Conclusion Section. 

2 Queries in MIR  

Without any doubts one may say that MIR is a global research concentrated on  
the practical use of technical implementations and systems applications to music. 
Supported by soft computing, MIR evolved into a new domain, namely musical in-
formatics. One of the crucial issues is the improvement of the efficiency of music 
recognition (e.g. in terms of performance), close to classification performed by hu-
man. However one of the problems is that human-based evaluation is not always able 
to give correct answers. Thus, we expect better soft-computing- than human-based 
performance. This concerns both music genre and emotion recognition.  

During its early stages, MIR focus was on studies that allowed for searching for  
music information through QBH, Query-by-Humming/Singing/Whistling. Since singing 
or whistling is a natural ability of humans, humming to a microphone seemed to be the 
most convenient way to search for a given melody. 

Full representation of a non-polyphonic piece is often called ‘melody profile’.  
‘Sequence of frequencies’ is a representation losing time-domain information, that is 
onsets and durations of sounds, but the information about pitches is preserved. In 
melodies represented as ‘sequences of intervals’, tonality information is lost, but the 
sizes of intervals between each pair of two consecutive sounds are known. The most 
simplified representation is the ‘sequence of the directions of intervals’ – only the 
directions of pitch of subsequent sounds in a melody are known. The last representa-
tion contains significantly reduced information, but at the same time preserves enough 
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information for retrieval, i.e. it is resistant to rhythm changes (as no rhythm is re-
tained), tonality and transposition errors. One of the most often cited work within 
QBH research studies is by Ghias et al. [5], who implemented a system able to detect 
coarse melodic contour based on Parsons code and retrieved by text string search. 
Even though the system had some constraints, i.e. usage of MIDI code, easily dis-
cerned notes, no rhythmic information, each pair of consecutive notes simply coded 
as “U” (“up”) if the second note is higher than the first note, “R” (“repeat”) if the 
pitches are equal, and “D” (“down”) otherwise, it performed surprisingly well on a 
prepared database. This is especially interesting, when one takes into account fact that 
a human ability to recognize hummed melody is not very high. It was observed that 
the average human accuracy in recognizing hummed queries is approximately 66% 
[27][37]. This is why  formulating queries in that way may not be fully sufficient, 
even though  it is intuitive for humans or musicians, but still may be inconvenient for 
non-musicians.  

A simple measure used for non-polyphonic pieces and single-channel melodies, 
which are common in the MIDI standard is based on the distance d between a query 
q=q1, q2, …, qm and object t= t1, t2, …, tn is calculated with Eq. 1. The length of the 
query equals to m, the length of the object is n. The average difference in pitch be-
tween the query and an object in the database is calculated, the minimum average 
difference is acknowledged to be the distance between the query and the object – 
the shifts of j positions in a melody and transpositions of ∆ semitones are committed 
to minimize the value of the distance. 
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In melody retrieval systems, a query is usually a fragment of a full melody, so the 
matching is done in many locations of a melody, the pattern given in the query 
is matched against all objects in the database. In addition, queries do not exactly 
match the melodies in the database, so time-consuming approximate string matching 
techniques should be used. All those factors enlarge the computational complexity 
of the music retrieval task. Although optimizations to the classical approach by Bae-
sa-Yates to approximate string matching were proposed, algorithms for melody re-
trieval may still be time-consuming, especially if the database contains large amount 
of musical files or/and rhythm information by detecting periodicity in time domain 
[21] or  by analyzing note duration is added to music database. 

More advanced MIR applications support Query-by-example searching. They are 
strongly rooted in collaborative music social   networking when a given song may be 
used as a query for similar music. However more broaden retrieval refers to content-
based analysis. In particular, search for similar musical styles, genres or 
mood/emotions of a musical piece is called Query-by-category: musical style, genre, 
mood/emotion (content-based) [11]. These types of information retrieval are visible in 
both research-based and music services, however the most significant difference be-
tween these two approaches lies in the size of music databases. Research-based data-
bases contain a few hundred or the most a few thousands music excerpts, typically 30 
(or less) second-long because of their copyright situation which should allow 
processing and presenting them to the public, while music services offer million of 
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songs. These facts translate straightforward into the answer when and why soft com-
puting or similarity-based approach can be applied.  

The need for user-centric music recommendation created music services. Search 
may use tags contained in the ID3v.2 format (a query may consist of the song title, 
artist, genre, composer, album title, song length, lyrics, etc.). Music databases contain 
songs assigned to music genres, described by low level feature vectors  or higher 
level descriptors, such as an instrument name, lyrics, etc., often annotated manually. 
Music services collect also interaction traces between the user and the song or be-
tween the users. A simple  “interaction” means to play  a song by the user and save 
it to the list of the so-called “favorite songs” This is the way of creating the user’s 
profile. This information can be sent from the user’s computer in the form of an ap-
plication (e.g. scrobbler - an application installed by the service last.fm [39], which 
involves automatic transmission of  metadata for all of the music tracks for the user’s 
computer for analysis and the so-called collaborative filtering (CF) [4][6][22][30]. 

With regard to the effectiveness of music search, when low level-feature-based ap-
proach is used for  small databases, the achieved effectiveness varies depending on a 
feature vector of used parameters and decision algorithms and is in the range of 60-
90% [20][16][17][37]. It should be noted that efficiency is comparable to results  
obtained in the process of musical genre classification by human. In the case of data-
bases based on tags IDv3.2 format, the accuracy of searching depends on the efficien-
cy of the search algorithm to search the database (e.g., SQL), which means that a 
typographical error contained in the query within the well-known music databases 
such as FreeDB or GRACENOTE may cause a lack of response. 

Annotating music manually requires a large number of “experts” with musical 
background, and is time-consuming. However, when performed by statistically signif-
icant number of people participating in the process, this starts to be to some extent 
reliable and effective method. This method is also called social tagging and takes the 
form in which key words describing a musical piece are added by users. Of course, it 
must be remembered that manual annotation can also be problematic in the context of 
various musical tastes and preferences, which can lead to a situation where the same 
track is assigned to different genres by individuals with diverse musical experience. 
That is why, it is often observed that users are not able to fully objectively assign a 
given musical piece to appropriate musical styles. 

3 Parametrization and Decision Systems 

Paramerization, a part of the pre-processing, aims at differentiating objects between 
different classes, recognizing unclassified objects (from unknown class) and deter-
mining whether an object is a member of a certain class. The underlying need to pa-
rametrize musical signals is their redundancy, thus a parametrization process results 
in the creation of feature vectors. Therefore, the decision process can be based on a 
set of parameters that are characteristic for e.g. musical style. Feature vectors contain-
ing time-, frequency or time-frequency-domains descriptors are often completed by 
adding statistical parameters.  

As mentioned already retrieval that performs based on a low-level description of 
music depends on the quality of parametrization and the associated decision system. 
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Low-level descriptors are usually based on the MPEG 7 standard, Mel-frequency 
cepstral coefficients (MFCC's) or, finally, dedicated parameters suggested by re-
searchers [2][7][14][15][19][24][25]. Within this approach, feature descriptors are 
assigned to a given music excerpt in order to perform automatic annotation of a given 
piece. Thus, the adequate selection of parameters, the algorithm optimization in terms 
of signal processing and data exploration techniques serve as key technologies that 
provide effective music tagging automatically. 

An example of a  set of descriptors (191 in total) based on MPEG 7 standard, mel 
cepstral and dedicated parameters before optimization is given in Table 1 
[7][10][28][29]. This  was the feature vector created for the ISMIS’2011 (19th Inter-
national Symposium on Methodologies for Intelligent Systems) music recognition 
contest.  Prepared by the author and her collaborators was then incorporated into the 
ISMIS database [16]. The database contains over 1300 music excerpts, represented by 
6 music  genres (classical, Jazz, Blues, Rock, Heavy Metal, Pop). The winners of this 
competition got around 88% of correct classification [32]. As mentioned before the 
original FV contains 191 descriptors. Such a large number of parameters allows for an 
effective classification of musical genres, but at the same time it leads to a very high 
data redundancy, what results in a reduced classification effectiveness in terms of 
time consumption. That’s why the author and her Ph.D. student applied PCA-based 
(Principal Component Analysis) optimization, and they obtained  even higher accu-
racy in the classification process, but most important - classifying music genres was 
possible in real time based on buffered parts of the processed signals [7].  

Table 1. Audio features an overview by the total number and description per type [7][29] 

No. of param. Audio Feature Description 
1 Temporal Centroid  
2 Spectral Centroid and its variance 
34 Audio Spectrum Envelope (ASE) in 34 subbands 
1 ASE mean 
34 ASE variance in 34 subbands 
1 Mean ASE variance 
2 Audio Spectrum Centroid (ASC) and its variance 
2 Audio Spectrum Spread  (ASS) and its variance 
24 Spectral Flatness Measure (SFM) in 24 subbands 
1 SFM mean 
24 SFM variance 
1 SFM variance of all subbands 
20 Mel Cepstral Coefficients (MFCC) –first 20 
20 MFCC Variance –first 20 
3 No. of samples higher than single/double/triple RMS value 
3 Mean of THR_[1,2,3]RMS_TOT for 10 time frames 
3 Variance of THR_[1,2,3]RMS_TOT for 10 time frames 
1 A ratio of peak to RMS (Root Mean Square) 
2 A mean/variance of PEAK_RMS_TOT for 10 time frames 
1 Number of transition by the level Zero 
2 Mean/Variance value of  ZCD for 10 time frames 
3 Number of transitions by single/double/triple level RMS 
3 Mean value of [1,2,3]RMS_TCD for 10 time frames 
3 Variance value of [1,2,3]RMS_TCD for 10 time frames 
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In general, the input signal is analyzed in the frequency sub-bands and then a set of 
parameters are calculated. That’s why the optimization process of the feature vectors 
containing low-level features is further needed. Further, an important issue is that the 
available music excerpts represents typically 30 seconds (or less) of the whole track, 
which in most cases it is the beginning of the track (which not always is a perfect 
match for this music genre). Due to that fact even such a genre as Rap&HipHop 
which is quite easy to distinguish by the listener, can be hard to classify by the pre-
trained system, since these 30 seconds can be represented either by the musical part or 
lyrics, differing much in style. 

The same feature vector was applied to a larger database (but diminished to 173 
parameters because not all frequency bands were present in the signal), called Synat, 
containing approximately 52,000 30 seconds-long music excerpts [7]. They are allo-
cated to 22 music genres: Alternative Rock, Blues, Broadway&Vocalists, Children's 
Music, Christian&Gospel, Classic Rock, Classical, Country, Dance&DJ, Folk, Hard 
Rock&Metal, International, Jazz, Latin Music, Miscellaneous, New Age, Op-
era&Vocal, Pop, Rap&Hip-Hop, Rock, R&B, and Soundtracks. The database contains 
additional metadata, such as: artist name, album name, genre and song title. In addi-
tion to the items listed in the database, songs include also track number, year of re-
cording and other parameters typically used for annotation of recordings. The user 
interface of this system is shown in Fig. 1. 

 

 

Fig. 1. Synat system user interface 

From  the whole Synat database 32,110 audio excerpts were chosen representing 
11 genres (it is to note that this gives 5 555 030 parameters altogether, i.e. 32,110 x 
173-element feature vector). That’s why the PCA was applied to diminish this number 
for classification process. The system allows for an effective recommendation of  
music, experiments performed on 11 genres with an optimized feature vector returned 
classification accuracy of above 92% [11].  
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When reviewing MIR-related sources, one may see that among known classifiers 
the most often used are: SVMs (Support Vector Machines), minimum-distance me-
thods, to which the k-Nearest Neighbor (k-NN) method belongs, Decision Trees, 
Random Forests, Rough Sets, etc. [15][17][26][34][35]. Each of these systems should 
ideally be considered in terms of  high robustness and efficiency, not being computa-
tionally expensive, ‘protecting’ against overfitting, etc. Even though there is room to 
refine most of the given criteria,  but when this list of criteria and conditions is re-
viewed one can say that the most problematic to achieve is the condition of not be-
ing computationally expensive when applied to large  databases. That’s why music 
recommendation services relies on statistics rather than on learning algorithms. 

4 Music Recommendation 

There are at least two layers of analysis when talking about music recommendation 
systems. It concerns both understanding and predicting user preferences.  A recom-
mender system must interact with the user, both to learn the user’s preferences and 
provide recommendations based on the nearest neighbor for any query [4]. Systems 
should collect reliable data from which to compute their recommendations and prefe-
rences, reducing the noise in user preference data sets.  

Before some background notions related to recommender systems are recalled, the 
problem of scalability should be pointed out, first. Scalability of search solutions im-
poses either small databases (utilized in research) and typically not showing results in 
real-time or utilizing techniques that reduce the number of users or items (or/and 
both) in search. One of the well-known solutions aimed to reduce the complexity and 
high dimensionality of database spaces is Locality Sensitive Hashing (LSH) belonging 
to randomized algorithms [33]. Its role is not to return exact answer but to guarantee a 
high probability that will bring in an answer close to the correct one. The algorithm 
builds a hash table, i.e., a data structure that allows for mapping between a symbol 
(i.e., a string) and a value. Then an arbitrary, pseudorandom function of the symbol 
that maps the symbol into an integer that indexes a table is calculated [33]. LSH is 
based on the idea that, if two points are close in a predefined space, then after the 
mapping operation these two points will remain close together [33]. 

The basis for a collaborative filtering is a collection of users’ preferences for vari-
ous (music) items (see Fig. 2 for explanation) [6][10][22][30][36]. Preference  
expressed by the user for an item is called a rating. The (user-item ) matrix X with 
dimensions K×M, is composed of K users, and M  songs. A single matrix element is 
described by xk,m = r, which means that the kth user assigns the r rate for the mth song. 
The matrix X may be decomposed into row vectors,  representing each individual 
rating and may be treated as a separate prediction for the unknown rating 
[6][10][22][30][36]: 

X = [u1, … , uK]T, uk = [xk,1, … , xk,M]T, k = 1, … , K                   (2) 

Vector uk
T describes the kth user’s profile as it is a set of all ratings assigned 

(where: T denotes transpose of the matrix X). Such decomposition of the matrix X 
constitutes a foundation for the users-based collaborative filtering. 
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It is also possible to present the matrix X as column vectors [6][10][22][30][36]: 

 X = [i1, … , iM], im = [x1,m, … , xK,m], m = 1, … , M                 (3) 

where im is a set of ratings of the  mth song assigned by all K users. In this case this 
forms a basis for  representing song(item)-based collaborative filtering (this process 
is illustrated in Fig. 3).  

Both types of collaborative filtering need further processing, i.e. in the case of the 
user-based collaborative filtering each raw denoted above is sorted by its similarity 
towards the kth user’s profile. The set of similar users can be identified by employing 
a threshold or selecting a group of top-N similar users. More detailed mathematical 
description of this method may be found in the work by Wang et al. [36].  

For calculating a similarity between the users k and a in the collaborative filtering 
typically  Pearson correlation (Eq. 4) or cosine similarity (Eq. 5) measures are used, 
which belong to memory-based algorithms: 

su(uk, ua) = , ,

2 2
, ,

( ) ( )

( ) ( )

k m k a m a
m M

k m k a m a
m M m M

x u x u

x u x u
∈

∈ ∈

− ⋅ −

− ⋅ −



 
                  (4) 

where: 
– xk,m, xa,m – is mth rate of a song assigned by the k and a  users, 

– ku , au – mean values of ratings  assigned by the k and a users. 

su(uk, ua) = cos(uk, ua) = 
|||||||| ak

ak

uu
uu

∗
⋅

                    (5) 

where: 
– uk · ua – scalar product of  uk and ua, 
– ||uk||, || ua|| – length of vectors uk and ua . 
 
Reassuming, the cosine similarity is represented by a  scalar prod-

uct and magnitude, in the information retrieval the resulting similarity ranges are 
within 0 (indicating decorrelation),1 (exactly the same). These are only examples of 
measures and metrics that are used, adjusted cosine similarity is another metric em-
ployed in the ranking area. To memory-based algorithms K-Nearest Neighbor also 
belongs. 

Other techniques such as smoothing the estimate from the collection statistics, us-
ing the linear smoothing method are employed towards derivation of the ranking for-
mulas [6][10][22][30][36]. Apart from memory-based and model-based algorithms 
among CF algorithms one may discern ranking-based and probabilistic model-based 
[6][10][22][30][36]. 
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Fig. 2. Illustration of the user-based preference prediction for various (music) items (green lines 
indicate what the user listens to (and how many times), if two users (interconnected by a red 
arc) listen to the given song, and one of the pair listens to another one, then the implication is 
that the second one of the pair may want to listen to this one as well (violet dashed line)  

 

Fig. 3. Illustration of the item-based preference prediction (explanation as above, but concern-
ing music items) 

Due to the sparsity of the data, considering the co-occurrence statistics is unrelia-
ble. Thus in some recommender systems Similar User Ratings, Similar Item Ratings 
or Similar User-Item Ratings are used for diminishing the matrix X. For example in 
the Similar User Ratings approach for prediction only those songs are taken into ac-
count that were ranked highly in the ranked list, reducing the retrieval performance of 
the top-N returned items. In general, it is assumed that in systems with a sufficiently 
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high user to item ratio, adding the user or changing ratings is unlikely to significantly 
change the similarity between two items, particularly when the items have many rat-
ings. Therefore, pre-computing similarities between items in an item–item similarity 
matrix may be reasonable.  

As brought by researchers working in the recommendation systems field, collabor-
ative filtering is not risk-free. If there are millions of songs in a music service, then 
even very active users are not able to listen even to 1% of the music sources. This 
may result in unreliable recommendation. Thus, the fundamental question in model-
ling collaborative filtering is how to relate users and items through this usually very 
sparse user-item matrix.  

When reviewing literature sources concerning collaborative filtering important is-
sues related to sparsity, scalability, privacy of data, reliability, etc. are pointed out 
One of the very interesting ones lying at the roots of CF concerns how much confi-
dence may be placed in the users’ preferences, and whether it should be ‘measured’ 
with their consent or not. That’s why the ultimate goal may be collaborative filtering 
without a community. 

5 Conclusions 

In this paper challenges in music retrieval and music recommendation systems were 
outlined. Also, reasons behind the answer to the question why and when statistics 
versus soft computing methods should be employed was given. Based on the review 
presented it may be concluded that issues of retrieval and recommendation are inter-
connected and these two approaches when joint together may make both processes 
more reliable.  Also, new strategies such as for example separating music tracks at 
the pre-processing phase [3][8][28][29] and extending vector of parameters by  
descriptors related to a given musical instrument components that are characteris-
tic  for the specific musical genre to music genre classification should be more  
thoroughly pursued [3][28][29].  
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Abstract. Integrals on finite spaces (e.g., sets of criteria in multicri-
teria decision support) based on capacities are discussed, axiomatized
and examplified. We introduce first the universal integrals, covering the
Choquet, Shilkret and Sugeno integrals. Based on optimization app-
roach, we discuss decomposition and superdecomposition integrals. We
introduce integrals which are universal and decomposition (superdecom-
position) ones and integrals constructed by means of copulas. Several
distinguished integrals are represented as particular functionals. Finally,
we recall also OWA operators and some their generalizations.

Keywords: Capacity · Choquet integral · Copula · Copula–based
integral · Decomposition integral · Sugeno integral · Universal integral

1 Introduction

Though integrals are, in general, introduced on general measurable spaces, in
many computer–supported applications the finite spaces are considered, such as
the sets of criteria, sets of rules, sets of players, etc. Therefore, in this paper
we will consider universes Xn = {1, ..., n} , n ∈ N , and σ–algebras 2Xn . More,
we restrict our considerations into functions f : Xn → [0, 1], i.e., we will con-
sider n–dimensional vectors x = (x1, ..., xn) = (f(1), ..., f(n)) ∈ [0, 1]n as our
integrands. Note that these integrands can be seen as membership functions of
fuzzy subsets of Xn, too [24]. The information about the weights of subsets of
Xn (e.g., groups of players, groups of criteria, etc.) is condensed into a capac-
ity (fuzzy measure) m : 2Xn → [0, 1], which is supported to be monotone and
m(∅) = 0, m(Xn) = 1. Our overview of integrals on Xn, i.e., of discrete integrals
is organized as follows. In Section 2, we bring the concept of universal integrals
originally introduced in [8]. Section 3 is devoted to the decomposition integrals
of Even and Lehrer [3] and the superdecomposition integrals of Mesiar et al [13].
Here we describe also all integrals which are simultaneously universal and decom-
position (superdecomposition). In Section 4, we introduce several copula–based
universal integrals. Section 5 brings the characterization of some distinguished
integrals as particular functionals. Finally, some concluding remarks are added,
recalling OWA operators and some of their generalizations.
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DOI: 10.1007/978-3-319-24369-6 4



Integrals Based on Monotone Measure: Optimization Tools 49

2 Universal Integrals

Though universal integrals were introduced in [8] for any measurable space
(X,A), any monotone measure m and all A-measurable functions f : X → [0,∞],
for our purposes we constrain them to act on finite spaces, and we will consider
capacities and membership functions of fuzzy sets. For n ∈ N, let Mn denote
the set of all capacities on Xn.

Definition 1. A mapping I :
∞⋃

n=1
Mn × [0, 1]n → [0, 1] is called a (discrete)

universal integral whenever

(i) there is a semicopula ⊗ : [0, 1]2 → [0, 1] (i.e., an increasing binary function
on [0, 1] with neutral element e = 1) such that for any n ∈ N, m ∈ Mn and
x = c · 1A ∈ [0, 1]n, c ∈ [0, 1], it holds that

I(m,x) = c ⊗ m(A),

(ii) for any (mi,xi) ∈ Mni
× [0, 1]ni , i = 1, 2, such that for any t ∈ [0, 1],

m1

(
{i ∈ Xn1 | x

(1)
i ≥ t}

)
≤ m2

(
{j ∈ Xn2 | x

(2)
j ≥ t}

)
it holds that

I(m1,x1) ≤ I(m2,x2).

Note that I is then increasing in both coordinates and I(m1,x1) = I(m2,x2)
whenever m1

(
{i ∈ Xn1 | x

(1)
i ≥ t}

)
= m2

(
{j ∈ Xn2 | x

(2)
j ≥ t}

)
for each t ∈

[0, 1] (compare the equality of the expected values of random variables with the
same distribution function). Moreover, I(m, 1A) = m(A) and I(m, c · 1Xn

) = c
for all m ∈ Mn, A ⊆ Xn and c ∈ [0, 1].
We recall several distinguished examples:

- For an arbitrary semicopula ⊗ : [0, 1]2 → [0, 1], the smallest universal integral
that is linked to ⊗, is given, for any (m,x) ∈ Mn × [0, 1]n, by

I⊗(m,x) = sup {xi ⊗ m ({j ∈ Xn | xj ≥ xi}) | i ∈ Xn}
= sup

{
xσ(i) ⊗ m ({σ(i), . . . , σ(n)})

}
, (1)

where σ : Xn → Xn is an arbitrary permutation such that xσ(1) ≤ . . . ≤
xσ(n). In particular, if ⊗ = ∧ (minimum) then I∧ = Su is the Sugeno
integral [19], if ⊗ = · (product) then I· = Sh is the Shilkret integral [18],
and if ⊗ = T is a strict norm, then IT is the Weber integral [20], compare
also N -integral of Zhao [23].

- The Choquet integral [1] that is given by

Ch(m,x) =
n∑

i=1

(
xσ(i) − xσ(i−1)

) · m ({σ(i), . . . , σ(n)}) (2)

(xσ(0) = 0 by convention), is a universal integral linked to the product.
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- The arithmetic mean of integrals Ch and Su, I = 1
2 (Ch + Su), is also

a universal integral, and it is linked to the semicopula ⊗ : [0, 1]2 → [0, 1],
a ⊗ b = 1

2 (ab + min{a, b}).

Note that the class of all discrete universal integrals is a convex bounded
partially ordered set. Its bottom ITD

is linked to the drastic product t-norm TD

(the smallest semicopula), and, for all (m,x) ∈ Mn × [0, 1]n, is given by

ITD
(m,x) = max {max {xi |m ({j ∈ Xn |xj ≥ xi}) = 1} ,m ({i ∈ Xn |xi = 1})} .

Note that if m(A) < 1 whenever A �= Xn, then

ITD
(m,x) = max {min {xi | i ∈ Xn} ,m ({i ∈ Xn | xi = 1})} .

On the other side, the top universal integral I∧ is linked to the minimum ∧
(which is the greatest semicopula) and given by

I∧(m,x) = essupm(x) ∧ m(Supp(x))
= min {max {xi | m ({j ∈ Xn | xj ≥ xi}) > 0} ,m ({i ∈ Xn | xi > 0})} .

Several other kinds of universal integrals will be discussed in Sections 3 and 4.

3 Decomposition and Superdecomposition Integrals

For Xn = {1, . . . , n}, any non-empty subset B ⊆ 2Xn is called a collection, and
any non-empty set H ⊆ 22

Xn\{∅} of collections is called a decomposition system.
Denote by Xn the set of all decomposition systems.
We recall several examples of decomposition systems:

- Hi = {(A1, . . . , Ai) | (A1, . . . , Ai) is a chain}, i = 1, . . . , n;
- Hi = {(A1, . . . , Ai) | (A1, . . . , Ai) is a disjoint system of subsets}, i =

1, . . . , n;
- H∗ = 2Xn \ {∅};
- HA = {B ⊆ Xn | A ⊆ B}.

Recently, Even and Lehrer [3] introduced decomposition integrals based on
the idea of decomposition systems. These integrals can be viewed as a modifica-
tion of the idea of the lower integral (inner measure). Similarly, the upper integral
(outer measure) inspired the concept of superdecomposition integrals [13].

Definition 2. For a given capacity m : 2Xn → [0, 1] and a fixed decomposition
system H ∈ Xn, the corresponding decomposition integral IH,m : [0, 1]n → [0,∞[
is given by

IH,m(x) = sup

⎧
⎨

⎩

∑

j∈J

ajm(Aj) | (Aj)j∈J ∈ H, aj ≥ 0, j ∈ J,
∑

j∈J

aj1Aj
≤ x

⎫
⎬

⎭
,

(3)



Integrals Based on Monotone Measure: Optimization Tools 51

and the corresponding superdecomposition integral IH,m : [0, 1]n → [0,∞[ is
given by

IH,m(x) = inf

⎧
⎨

⎩

∑

j∈J

ajm(Aj) | (Aj)j∈J ∈ H, aj ≥ 0, j ∈ J,
∑

j∈J

aj1Aj
≥ x

⎫
⎬

⎭
.

(4)

Note that:

- IH1 = IH1 = Sh is the Shilkret integral [18];
- IHn

= IHn = Ch is the Choquet integral [1];
- IHn = PAN is the PAN integral of Yang [22];
- IH∗ = CV E is the concave integral of Lehrer [11];
- IH∗

= CEX is the convex integral introduced in [13];
- IHXn

= Min;
- IHXn = Max.

The relationships between these integrals are visualized in Figure 1.

Example 1.

Let n = 3 and let m be a capacity on X3 = {1, 2, 3} given by m({1}) = 0.3,
m({2}) = 0.4, m({3}) = 0.6, m({1, 2}) = m({2, 3}) = 0.7, m({1, 3}) = 0.6 (and
obviously, m(X) = 1). Consider the score vector x = (0.7, 0.5, 0.4). Then:

- IH1,m(x) = IH1,m(x) = 0.4 (Shilkret integral);
- IH2,m(x) = 0.49;
- IH3,m(x) = IH3,m(x) = 0.53 (Choquet integral);
- IH2,m(x) = 0.59;
- IH3,m(x) = 0.65 (PAN integral);
- IH∗,m(x) = 0.65 (concave integral);
- IH∗,m(x) = 0.49 (convex integral);
- IHX3 ,m(x) = 0.4;
- IHX3 ,m(x) = 0.7.

Decomposition and superdecomposition integrals are positively homogeneous.
Hence, if a universal integral I is also a decomposition (superdecomposition)
integral on each Xn, n ∈ N, then it is necessarily linked to the product ·,
I(m, c · 1A) = c · m(A). The integrals, which are both universal and decompo-
sition integrals or universal and superdecomposition integrals, were characterized
by Mesiar and Stupňanová in [14]. Note that we will use the same notation Hi,
i ∈ N, for decomposition systems related to the chains of length at most i, indepen-
dently of the underlying space Xn. Obviously, for a fixed n ∈ N, then Hn = Hn+k

for each k ∈ N.

Theorem 1. Let I be a universal integral, I �= Ch, which is also a decomposi-
tion (superdecomposition) integral on each Xn, n ∈ N. Then I = IHk

for some
k ∈ N (I = IHk for some k ∈ N).
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Fig. 1. Hasse diagram of some decomposition and superdecomposition integrals

Recall that IH1 = Sh is the Shilkret integral. Moreover, for a fixed n ∈ N,
IHn

= Ch is the Choquet integral on Xn, and then

IHn
= IHn+1 = IHk

for each k ≥ n.

Similarly,
IHn = Ch = IHk for each k ≥ n.

The family (IHn
)n∈N

⋃ (
IHn

)
n∈N

forms a chain of universal integrals

IH1 ≤ IH2 ≤ . . . ≤ IHk
≤ . . . ≤ Ch ≤ . . . ≤ IHk ≤ . . . ≤ IH2 ≤ IH1 ,

Ch = sup
k∈N

IHk
= inf

k∈N

IHk .

Note also that the only integral on Xn, which is both decomposition and superde-
composition integral, is the Choquet integral.
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4 Copula-Based Universal Integrals

Copulas (of dimension 2) are in fact joint distribution functions (restricted to
[0, 1]2) of random vectors (X,Y ) such that both X and Y are uniformly dis-
tributed over [0, 1]. Two extremal copulas are the minimum M , M(x, y) =
min{x, y} and the Fréchet-Hoeffding lower bound W given by W (x, y) = max{0,
x + y − 1}. The third distinguished copula is the independence copula Π,
Π(x, y) = x ·y. For more details see [16]. Note that any copula C : [0, 1]2 → [0, 1]
is in a one-to-one correspondence with a probability measure PC : B([0, 1]2) →
[0, 1] with uniformly distributed margins. In particular, for a Borel subset
E ⊆ [0, 1]2 we have:

- PM (E) = μ1 ({x ∈ [0, 1] | (x, x) ∈ E}),
- PW (E) = μ1 ({x ∈ [0, 1] | (x, 1 − x) ∈ E}),
- PΠ(E) = μ2(E),

where μi is the standard Lebesgue measure on Borel subsets of R
i, i = 1, 2.

Inspired by Imaoka [7], Klement et al. [6] introduced copula-based integrals
IC :

⋃

n∈N

Mn × [0, 1]n → [0, 1] given by

IC(m,x) = PC

({
(u, v) ∈ [0, 1]2 | v ≤ m({i ∈ Xn | xi ≥ u})

})

=
n∑

i=1

(
C

(
xσ(i),m ({σ(i), . . . , σ(n)})

) − C
(
xσ(i−1),m ({σ(i), . . . , σ(n)})

))
,

(5)

σ being a permutation ensuring xσ(1) ≤ . . . ≤ xσ(n).
Note that IΠ = Ch is the Choquet integral and IM = Su is the Sugeno

integral, and that IC is a universal integral linked to ⊗ = C. Recently, we
introduced [9] hierarchical families of copula-based universal integrals, which
extend the results from Section 4.

Theorem 2. Let C : [0, 1]2 → [0, 1] be a copula and fix k ∈ N. Then the map-
pings IC,k and IC,k :

⋃

n∈N

Mn × [0, 1]n → [0, 1], given by

IC,k(m,x) = sup

⎧
⎨

⎩

k∑

j=1

(
C

(
xσ(ij),m

(
Aij )

)) − C
(
xσ(ij−1),m

(
Aij

)))
⎫
⎬

⎭
,

where Aij = {σ(ij), . . . , σ(n)} and 0 = i0 < i1 < . . . < ik ≤ n,
and

IC,k(m,x) = inf

⎧
⎨

⎩

k∑

j=1

(
C

(
xσ(ij),m

(
Ãij−1

))
− C

(
xσ(ij−1),m

(
Ãij−1

)))
⎫
⎬

⎭
,
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where Ãij−1 = {σ(ij−1) + 1, . . . , σ(n)} and 0 = i0 < i1 < . . . < ik ≤ n, with
convention σ(i0) = 0, are universal integrals linked to ⊗ = C. Moreover,

IC,1 ≤ IC,2 ≤ . . . ≤ IC ≤ . . . ≤ IC,2 ≤ IC,1,

and, for a fixed n ∈ N,
IC,n = IC = IC,n.

Obviously, if C = Π, then IΠ,k = IHk
and IΠ,k = IHk , k ∈ N.

5 Integrals as Special Functionals

Recall that the discrete Lebesgue integral in our framework is just the weighted
arithmetic mean, L(x) =

∑n
i=1 wixi, and it is related to the probability measure

P on Xn, where P ({i}) = wi. L can be seen as an additive aggregation function.
Note that A : [0, 1]n → [0, 1] is an aggregation function [5] if and only if A
is nondecreasing in each coordinate and A(0, ..., 0) = 0, A(1, ..., 1) = 1. Hence
an aggregation function is the Lebesgue integral once A(x + y) = A(x) + A(y)
for all x,y,x + y ∈ [0, 1]n, and the corresponding capacity (probability) P is
given by P (E) = A(1E). For several other distinguished integrals we have their
characterization as special functionals:

– Choquet integral is a comonotone additive aggregation function [17];
– Sugeno integral is a comonotone maxitive and min–homogeneous aggregation

function [12];
– Shilkret integral is a comonotone maxitive and positively homogeneous

aggregation function [5];
– concave integral is the smallest concave functional on [0, 1]n satisfying

I(1E) ≥ m(E) [3];
– convex integral is the greatest convex functional on [0, 1]n such that I(1E) ≤

m(E) [13].

Recall that two vectors x,y ∈ [0, 1]n are comonotone if xi > xj excludes yi < yj ,
i.e., (xi − xj) (yi − yj) ≥ 0 for each i, j ∈ Xn.

6 Concluding Remarks

We have introduced and discussed several kinds of discrete integrals with respect
to capacities. As a particular example, often exploited in numerous applications,
we recall OWA operators [21] as the mappings OWAw : [0, 1]n → [0, 1], which
are defined by

OWAw(x) =
n∑

i=1

wixσ(i),

where w = (w1, . . . , wn) ∈ [0, 1]n is a normed weighting vector, i.e.,
n∑

i=1

wi = 1.
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Considering a capacity m : 2Xn → [0, 1] given by m(A) =
card(A)∑

i=1

wn−i+1,

Grabisch [4] showed that OWAw = Chm is the Choquet integral with respect
to the capacity m. A capacity, which only depends on the cardinality of measured
sets, is called a symmetric capacity. It can be viewed as a basis for generaliza-
tions of OWA operators. The first generalization yields OMA (Ordered Modular
Average) operators, which were introduced by Mesiar and Zemánková in [15]:

Definition 3. Let m : 2Xn → [0, 1] be a symmetric capacity generated by a
normed weighting vector w = (w1, . . . , wn), and let C : [0, 1]2 → [0, 1] be a fixed
copula. Then the integral IC(m, ·) : [0, 1]n → [0, 1] is called an OMA operator.

Note that OMA operators were characterized axiomatically as comonotone
modular symmetric idempotent aggregation functions, i.e., an OMA : [0, 1]n →
[0, 1] satisfies the following properties:

(i) OMA(x ∨ y) + OMA(x ∧ y) = OMA(x) + OMA(y) for any comonotone
couple x,y ∈ [0, 1]n (i.e., for x and y with the property (xi−xj)(yi−yj) ≥ 0
for any i, j ∈ Xn);

(ii) OMA(x) = OMA(xσ(1), . . . , xσ(n)) for any permutation σ : Xn → Xn;
(iii) OMA(c, . . . , c) = c for any c ∈ [0, 1].

By (5), OMAC,m is given by

OMAC,m(x) =
n∑

i=1

fi(xσ(i)),

where fi : [0, 1] → [0, 1] is given by fi(t) = C(t, wi + . . . + wn) − C(t, wi+1 +
. . .+wn)). Thus, fi is an increasing 1-Lipschitz function that satisfies fi(0) = 0,

fi(1) = wi, and
n∑

i=1

fi(t) = t for any t ∈ [0, 1].

If C = Π then fi(t) = wit, and in that case OMA operators are simply
OWA operators (and they are characterized by comonotone additivity, which is
a genuine property of the Choquet integrals [17]).

For C = M , fi(t) = max{0,min{t − (wi+1 + . . . + wn), wi}}, and hence

OMAM,m(x) =
n∨

i=1

xσ(i) ∧ (wi + . . . + wn),

i.e., OMAM,m is the ordered weighted maximum [2].
Other kinds of OWA generalizations are based on Theorem 2, and again, they

can be introduced for an arbitrary copula C. We restrict our considerations to the
independence copula Π only. Then, for a fixed n ∈ N and a symmetric capacity m
on Xn generated by a normed weighting vector w = (w1, . . . , wn), all integrals
IΠ,k(m, ·) and IΠ,k(m, ·), k ∈ {1, . . . , n}, can be viewed as generalizations of
OWA operators and

IΠ,n(m, ·) = IΠ,n(m, ·) = OWAw.
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In general, for a fixed k ∈ {1, . . . , n}, it holds

IΠ,k(m,x) = max

⎧
⎨

⎩

k∑

j=1

(
xσ(ij) − xσ(ij−1)

) · (wij + . . . + wn)

⎫
⎬

⎭
,

where 0 = i0 < i1 < . . . < ik ≤ n,
and

IΠ,k(m,x) = min

⎧
⎨

⎩

k∑

j=1

(
xσ(ij) − xσ(ij−1)

) · (wij−1+1 + . . . + wn)

⎫
⎬

⎭
,

with 0 = i0 < i1 < . . . < ik ≤ n.
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Abstract. Real world data offers a lot of possibilities to be represented as 
graphs. As a result we obtain undirected or directed graphs, multigraphs and 
hypergraphs, labelled or weighted graphs and their variants. A development of 
graph modelling brings also new approaches, e.g., considering constraints. Pro-
cessing graphs in a database way can be done in many different ways. Some 
graphs can be represented as JSON or XML structures and processed by their 
native database tools. More generally, a graph database is specified as any stor-
age system that provides index-free adjacency, i.e. an explicit graph structure. 
Graph database technology contains some technological features inherent to 
traditional databases, e.g. ACID properties and availability. Use cases of graph 
databases like Neo4j, OrientDB, InfiniteGraph, FlockDB, AllegroGraph, and 
others, document that graph databases are becoming a common means for any 
connected data. In Big Data era, important questions are connected with scala-
bility for large graphs as well as scaling for read/write operations. For example, 
scaling graph data by distributing it in a network is much more difficult than 
scaling simpler data models and is still a work in progress. Still a challenge is 
pattern matching in graphs providing, in principle, an arbitrarily complex iden-
tity function. Mining complete frequent patterns from graph databases is also 
challenging since supporting operations are computationally costly. In this pa-
per, we discuss recent advances and limitations in these areas as well as future 
directions. 

Keywords: Graph database · Graph storage · Graph querying · Graph scalability · 
Big graphs 

1 Introduction 

A graph database is any storage system that uses graph structures with nodes and 
edges, to represent and store data. The most commonly used model of graphs in the 
context of graph databases is called a (labelled) property graph model [15]. The prop-
erty graph contains connected entities (the nodes) which can hold any number of 
properties (attributes) expressed as key-value pairs. Nodes and edges can be tagged 
with labels representing their different roles in application domain. Some approaches 
refer to the label as the type. Labels may also serve to attach metadata—index or con-
straint information—to certain nodes. 
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Relationships provide directed, semantically relevant connections (edges) between 
two nodes. A relationship always has a direction, a start node, and an end node. Like 
nodes, relationships can have any properties. Often, relationships have quantitative 
properties, such as weight, cost, distance, ratings or time interval. Properties make the 
nodes and edges more descriptive and practical in use. Both nodes and edges are de-
fined by a unique identifier.  

As relationships are stored efficiently, two nodes can share any number or relation-
ships of different types without sacrificing performance. Note that although they are 
directed, relationships can always be navigated regardless of direction. In fact, the 
property graph model concerns data structure called in graph theory labelled and 
directed attributed multigraphs.  

Sometimes we can meet hypergraphs in graph database software. A hypergraph is 
a generalization of the concept of a graph, in which the edges are substituted by 
hyperedges. If a regular edge connects two nodes of a graph, then a hyperedge con-
nects an arbitrary set of nodes. 

Considering graphs as a special structured data, an immediate idea which arises is, 
how to store and process graph data in a database way. For example, we can represent 
a graph by tables in a relational DBMS (RDBMS) and use sophisticated constructs of 
SQL or Datalog to express some graph queries. Some graphs can be represented as 
JSON or XML structures and processed by their native database tools. A more gen-
eral native solution is offered by graph databases. 

One of the more interesting upcoming growth areas is the use of graph databases 
and graph-based analytics on large, unstructured datasets. A special attention is de-
voted to so-called Big Graphs, e.g. Facebook with 1 Billion nodes and 140 Billion 
edges, requiring special storage and processing algorithms [12]. 

Graph databases are focused on: 

• processing highly connected data, 
• be flexible in usage data models behind graphs used, 
• exceptional performances for local reads, by traversing the graph. 

Graph databases are often included among NoSQL databases1.  
We should also mention lower tools for dealing with graphs. They include frame-

works, such as Google’s Pregel [8] - a system for large-scale graph processing on 
distributed cluster of commodity machines, and its more advanced variant Giraph2 
suitable for analytical purposes. They do not use a graph database for storage. These 
systems are particularly suitable for OLAP and offline graph analytics, i.e. they are 
optimized for scanning and processing Big Graphs in batch mode. Also the notion of 
a Big Analytics occurs in this context.  

In traditional database terminology, we should distinguish a Graph Database 
Management Systems (GDBMS) and a graph database. Unfortunately, the latter sub-
stitutes often the former in practice. We will also follow this imprecise terminology. 

                                                           
1 http://nosql-database.org/ 
2 http://giraph.apache.org/ 
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There are a lot of papers about graph models, graph databases, e.g. [7], [12], [16], 
and theory and practise of graph queries, e.g. [4]. Now the most popular book is rather 
practically oriented work [15]. A performance comparison of some graph databases is 
presented, e.g., in [6], [9].  

In this paper, a lot of examples from the graph database technology will be docu-
mented on the most popular graph database Neo4j3, particularly in its version 2.2. In 
Section 2 we describe some basic technological features of graph databases. Section 3 
presents an overview of graph databases categories as well as some their representa-
tives, i.e., some commercial products. Section 4 presents some facts concerning the 
paper title and offers some research challenges. Finally, Section 5 concludes the paper.  

2 Graph Database Technology 

According to other DBMS, we can distinguish a number of basic components of 
graph database technology. They include graph storage, graph querying, scalability, 
and transaction processing. We will discuss them in the following subsections. 

2.1 Graph Storage 

An important feature of graph databases is that provide native processing capabilities, 
at least a property called index-free adjacency, meaning that every node is directly 
linked to its neighbour node. A database engine that utilizes index-free adjacency is 
one in which each node maintains direct references to its adjacent nodes; each node, 
therefore acts as an index of other nearby nodes, which is much cheaper than using 
global indexes. This is appropriate for local graph queries where we need one index 
lookup for starting node, and then we will traverse relationships by dereferencing 
physical pointers directly. In RDBMS we would probably need joining more tables 
trough foreign keys and, possibly, additional index lookups.  

Obviously, more advanced indexes are used. For example, it is desirable to retrieve 
graphs quickly from a large database via graph-based indices, e.g. path-based meth-
ods. The approach used in [17] introduces so called gIndex using frequent substruc-
tures as the basic indexing features.  Unfortunately, most of these techniques are 
usable only for small graphs. 

Some graph stores offer a graph interface over non-native graph storage, such as a 
column store in the Virtuoso Universal Server4 in application for RDF data. Often 
other DBMS is used as back-end storage. For example, the graph database FlockDB5 
stores graph data, but it is not optimized for graph-traversal operations. Instead, it is 
optimized for very large adjacency lists. FlockDB uses MySQL as the basic database 
storage system just for storing adjacency lists. 

                                                           
3 http://www.neo4j.org/ (retrieved on 9.3.2015) 
4 http://virtuoso.openlinksw.com/ (retrieved on 9.3.2015) 
5 https://github.com/twitter/flockdb (retrieved on 9.3.2015) 
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2.2 Graph Querying 

Query capabilities are fundamental for each DBMS. Those used in graph databases, 
of course, come from the associated graph model [2]. The simplest type of a query 
preferably uses the index-free adjacency. A node vk є V is said to be at a k-hop dis-
tance from another node v0 є V, if there exists a shortest path from v0 to vk comprising 
of k edges. In practice, the basic queries are the most frequent. They include look for a 
node, look for the neighbours (1-hop), scan edges in several hops (layers), retrieve an 
attribute values, etc. Looking for a node based on its properties or through its identifi-
er is called point querying.  

Retrieving an edge by id, may not be a constant time operation. For example,  
Titan6 will retrieve an adjacent node of the edge to be retrieved and then execute a 
node query to identify the edge. The former is constant time but the latter is potential-
ly linear in the number of edges incident on the node with the same edge label. 

As more complex queries we meet very often subgraph and supergraph queries. 
They belong to rather traditional queries based on exact matching. Other typical que-
ries include breadth-first/depth-first search, path and shortest path finding, finding 
cliques or dense subgraphs, finding strong connected components, etc. Algorithms 
used for such complex queries need often iterative computation. This is not easy, e.g., 
with the MapReduce (MR) framework used usually in NoSQL databases for BigData 
processing. But the authors of [14] show for finding connected components that some 
efficient MR algorithms exist.  In Big Graphs often approximate matching is needed. 
Allowing structural relaxation, then we talk about structural similarity queries.   

Inspired by the SQL language, graph databases are often equipped by a declarative 
query language. Today, the most known graph declarative query language is Cypher 
working with Neo4j database. Cypher commands are loosely based on SQL syntax 
and are targeted at ad hoc queries of the graph data. A rather procedural graph lan-
guage is the traversal language Gremlin7. 

The most distinctive output for a graph query is another graph, which is ordinarily 
a transformation, a selection or a projection of the original graph stored in the data-
base. This implies that graph visualization is strongly tied to the graph querying [13].  

2.3 Scalability 

Sharding (or graph partitioning) is crucial to making graphs scale. Scaling graph data 
by distributing it across multiple machines is much more difficult than scaling the 
simpler data in other NoSQL databases, but it is possible. The reason is the very na-
ture way the graph data is connected. When distributing a graph, we want to avoid 
having relationships that span machines as much as possible; this is called the mini-
mum point-cut problem. But what looks like a good distribution one moment may no 
longer be optimal a few seconds later. Typically, graph partition problems fall under 
the category of NP-hard problems. Scaling is usually connected with three things:  

                                                           
6 http://thinkaurelius.github.io/titan/ (retrieved on 9.3.2015) 
7 http://gremlindocs.com/ 
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• scaling for large datasets,  
• scaling for read performance,  
• and scaling for write performance.  

In practice, the former is most often discussed.  Today, it is not problem in graph 
databases area. For example, Neo4j currently has an arbitrary upper limit on the size 
of the graph on the order of 1010. This is enough to support most of real-world graphs, 
including a Neo4j deployment that has now more than half of Facebook's social graph 
in one Neo4j cluster. 

Scaling for reads usually presents no problem. For example, Neo4j has historically 
focused on read performance. In master-slave regime read operations can be done 
locally on each slave. To improve scalability in highly concurrent workloads, Neo4j 
uses two levels of caching. 

Scaling for writes can be accomplished by scaling vertically, but at some point, for 
very heavy write loads, it requires the ability to distribute the data across multiple 
machines. This is the real challenge. For example, Titan is a highly scalable OLTP 
graph database system optimized for thousands of users concurrently accessing and 
updating one Big Graph.  

2.4 Transaction Processing 

As in any other DBMS, there are three generic use cases for graphs:  

• CRUD (create, read, update, delete) applications,  
• query processing - reporting, data warehousing, and real-time analytics,  
• batch mode analytics or data discovery.  

Graph databases are often optimized and focused on one or more of these uses. 
Particularly, the first two uses are focused on transactions processing, i.e. OLTP data-
bases. When dealing with many concurrent transactions, the nature of the graph data 
structure helps spread the transactional overhead across the graph. As the graph grows 
transactional conflicts typically falls away, i.e. extending the graph tends to the more 
throughputs. But not all graph databases are fully ACID. However, the variant based 
on the BASE properties often considered in the context of NoSQL databases is not 
too appropriate for graphs.  

In general, distributed graph processing requires the application of appropriate par-
titioning and replication strategies such as to maximise the locality of the processing, 
i.e., minimise the need to ship data between different network nodes. 

For example, Neo4j uses master-slave replication, i.e. one machine is designated as 
the master and the others as slaves. In Neo4j, all writes directed towards any machine 
are passed through the master, which in turn ships updates to the slaves when polled. 
If the master fails, the cluster automatically elects a new master.  

Neo4j requires a quorum in order to serve write load. It means that a strict majority 
of the servers in the cluster need to be online in order for the cluster to accept write 
operations. Otherwise, the cluster will degrade into read-only operation until a quor-
um can be established. Emphasize, that today’s graph databases do not have the same 
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level of write throughput as other types of NoSQL databases. This is a consequence of 
master-slave clustering and proper ACID transactions. 

Some more complex architectures occur in the world of graph databases. Typical-
ly, a simple database is used to absorb load, and then feed the data into a graph data-
base for refinement and analysis. The architecture Neo4j 2.2 contains even a bulk 
loader which operates at throughput of million records per second. 

3 Categories of Graph Databases 

There are a lot of graph databases. The well-maintained and structured Web site8  
included 20 products belonging among GDBMSs in 2011. The development of graph 
databases until 2011 is described in [1]. Wikipedia9 describes 45 such tools. One half 
of them are ACID compliant.  

We distinguish general purpose GDBMs, like Neo4j, InfiniteGraph10, Sparksee11, 
Titan, GraphBase12, and Trinity13, and special ones, e.g. the Web graph database 
InfoGrid14 and FlockDB, or multimodel databases such as document-oriented data-
bases enabling traversing between documents. For example, OrientDB15 brings to-
gether the power of graphs and the flexibility of documents into one scalable database 
even with an SQL layer. HyperGraphDB16 stores not only graphs but also hypergraph 
structures. All the graph information is stored in the form of key-value pairs.  

An interesting question is which graph databases are most popular today. In June 
2015, the web page DB-Engines Ranking of GDBMS17 considering 17 graph prod-
ucts presented Neo4j, OrientDB, and Titan on the first three places. GDBMS 
Sparksee is on the 6th place. 

In Section 3.1 we present two typical representatives of the general purpose cate-
gory. From those special ones, more attention will be devoted to RDF triplestores in 
Section 3.2. The framework Pregel is explained in Section 3.3. 

3.1 General Graph Purpose Databases - Examples 

We describe shortly two successful graph GDBMSs - Neo4j and Sparksee - in some 
detail. In both GDBMSs a graph is a labelled directed attributed multigraph, where 
edges can be either directed or undirected.  

                                                           
8 http://nosql-database.org/ (retrieved on 9.3.2015) 
9 http://en.wikipedia.org/wiki/Graph_database#cite_1 (retrieved on 12.6.2015) 
10 http://www.objectivity.com/infinitegraph#.U8O_yXnm9I0 (retrieved on 9.3.2015) 
11 http://sparsity-technologies.com/#sparksee (retrieved on 9.3.2015) 
12 http://graphbase.net/ (retrieved on 9.3.2015) 
13 http://research.microsoft.com/en-us/projects/trinity/ (retrieved on 9.3.2015) 
14 http://infogrid.org/trac/ (retrieved on 9.3.2015) 
15 http://www.orientechnologies.com/ (retrieved on 9.3.2015) 
16 http://www.hypergraphdb.org/index 
17 http://db-engines.com/en/ranking/graph+dbms (retrieved on 12.6.2015) 
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Example 1: Neo4j 
Neo4j (now in version 2.2) is the world’s leading GDBMS. It is an open-source, high-
ly scalable, robust (fully ACID compliant) native graph database.  

Neo4j stores data as nodes and relationships. Both nodes and relationships can hold 
properties in a key-value form. Values can be either a primitive or an array of one 
primitive type. Nodes are often used to represent entities, but depending on the do-
main the relationships may be used for that purpose as well. The nodes and edges 
have internal unique identifiers that can be used for the data search. Nodes cannot 
reference themselves directly [5]. The semantics can be expressed by adding directed 
relationships between nodes  

Graph processing in Neo4j entails mostly random data access which can be unsuit-
able for Big Graphs. Graphs that cannot fit into main memory may require more disk 
accesses, which significantly influences graph processing. Big Graphs similarly to 
other Big Data collections must be partitioned over multiple machines to achieve 
scalable processing (see Section 2.3). 

Example 2: Sparksee 
In addition to the basic graph model, Sparksee also introduces the notion of a virtual 
edge that connects nodes having the same value for a given attribute. These edges are 
not materialized. A Sparksee graph is stored in a single file; values and identifiers are 
mapped by mapping functions into B+-trees. Bitmaps are used to store nodes and 
edges of a certain type. 

The architecture of Sparksee includes the core, that manages and queries the graph 
structures, then an API layer to provide an application programming interface, and the 
higher layer applications, to extend the core capabilities and to visualize and browse 
the results. To speed up the different graph queries and other graph operations, 
Sparksee offers these index types:  

• attributes, 
• unique attributes,  
• edges to index their neighbours, and  
• indices on neighbours.  

Sparksee implements a number of graph algorithms, e.g. shortest path, depth-first 
searching, finding strong connected components. 

3.2 Triplestores 

Some graph-oriented products are intended for special graph applications, mostly 
RDF data expressed in the form of subject (S) - predicate (P) – object (O). RDF 
graphs can be viewed as a special kind of a property graph. At the logical level, an 
RDF graph is then represented as one table. For example, AllegroGraph18   works 
with RDF graphs. BrightStarDB19, Bigdata20 and SparkleDB21  (formerly known as 

                                                           
18 http://franz.com/agraph/ (retrieved on 9.3.2015) 
19 http://brightstardb.com/ (retrieved on 9.3.2015) 
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Meronymy) serve for similar purposes. These triple stores employ intelligent data 
management solutions which combine full text search with graph analytics and logical 
reasoning to produce deeper results. Sometimes, quad stores are used holding a fourth 
attribute - the graph name (N) corresponding normally with the namespace of the 
ontology. AllegroGraph deals even with quints (S, P, O, N, ID), the ID can be used to 
attach metadata to a triple.   

Now, GraphDB™22 is the world’s leading RDF triple store that can perform se-
mantic inferring at scale allowing users to create new semantic facts from existing 
facts. GraphDB™ is built on OWL (Ontology Web Language). It uses ontologies that 
allow the repository to automatically reason about the data. AlegroGraph also sup-
ports reasoning and ontology modelling.   

However, existing triple store technologies are not yet suitable for storing truly 
large data sets efficiently. According to the W3C Wiki, AllegroGraph leads the larg-
est deployment with loading and querying 1 Trillion triples. The load operation alone 
took about 338 hours.  

We remind also that triple stores create only a subcategory of graph databases. Ra-
ther a hybrid solution is represented by Virtuoso Universal Server23. Its functionality 
covers not only processing RDF data, but also relations, XML, text, and others.  

A list of requirements often required by customers considering a triple store is in-
troduced in [10]: 

• inferring, 
• integration with text mining pipelines, 
• scalability, 
• extensibility, 
• enterprise resilience, 
• data integration and identity resolution, 
• semantics in the cloud, 
• semantic expertise. 

3.3 Pregel and Giraph 

Pregel and Giraph are systems for large-scale graph processing. They provide a fault-
tolerant framework for the execution of graph algorithms in parallel over many ma-
chines. Giraph utilizes Apache MR framework implementation to process graphs. 

A significant approach to the design, analysis and implementation of parallel algo-
rithms, hardware and software in Pregel is now the Bulk Synchronous Processing 
(BSP) model. BSP offers architecture independence and very high performance of 
parallel algorithms on top of multiple computers connected by a communication net-
work. 

                                                                                                                                           
20 http://www.systap.com/ (retrieved on 9.3.2015) 
21 https://www.sparkledb.net/ (retrieved on 9.3.2015) 
22 http://www.ontotext.com/products/ontotext-graphdb/ (retrieved on 9.3.2015) 
23 http://virtuoso.openlinksw.com/ (retrieved on 9.3.2015) 
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BSP is a powerful generalization of MR. A subclass of BSP algorithms can be effi-
ciently implemented in MR [11]. BSP is superfast on standard commodity hardware, 
orders of magnitude faster than the MR alone. It is an easy parallel programming 
model to learn, it has a cost model that makes it simple to design, analyse, and opti-
mize massively parallel algorithms. It can be considered as a strong candidate to be 
the programming model for parallel computing and Big Data in the next years. For 
example, Google is already moving in its internal infrastructure from MR to 
BSP/Pregel. 

4 Limitations of Graphs Databases 

Despite of the long-term research and practice in this area, there are many important 
and hard problems that remain open in graph data management. They have influence 
on functionality restrictions of graph databases (Section 4.1). Others are specifically 
related to Big Analytics (Section 4.2).  Challenges concerning some specific prob-
lems of graph database technology are summarized in Section 4.3. 

4.1 Functionality Restrictions 

Declarative querying: Most commercial graph databases cannot be queried using a 
declarative language. Only few vendors offer a declarative query interface. This im-
plies also a lack of query optimization abilities. 

Data partitioning: Most graph databases do not include the functionality to partition 
and distribute data in a computer network. This is essential for supporting horizontal 
scalability, too. It is difficult to partition a graph in a way that would not result in 
most queries having to access multiple partitions. 

Vectored operations: They support a procedure which sequentially writes data from 
multiple buffers to a single data stream or reads data from a data stream to multiple 
buffers. Horizontally scaled NoSQL databases support this type of data access. It 
seems that it is not the case in graph databases today. 

Model restrictions: Possibilities of data schema and constraints definitions are re-
stricted in graph databases.  Therefore, data inconsistencies can quickly reduce their 
usefulness. Often the graph model itself is restricted. Let us recall, e.g., Neo4j nodes 
cannot reference themselves directly. There might be real world cases where self-
reference is required. 

Querying restrictions: For example, FlockDB overcomes the difficulty of horizontal 
scaling the graph by limiting the complexity of graph traversal.  In particular, 
FlockDB does not allow multi-hop graph walks, so it cannot do a full "transitive  
closure".  However, FlockDB enables very fast and scalable processing of 1-hop 
queries. 
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4.2 Big Analytics Requirements 

Graph extraction: A question is how to efficiently extract a graph, or a collection of 
graphs, from non-graph data stores. Most graph analytics systems assume that the 
graph is provided explicitly. However, in many cases, the graph may have to be con-
structed by joining and combining information from different resources which are not 
necessarily graphical. Even if the data is stored in a graph database, often we only 
need to load a set of subgraphs of that database graph for further analysis.  

High cost of some queries: Most real-world graphs are highly dynamic and often gen-
erate large volumes of data at a very rapid rate. One challenge here is how to store the 
historical trace compactly while still enabling efficient execution of point queries and 
global or neighbourhood-centric analysis tasks. Key differences from temporal 
DBMSs developed in the past are the scale of data, focus on distributed and in-
memory environments, and the need to support global analytics. The last task usually 
requires loading entire historical snapshots into memory.  

Real time processing: As noted, graph data discovery takes place essentially in batch 
environments, e.g., in Giraph. Some products aimed at data discovery and complex 
analytics that will operate in real-time. An example is uRIKA24 – a Big Data Appli-
ance for Graph Analytics. It uses in-memory technology and multithreaded processor 
to support non-batch operations on RDF triples. 

Graph algorithms: More complex graph algorithms are needed in practice. The ideal 
graph database should understand analytic queries that go beyond k-hop queries for 
small k. Authors of [9] did a performance comparison of 12 open source graph data-
bases using four fundamental graph algorithms (e.g. simple source shortest path prob-
lem and Page Rank) on networks containing up to 256 million edges. Surprisingly, the 
most popular graph databases have reached the worst results in these tests. Current 
graph databases (like relational databases) tend to prioritize low latency query execu-
tion over high-throughput data analytics.  

Parallelisation: In the context of Big Graphs there is a need for parallelisation of 
graph data processing algorithms when the data is too big to handle on one server. 
There is a need to understand the performance impact on graph data processing algo-
rithms when the data does not all fit into the memory available and to design algo-
rithms explicitly for these scenarios. 

Heterogeneous and uncertain graph data: There is a need to find automated methods 
of handling the heterogeneity, incompleteness and inconsistency between different 
Big Graph data sets that need to be semantically integrated in order to be effectively 
queried or analysed. 

                                                           
24 http://www.cray.com/products/analytics/urika-gd 
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4.3 Other Challenges 

Other challenges in the development of graph databases include:  

Design of graph databases: Similarly to traditional databases, some attempts to de-
velop design models and tools occur in last time. In [3], the authors propose a model-
driven, system-independent methodology for the design of graph databases starting 
from ER-model conceptual schema. 

Need for a benchmark: Querying graph data can significantly depend on graph prop-
erties. The benchmarks built, e.g., for RDF data are mostly focused on scaling and not 
on querying. Also benchmarks covering a variety of graph analysis tasks would help 
towards evaluating and comparing the expressive power and the performance of dif-
ferent graph databases and frameworks.  

Developing heuristics for some hard graph problems: For example, partitioning of 
large-scale dynamic graph data for efficient distributed processing belongs among 
these problems, given that the classical graph partitioning problem is NP-hard.  

Graph pattern matching: New semantics and algorithms for graph pattern matching 
over distributed graphs are in development, given that the classical subgraph isomor-
phism problem is NP-complete.  

Compressing graphs: Compressing graphs for matching without decompression is 
possible. Combining parallelism with compressing or partitioning is also very inter-
esting. 

Integration of graph data: In the context of Big Data, query formulation and evalua-
tion techniques to assist users querying heterogeneous graph data are needed.  

Visualization: Improvement of human-data interaction is fundamental, particularly a 
visualization of large-scale graph data, and of query and analysis results. 

Graph streams processing: Developing algorithms for processing Big Graph data 
streams with goal to compute properties of a graph without storing the entire graph.  

5 Conclusions 

Graph databases are becoming mainstream. As data becomes connected in a more 
complicated way and as the technology of graph databases matures, their use will 
increase. New application areas occur, e.g. the Internet of Things, or rather Internet of 
Connected Things. Comparing to traditional RDBMS, there is a difficulty for poten-
tial users to identify the particular types of use case for which each product is most 
suitable. Performance varies greatly across different GDBMSs depending upon the 
size of the graph and how well-optimized a given tool is for a particular task. It seems 
that especially for Big Graphs and Big Analytics a lot of previous results and designs 
will have to be re-considered and re-thought in next research and development.  
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Abstract. Ant colony optimization algorithm (ACO) is a soft computing 
metaheuristic that belongs to swarm intelligence methods. ACO has proven a 
well performance in solving certain NP-hard problems in polynomial time. This 
paper proposes the analysis, design and implementation of ACO as a parallel 
metaheuristics using the OpenMP framework. To improve the efficiency of 
ACO parallelization, different related aspects are examined, including schedul-
ing of threads, race hazards and efficient tuning of the effective number of 
threads. A case study of solving the traveling salesman problem (TSP) using 
different configurations is presented to evaluate the performance of the pro-
posed approach. Experimental results show a significant speedup in execution 
time for more than 3 times over the sequential implementation. 

Keywords: Parallel metaheuristic · Ant colony optimization · Shared memory 
model · Openmp · Parallel threads 

1 Introduction  

Some of the real-life optimization problems cannot be tackled by exact methods 
which would be implemented laboriously and in a time-consuming manner. For such 
optimization problems, metaheuristics are used with less computational effort to find 
good solution from a set of large feasible solutions. Although other algorithms may 
give the exact solution to some problems, metaheuristics provide a kind of near-
optimal solution for a wide range of NP-hard problems [ 1].  

Since introduced in 1992 by Marco Dorigo [ 2], ACO algorithms have been applied 
to many combinatorial optimization problems, ranging from Scheduling Problems [ 3] to 
routing vehicles [ 4] and a lot of derived methods have been adapted to dynamic prob-
lems in real variables, multi-targets and parallel implementations.  

ACO was proposed as a solution when suffering from limited computation capaci-
ty and incomplete information [ 3]. ACO metaheuristic proved a significant perfor-
mance improvement compared with other metaheuristic techniques in solving many 
NP-hard problems such as solving the traveling salesman problem [ 5].  
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The multicore computation power encouraged the modification of the standard 
metaheuristic approaches to be applied in a parallel form.  

In this paper, OpenMP is used on CPU with multi-cores to measure the perfor-
mance speedup. To make the data accessible and shared for all parallel threads in 
global address space, a shared memory model is implemented in C++. OpenMP is 
implemented with its parallel regions, directives to control “for” loops. Scheduling 
clause for fine tuning. For eliminating race condition, omp critical sections have been 
also implemented.  

The importance of TSP problem as a test case comes from its history of applica-
tions with many metaheuristics. TSP is also easy for mapping with real life problems. 

The speedup gain in parallelization of a typical sequential TSP with ACO depends 
mainly on the proper analysis of where parallel regions should be placed in the algo-
rithm. Theoretically, Amdahl’s law [ 8] limits the expected speedup achieved to an 
algorithm by a relation between parts that could be parallel to the parts remain serial. 
One of the targets of the experiment is to assign the optimal number of parallel 
threads and tuning them dynamically with the available number of CPU cores to get 
effective speedup. 

This paper is organized as the following: in Section 2, the related work to ACO and 
the research efforts towards its parallelization are presented. Section 3 presents the 
sequential ACO algorithm mapped to TSP. In section 4, the proposed ACO parallel-
ization using OpenMP is presented where its sub-sections show the analysis of differ-
ent elements of OpenMP and its effects on performance. In section 5, results and  
performance evaluation are investigated using the TSP problem as an implementation 
of parallel ACO algorithm. Finally, section 6 concludes the research and suggests the 
future work. 

2 Related Work 

Many strategies have been followed to implement ACO algorithm on different paral-
lel platforms. In [ 9], Compute Unified Device Architecture (CUDA) is used to get the 
parallel throughput when executing more concurrent threads over GPUs. Results 
showed faster execution time with CUDA than OpenMP, but the main disadvantage 
of CUDA computing power is its dependence on GPU memory capacity related to 
problem size.  

Marco Dorigo and Krzysztof Socha [ 10] addressed that the central component of 
ACO is the pheromone model. Based on the underlying model of the problem, paral-
lelization of this component is the master point to the parallel ACO. 

Bullnheimer et al. [ 11], introduced the parallel execution of the ants construction 
phase in a single colony. This research target was decreasing computations time by 
distributing ants to computing elements. They suggested two strategies for imple-
menting ACO for parallelization: the synchronous parallel algorithm and the partially 
asynchronous parallel algorithm. Through their experiment, they used TSP and evalu-
ated the speedup and efficiency. In the synchronous parallel algorithm, the speedup is 
poor for the small problem size and resulting to “slowdown” the efficiency close to 
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zero. While in large problem size, the speedup is improved by increasing the number 
of workers (slaves). Communication and idle time have a great effect on limiting the 
overall performance. The authors conclude that the second approach, partially asyn-
chronous parallel algorithm, implemented the concept of parallelism with better 
speedup and efficiency. The disadvantage of this model was the communication over-
head for the master ant waiting for the workers to finish their task.  

Stützle [ 12], introduced the execution of multiple ant colonies, where the ant colo-
nies are distributed to processors in order to increase the speed of computations and to 
improve solution quality by introducing cooperation between colonies. This method 
would be implemented through distributed memory model which would require a 
huge communication that caused high overhead affecting the overall performance. 

Xiong Jie et al. [ 13] used message passing interface MPI with C language  to pre-
sent a new parallel ACO interacting multi ant colonies. The main drawback of this 
approach is the coarse-granularity where the master node have to wait for all slave 
nodes to finish their work and then updates with the new low cost solution. 

This paper proposes a solution with OpenMP to get the performance gain of paral-
lel regions. These parallel regions provide parallelizing to the ACO algorithm by con-
trolling the time-consuming loops, avoiding race hazards and maintain load balance.  

3 The ACO Algorithm 

In ACO as a metaheuristic, cooperation is a key design component of ACO algo-
rithms [ 14]. The artificial cooperating ants build a solution for a combinatorial  
optimization problem by traversing a fully connected graph. Solution is built in a 
constructive method. The solution component is denoted by cij, c is representing a  
set of all possible solution components. When combining c components with graph 
vertices V or with set of edges E the result would be the graph GC(V,E).  

3.1 ACO Solution Steps 

ACO algorithm consists of three main procedures which are: 
• ConstructAntsSolutions(edge selection) phase: the ants traversed through adja-

cent neighbor nodes of the graph is made by a stochastic local decision according 
to two main factors, pheromone trails and heuristic information. The solution con-
struction phase starts with a partial solution sp=ϕ. From the adjacent neighbors a 
feasible solution component N(sp) ⊆ C is added to the partial solution. The partial 
built solution made by an ant is evaluated for the purpose of using it later in the 
UpdatePheromones procedure. Dorigo [ 14] formed an equation for the probability 
of selecting solution component: 
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Where τij is the deposited pheromone value in the transition from state i to state j, 
and ηij is the heuristic value between i, j. Both τij , ηij  associated with the compo-
nent cij. Where α and β are two parameters which controls the parameters of τij and 
ηij respectively, where α ≥ 0, β ≥ 1 

• LocalSearch phase: This step is started after solution construction phase and be-
fore pheromone update. The result of this step are locally optimized solutions. This 
is required - as a centralized action - to improve the solution construction phase. 

• UpdatePheromones phase: is the most important phase where a procedure of 
pheromone level is increased or decreased. After all ants completed the solution, 
the following rule controls the pheromone update: 

   (2) 

Where ρ is pheromone evaporation coefficient and is the amount of phero-

mone released by k-th ants on the trip finished between i, j 

   (3) 

Where Q is a constant, Lk is tour length traversed by the ant k. 
Continues increase in pheromone levels in each iteration would produce an attractive 
path to the following iterations. This leads to the trap of local optima ants discarding 
the exploration of other connections. To explore new areas, pheromone evaporation 
rate is activated to participate in lowering pheromone levels in each tour. 

3.2 The ACO Algorithm for TSP 

As the exemplary task, Traveling Salesman Problem TSP is considered to verify the 
efficiency of the proposed parallel approach as well as some related aspects like the 
scheduling of threads, the race hazards and tuning of the effective number of threads. 
In the algorithm of TSP, the weighted graph G = (N, A) where N is the number of 
nodes representing cities. The connection between cities (i,j)  A and dij is the dis-
tance between (i,j). The τij representing the desirability of visiting city j directly after 
visiting city i according to pheromone trails, ηij depicts the heuristic information 
where ηij =1/ dij and there will be a matrix of τij which includes pheromone trails.  

The value of pheromone at initial state for TSP is: 

   (4) 

Where m is the number of ants, Cmin is the minimum distance between any i, j. 
When ants planning to construct its path ant k determines the probability P of visiting 
the next city according to formula in (1). 
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The j is the city not visited yet by ant k, both α and β are two parameters which con-
trol the relative importance of pheromone (τij) against heuristic information  
(ηij =1/dij), tabuk is the list of already visited cities by k-th ants. The update phero-
mone process starts after all ants have finished their tours construction. At first, pher-
omone values are lowered by a constant factor for all connections between cities. 
Then, pheromone levels are increased only for the visited connections by ants, pher-
omone evaporation determined by: 

   (5) 

Consider ρ as pheromone evaporation rate, where 0< ρ ≤1. After number of itera-
tions, the ants release pheromone in all visited connections during their tour formula 
in (2) Where  denotes the amount of pheromone deposited by ant k on the trip 

finished between nodes i and j defined as in formula (3). 

4 Proposed ACO Parallelization by Using OpenMP 

ACO is a potential candidate for parallelization for different reasons, including: 
The individual independent behavior of ants.  

• The large number of iterations required in updating pheromone trails.  
• The computations needed for the single ant to construct a solution in the graph.  

Parallel ACO could be implemented with two different strategies [ 6]: 
• Coarse-grained: single CPU is being used by many ants or even the whole colony 

with rarely information exchange between CPUs 
• Fine-grained: few numbers of ants are to be assigned with each core of CPU with 

more communication and information exchange between them. 
The main difference between previous two approaches is the amount of information 
exchange between the CPUs. Fine-grain model needs more communication which 
causes an overhead consuming most of the execution time. Coarse-grain paralleliza-
tion model is most suitable for multiple colonies of ACO implementation [ 7]. Fine-
grain parallelization strategy has been adopted in this paper to study the behavior of 
multithreading with relation to the multicores available in CPU with a single colony.  

An improvement in ACO algorithm could be achieved mainly by using multi-
thread programming with multi-core processors. This section introduces an imple-
mentation for parallel ACO using OpenMP platform. A shared memory model has 
been chosen to get the benefit of creating a common space sharing pheromone matrix 
without the overhead of communication, especially when applying both 
“ConstructAntSolutions” and “UpdatePheromones” processes. OpenMP is imple-
mented to  
reduce the execution time and not altering the ACO algorithm with major change.  

The main effort here is to analyze and select the places which consume most exe-
cution time in the sequential ACO and to overcome the problem of communication 
overhead by using the OpenMP directives. Larger and in-place OpenMP parallel  
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regions are used, because fragmented parallel regions would increase the overhead of 
creating and terminating threads. 

4.1 Tuning Optimal Number of Threads  

One of the major questions here when implementing parallel regions is: what is the 
optimal number of threads to execute through for loops? To answer this question, a 
hypothesis have been adopted. The optimal number of threads would depend on both 
parallel implementation of ACO and the number of multi-cores available in the CPU. 
This is according to two factors. 

• Amdahl’s law  [8], which means that adding more threads would be neglected with 
no significant speedup because of sequential part.  

• The number of threads can be chosen to be more than the number of cores. This is 
the case when a thread is in waiting/blocking condition. Hyperthreading availabil-
ity in modern CPUs provides management for many threads per core. 

4.2 Tuning Parallel Regions 

The pseudocode of ACO is shown in Fig. 1, which simplifies the three main compo-
nents of the algorithm. The “ConstructAntSolutions” is the function of asynchronous 
concurrent ants while visiting neighbor nodes of the graph. Ants progressively build 
their path towards the optimal solution with the help of “UpdatePheromones” func-
tion. In the function of “UpdatePheromones” the pheromone trails are updated with 
increased levels of pheromones by releasing more pheromone on connections be-
tween nodes, or the pheromone decreased by the effect of evaporation. Increasing 
pheromone levels means increasing the probability of successive future ants in their 
way to find the shortest path allowing only specific ants to release pheromone. 

procedure ACOMetaheuristic 
Begin 
Set parameters, initialize pheromone trails 
while (termination condition not met) do 
ConstructAntSolutions 
ApplyLocalSearch  % optional 
UpdatePheromones 

end while 
end 

Fig. 1. The pseudocode of ACO 

The main experimental objective here is to apply a pragma omp parallel region to 
the main parts of ACO, first on ConstructAntSolutions only and then measure the 
performance. After that, the parallel region will be applied to updatePheromone pro-
cedure, where a parallel “for” applied with “n” number of threads. At the end of each 
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parallel region there will be an implicit automatic barrier, its mission is to synchronize 
with the main thread before starting new parallel region.  

4.3 Tuning OpenMP Scheduling Clause 

Three types of OpenMP schedule clause could be experimented to control the granu-
larity of thread execution: static (which is the default), dynamic, and guided schedule. 
The default scheduling used in parallel for is static, which distributes the work and 
iterations between threads. This is not the case of different jobs assigned to different 
ants. The proposed solution adds the schedule dynamic clause to the “parallel for” 
loops to give a full control for the distribution of iterations to the available threads. 
The iteration granularity is determined by the chunk size. The main benefit of dynam-
ic scheduling is its flexibility in assigning more chunks to threads that can finish their 
chunks earlier. The rule is, the fastest thread shouldn’t wait for the slowest. 

4.4 Eliminating Race Condition Hazards 

The race condition would occur when many threads update the same memory location 
at the same time. ACO algorithm may suffer from this problem, especially when two 
or more ants are trying to update the pheromone matrix at the same time. To avoid 
data race condition in the process of increasing/decreasing pheromone levels, critical 
sections are applied. 

However, in our proposed parallelization, each thread will be responsible for up-
dating pheromone level of each edge. Thus, the value of pheromone level update is 
the sole responsibility of a single thread. Accordingly, race hazards can be eliminated. 

5 Results and Performance Analysis  

In this paper, Travel Salesman Problem (TSP) NP-hard problem has been chosen as a 
well-known application of the generic ACO algorithm. In this paper, TSP parameters 
were initially set, and OpenMP was applied as a parallelization API. After that, results 
were gathered from the experiment. Finally, the performance of ACO algorithm with 
OpenMP was finally analyzed. 

5.1 ACO Parallelization Environment  

In the conducted experiment of this paper, OpenMP 4.0 and Visual Studio Ultimate 
2013, ACO algorithm was implemented in C++. Computer configuration is Intel® 
Core™ i5-460M 2.53GHz, CPU– L3 cache 3MB, 4GB RAM.  

The parallel regions of OpenMP with number of threads n=2, 4, 8, 16, 32, 64 are 
applied, utilizing 1000 ants. Different sizes for TSP problem with 40, 80, 130 cities 
are used to test the scalability of the parallelization. The test and the analysis would 
measure the speedup to gauge the parallelization impact on execution time and effi-
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ciency. The performance is measured by using speedup which shows the performance 
to determine the optimal solution in a specific computing time:  

   (6) 

In equation (6), ts is the time required to solve the problem with the sequential version 
of code on a specific computer, tp is the time to solve the same problem with the par-
allel version of code using p threads on the same computer. And the efficiency of the 
parallel implementation is calculated through the equation:  

  (7) 

The strategy of implementation described before has been put under experiment by 
starting from an existing sequential implementation. Then, the appropriate OpenMP 
directives were added, the necessary changes were made as discussed before.  

To achieve accurate results representing real execution time, code running was re-
peated ten times for every change in thread numbers. In this experiment, Sequential 
code was applied first to measure the difference between parallel and sequential ver-
sions of code. Tables 1, 2, 3 show the results of average execution time, speedup and 
efficiency when default schedule static was initially applied, then the application of 
dynamic schedule with n number of threads was compared showing the difference. By 
using k=1000 as number of ants, the experiment was sequentially executed with prob-
lem size of 40 cities of the ACO and the execution time was marked. Parallelization 
started with 2, 4, 8, 16, 32, and 64 threads respectively. Then, the same experiment 
was repeated with different problem sizes 80 and 130 cities. The speedup and effi-
ciency are measured by equations (6) and (7). 

Table 1. Ant colony size, 40 cities 1000 ants 

Number of 
threads 

Default Schedule 
Exec. time(sec) 

Dynamic Schedule Execu-
tion time(sec) 

Speedup (sequen-
tial to dynamic) 

Efficiency 

Sequential 1.5855 1.5855 - - 

2 1.2543 1.1264 1.41 0.70 

4 1.0347 0.9427 1.68 0.42 

8 1.0494 0.9338 1.70 0.21 

16 1.0764 0.9430 1.68 0.11 

32 1.0603 0.9454 1.68 0.05 

64 1.0761 0.9650 1.64 0.02 

 
Analyzing the results of execution times in table 2 has proved a better performance 

by using 4 and 8 threads, then no significant speedup was noticed on adding more 
threads. The colony size increased to 80 cities. A better performance took place with a 
leap in execution time especially after applying dynamic scheduling clause. The same 
could be addressed by increasing the TSP problem size to 130 cities as shown in  
Table 3. A fine tuning was done using schedule dynamic clause which caused a  

/
s p

speedup t t=

/       efficiency speedup P=
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6 Conclusion and Future Work 

In this research, parallel implementation of ACO using OpenMP API directives effec-
tively solves the common TSP problem. Results were evaluated, and comparison 
between sequential and parallel multithread were also analyzed. OpenMP parallel 
regions achieved a speedup more than 3X of sequential execution. The optimal num-
ber of threads was found to be equal to the number of processors available. With TSP 
sizes of 40, 80, and 130 cities, better speedup was detected with a larger number of 
cities. Moreover, tuning was added to the implementation of parallel ACO using 
OpenMP with different schedules clauses. Dynamic schedule was found to achieve 
better performance with average speedup 8-25% than default schedule clause  
especially on increasing the number of cities. This paper shows an upper border of 
speedup related to the available number of cores.  

The future work would be oriented towards using this kind of parallel implementa-
tion using OpenMP for different newly metaheuristics such as Cuckoo search (CS) 
and to compare results to parallel ACO and measures which one positively affected 
more by the parallelization of OpenMP platform.  
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Abstract. This paper describes the acceleration of the most computa-
tionally intensive kernels of the Blender rendering engine, Blender Cycles,
using Intel Many Integrated Core architecture (MIC). The proposed par-
allelization, which uses OpenMP technology, also improves the perfor-
mance of the rendering engine when running on multi-core CPUs and
multi-socket servers. Although the GPU acceleration is already imple-
mented in Cycles, its functionality is limited. Our proposed implemen-
tation for MIC architecture contains all features of the engine with
improved performance. The paper presents performance evaluation for
three architectures: multi-socket server, server with MIC (Intel Xeon
Phi 5100p) accelerator and server with GPU accelerator (NVIDIA Tesla
K20m).

Keywords: Intel xeon phi · Blender Cycles · Quasi-Monte Carlo · Path
Tracing · Rendering

1 Introduction

The progress in the High-Performance Computing (HPC) plays an important
role in the science and engineering. Computationally intensive simulations have
become an essential part of research and development of new technologies. Many
research groups in the area of computer graphics deal with problems related to
an extremely time-consuming process of image synthesis of virtual scenes, also
called rendering (Shrek Forever 3D – 50 mil. CPU rendering hours, [CGW]).

Beside the use of HPC clusters for speeding up the computationally intensive
tasks hardware accelerators are being extensively used as well. They can further
increase computing power and efficiency of HPC clusters. In general, two types
of hardware accelerators could be used, GPU accelerators and MIC coprocessors.

The new Intel MIC coprocessor is composed of up to 61 low power cores in terms
of both energy and performancewhen compared tomulti-coreCPUs. It can be used
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as a standalone Linux box or as an accelerator to the main CPU. The peak perfor-
mance of the top-of-the line Xeon Phi is over 1.1 TFLOP (1012 floating point oper-
ations per second) in double precision and over 2.2 TFLOPS in single precision.
MIC architecture can be programmed using both shared memory models such as
OpenMP or OpenCL (provides compatibility with codes developed for GPU) and
distributed memory models such as MPI.

The implementation presented in this paper has been developed and tested
on Anselm Bullx cluster at the IT4Innovations National Supercomputing Centre
in Ostrava, Czech Republic. Anselm cluster is equipped with both Intel Xeon
Phi 5110P and Tesla K20m accelerators [AHW]. For production runs, once the
algorithm is fully optimized, new IT4Innovations Salomon system will be used.
Salomon will be equipped with 432 nodes, each with two coprocessors Intel Xeon
Phi 7120P [SHW].

1.1 Rendering Equation and Monte Carlo Path-Tracing Method

In 1986 Kajiya first introduced the rendering equation in computer graphics
[KAJ]. One of the last versions of this equation is represented as

Lo(x, ωo) = Le(x, ωo) +
∫

Ω

Li(x, ωi)fr(x, ωi, ωo)(ωi · n)dωi, (1)

where ωo is direction of outgoing ray, ωi is direction of incoming ray, Lo

is spectral radiance emitted by the source from point x in direction ωo, Le is
emitted spectral radiance from point x in direction ωo, Ω is the unit hemisphere
in direction of normal vector n with center in x, over which we integrate, Li is
spectral radiance coming inside to x in direction ωi, fr(x, ωi, ωo) is distribution
function of the image (BRDF) in point x from direction ωi to direction ωo, ωi ·n
is angle between ωi and surface normal.

Rendering equation is fundamental algorithm for all algorithms of image syn-
thesis based on ray tracing principle such as Path-Tracing. Solving the rendering
equation is computationally extensive in general. The most common solution
methods are based on numerical estimation of the integral (1). One of the most
commonly used methods for numerical solution of equation (1) is Monte Carlo
(MC) method. More information about this method can be found in the disser-
tation thesis of Lafortune [LAF]. MC is also employed in different areas beside
the computer graphics, e.q. in statistics [GRE].

1.2 Quasi-Monte Carlo and Sobol’s Sequence

One of the MC drawbacks is slow convergency, which is O
(

1√
N

)
, where N is

number of simulations. Due to this reason techniques that speed up the conver-
gency and effectivity of the whole computation have been developed.

Deterministic form of Monte Carlo method is called quasi-Monte Carlo
(QCM) and its convergency speed is O

(
(log N)s

N

)
, where s is dimension of the
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integral. In order for O
(

(log N)s

N

)
to be smaller than O

(
1√
N

)
, s needs to be

small and N needs to be large [LEM]. In QMC method pseudo-random numbers
are replaced by quasi-random numbers that are generated by deterministic algo-
rithms. Typical property of such numbers is that they fill in the unit square more
uniformly. This property is called low-discrepancy (LD). More details about it
can be found in [MOR], [NIE].

Let elements x1, . . . , xN are sequence of s-dimensional space [0, 1]s, then
approximation is expressed as

∫

[0,1]s
f(u) du ≈ 1

N

N∑

i=1

f(xi). (2)

Well known types of LD sequences are Halton’s, Faure’s, Sobol’s, Wozniak’s,
Hammersly’s or Niederreiter’s sequence. Blender uses Sobol’s sequences [JO3],
[JO8], since they fit their needs - runs well on the CPU and accelerators, supports
high path depth and can perform adaptive sampling.

Due to its property Sobol’s sequences can be used for progressive sampling.
Unlike the Halton’s sequence which can be used for progressive sampling as well,
Sobol’s sequences are not correlated in higher dimensions, and so do not need to be
scrambled. The algorithm for generating Sobol’s sequences is explained in [BRA].

Any number from any dimension can be queried without per path pre-
computation. Each dimension has its own sequence and when rendering the i-th
pass, Blender gets element i from the sequence. A sequence is defined by a 32 × 32
binary matrix, and getting the i-th element in the sequence corresponds to multi-
plying the matrix by i. With binary operations this ends up being quite quick.

These matrices are not as simple to compute, but the data to generate them
up to dimension 21201 is available online. Blender currently uses 4 dimensions
initially to sample the subpixel location and lens and 8 numbers per bounce, so
that limits us to a maximum path depth of 2649 [BLS].

2 Implementation and Parallelization for MIC
Accelerator

The implementation presented in this paper is based on source code of the
Blender version 2.73 that has been obtained from [BLE]. The code of Blender
is compiled using GNU compiler version gcc/4.9.0 and the library running on
MIC coprocessor was compiled using intel/14.0.1 compiler. In order to enable
newly developed OpenMP and MIC accelerated rendering engines new OMP
computing device has been added to GUI setting of Blender.

2.1 Parallelization for Multi-core CPU’s with Shared Memory

The core of the Cycles engine computation method implements quasi-Monte
Carlo method with Sobol’s sequence. Rendered scene is represented as a C++
global variable. If GPU or MIC acceleration is used this global variable has to be
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transferred to the accelerator before rendering (solving the rendering equation
(1)) is started. The synthesized image of size xr × yr is decomposed into tiles of
size xt × yt (see Fig. 1). The way rendering algorithm itself is executed inside
a tile differs for each computing device. We compare the performance of the
following computing devices: CPU (POSIX threads for CPU only, this is the
original computing device used by Blender Cycles), OpenMP (for CPU and
MIC – newly developed computing device by our group), OpenCL (for CPU,
MIC and GPU) and CUDA (for GPU only).

Original Implementation. The original computing device from Blender Cycles
uses POSIX threads for parallelization. Parallelization is done in the following
way: the synthesized image of resolution xr × yr is decomposed into tiles of size
xt × yt. Each tile is then computed by one POSIX thread/one CPU core. The
situation is shown in the Fig. 1.

Fig. 1. The decomposition of synthesized image with resolution xr × yr to tiles with
size xt×yt by original implementation. The one tile is computed by one POSIX thread
on one CPU core for xt × yt pixels. This is an example of CPU16 - see Section 3.

2.2 OpenMP Parallelization of Intra Tile Rendering for CPU
and MIC Architecture

The newly proposed OpenMP parallelization is implemented in the OMP com-
puting device. A hierarchical approach is used where each POSIX thread forked
by the Cycles renderer is further parallelized using OpenMP threads. In order to
provide enough work for each core of MIC coprocessor we need to decompose the
larger tile xt × yt to smaller sub-tile xo × yo to fully utilize the CPU hardware
(this is an example of OMP15MIC or OMP8CPU2MIC - see Section 3). The
OpenMP parallelizes the loop of calculation across sub-tiles of the tile in a way
that single OpenMP thread is processing single sub-tile of a tile. An example in
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Fig. 2. The decomposition of synthesized image with resolution xr × yr to tiles with
size xt × yt and to sub-tiles with size xo × yo by OpenMP implementation. One tile
xt × yt is computed by eight threads using eight cores for xt × yt pixels. Each sub-tile
xo × yo is computed by one OpenMP thread. This is an example of OMP8CPU2 - see
Section 3.

Fig. 2 shows the case with two tiles or POSIX threads and predefined number
of OpenMP threads per tile.

The computation time of each sub-tile is different. To achieve an effective load
balancing we have to adjust the workload distribution by setting up the OpenMP
runtime scheduler to schedule(dynamic, 1) and the values of xo and yo have
to be set to small number (ex. xo = 32 and yo = 32). This setup produces the
most efficient work distribution among processor cores and therefore minimizes
processing time.

As of now the POSIX threads are used to control the tiles, but in our future
work, we would like to use MPI processing for computer clusters, so that single
image can be processed by multiple computers or computing nodes of the HPC
cluster. For this scenario the POSIX threads will be substituted by the MPI
threads.

The acceleration of the rendering process using Intel Xeon Phi accelerators
is built on the similar basis as the approach to multi-core CPUs. In this case
one POSIX thread is used to control single MIC accelerator. This means that
one accelerator works on a single tile and multiple accelerators can be used in
parallel to render multiple tiles.

The architecture of the Intel Xeon Phi is significantly different from the
regular Xeon processors. It is equipped with 61 processing cores where each core
can run up to 4 threads, which gives 244 threads in total. This means that in
order to fully utilize the hardware and to provide enough work for each core
to enable load balancing, each tile has to be significantly larger than in case of
CPU processing (see Fig. 3). In addition, the computation of each pixel takes
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Fig. 3. The decomposition of synthesized image with resolution xr × yr to tiles with
size xt × yt by MIC implementation. The entire tile is computed by the coprocessor.
Every pixel of the synthesized image is computed on one thread of the coprocessor.

different time. To enable load balancing using OpenMP runtime engine we have
to set the scheduler to schedule(dynamic, 1).

Using the coprocessor with separate memory also requires the data trans-
fer between CPU memory and the memory of the coprocessor. Blender uses
complex C++ structure that represents entire scene (KernelGlobals) and
therefore in order to transfer data it has to be retyped to binary array
(mic alloc kg()). When computation ends, allocated memory of the copro-
cessor is cleaned (mic free kg()).

//Structure that represents entire scene
struct KernelGlobals
{

texture_image_uchar4 texture_byte_images[MAX_BYTE_IMAGES];
texture_image_float4 texture_float_images[MAX_FLOAT_IMAGES];

#define KERNEL_TEX(type, ttype, name) ttype name;
#define KERNEL_IMAGE_TEX(type, ttype, name)
#include "kernel_textures.h"

KernelData __data;
}

//Declaration of variable for data transfer to MIC
__declspec(target(mic : 0)) char *kg_bin = NULL;

//Transfer of data to MIC
void mic_alloc_kg(KernelGlobals *kgPtr, size_t kgSize)
{

kg_bin = (char *) kgPtr;

#pragma offload target(mic:0) \
in(kg_bin:length(kgSize) alloc_if(1) free_if(0))

{
KernelGlobals* kg_mic = (KernelGlobals *)kg_bin;
//...
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}
}

//Main rendering process
void mic_path_trace(int tile_h, int tile_w, int start_sample, int end_sample)
{

int size = tile_h*tile_w;

#pragma offload target(mic:0) \
nocopy(kg_bin:length(0) alloc_if(0) free_if(0))
{

for (int sample = start_sample; sample < end_sample; sample++)
{

#pragma omp parallel for schedule(dynamic, 1)
for (int i = 0; i < size; i++)
{

int y = i / tile_w;
int x = i - y * tile_w;
kernel_path_trace(x,y);

}
}

}
}

//Allocated memory of the coprocessor is cleaned
void mic_free_kg(...)
{

#pragma offload target(mic:0) \
nocopy(kg_bin:length(0) alloc_if(0) free_if(1))

}

2.3 Parallelization by OpenCL and CUDA

The OpenCL computing device can be used for multi-core CPU’s as well as for
MIC or GPU accelerators. Scene decomposition is similar to OpenMP processing
for MIC. Only one POSIX thread with a large tile for optimal performance is
used due to previously discussed reasons. The parallelization is based on task
parallelism where for computing of one pixel a separate task is created (see
Fig. 4). The original code had to be modified in order to run on Intel Xeon Phi
devices. Unfortunately rendering with textures did not work on MIC coprocessor.
Due to this shading and advance shading had to be disabled. There is no intention
to fix this malfunction, because the OpenCL is not a targeted platform for us
(the OpenCL is limited like CUDA and it is hard to use for development and
optimization).

As OpenCL and CUDA programing model are very similar, so is the decom-
position. There is again one POSIX thread for main computation per accelerator.
On GPU a rendering kernel uses single CUDA thread to render single pixel of a
tile. The GPU needs thousands threads for better performance. This is reason,
why we need the large tile (see Section 3).

The GPU acceleration is a part of the original render engine. When com-
pared to the our proposed approach it has limited functionality: the maximum
amount of individual textures is limited, Open shading language (OSL) is not
supported, Smoke/Fire rendering is not supported, GPU has smaller memory
then MIC, GPU does not support cooperative rendering with CPU. We need
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Fig. 4. The decomposition of synthesized image with resolution xr × yr to tiles with
size xt×yt by OpenCL implementation. The entire tile is computed by the device. For
computing of one pixel is created one task.

the all feature from CPU - that’s reason, why the combining of the CPU and
GPU is useless for us.

3 Benchmark

In this paper two scenes are used for all benchmarks; one scene with and one
without textures. The first scene with Tatra T87 has 1.2 millions triangles and
uses HDRI lighting (see Fig. 5). The other scene with bones was generated from
CT images and has 7.7 millions triangles (see Fig. 5). It does not use textures.
This scene is used to evaluate the performance of the OpenCL implementation
for Xeon Phi as it does not support textures.

The benchmark was run on single computing node of the Anselm supercom-
puter equipped with two Intel Sandy Bridge E5-2470 CPU’s (used by CPUn,
OMPn engines - n is number of cores used) and one Intel Xeon Phi 5110P
(MIC) or one NVIDIA Tesla K20m coprocessor (GPU).

In the next test we exploited the CPU-MIC hybrid system (OMP15MIC).
The two tiles with large size are computed at the same time (2×POSIX threads
were created, one for CPU and one for MIC). First tile is computed by CPU
using 15× OpenMP threads and the other tile is computed by MIC coprocessor
(1× core is used to manage MIC), see the results in the Table 1 and 4.

Another test we performed was a combination of OMP8 and CPU2. That
means the computation of two tiles was parallelized (2×POSIX threads were
created) and each tile was computed by 8×OpenMP threads, see the results in
the Table 1 and 4.

We also combined the CPU2 (2×tiles, each has one POSIX thread), OMP8
(the each POSIX thread has 8×OpenMP threads) and MIC, see the results in
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Fig. 5. (left) Benchmark 1: Model of Tatra T87. (right) Benchmark 2: Model of bones
generated from CT images.

the Table 1 and 4. This combination is designed for the systems with multiple
MIC accelerators (this will be the architecture of the Salomon – see Section 5).

For all tests, when OMP is used (OMP16, OMP8CPU2, OMP15MIC,
OMP8CPU2MIC), the size of sub-tile 32×32px (see Section 2.2).

The division of the image into tiles has to be made carefully. You can see the
big time when CPU16 is used and the size of tile is 1024×1024. In this example
the 12×cores are idle (see the Table 1 and 4).

3.1 Benchmark 1: Tatra T87

For this scene resolution 2048 × 2048px was used. First we compared the calcu-
lation for different size of tiles for the same resolution (see Table 1). In next two
tests the resolution and count of samples were changed (see Table 2 and 3).

Table 1. Benchmark 1: In the table we can see the time in minutes for different size
of tiles. The test was executed for: Samples: 256, and Resolution: 2048 × 2048px.

32×32 64×64 128×128 256×256 512×512 1024×1024

CPU16 03:08 03:10 03:12 03:19 06:54 (8cores) 13:10 (4cores)
OMP16 44:42 12:41 04:08 03:31 03:12 03:09
OMP8CPU2 22:01 06:39 03:34 03:17 03:12 03:25
GPU 34:58 12:11 05:42 03:43 03:09 03:06
MIC 25:40 11:30 07:38 06:38 06:22 06:17
OMP15MIC 14:08 05:52 03:21 02:30 02:18 02:30
OMP8CPU2MIC 10:41 04:07 02:40 02:22 02:21 03:01

3.2 Benchmark 2: Bones

The original implementation of OpenCL does not work on Intel Xeon Phi. The
problem is with shading and advance shading which has to be disabled. For this
reason, we created a new scene, just for OpenCL testing. The Table 4 compares
runtimes (in minutes) for different numbers of tiles. The Table 5 shows the result
using OpenCL.
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Table 2. Benchmark 1: In the table we can see the time in minutes for different
resolutions. The test was executed for: Samples: 256, Tiles:512 × 512px.

256 512 1024 2048

CPU16 00:47 03:03 03:16 06:48 (8cores)
OMP16 00:05 00:14 00:50 03:11
GPU 00:07 00:15 00:53 03:09
MIC 00:09 00:27 01:39 06:23
OMP15MIC 00:09 00:27 00:40 02:20

Table 3. Benchmark 1: In the table we can see the time in minutes for count of samples.
The test was executed for: Tiles: 512 × 512px, Resolution: 2048 × 2048px.

32 64 128 256 512 1024

CPU16 00:55 01:46 03:30 06:50 13:35 (8cores) 27:18 (4cores)
OMP16 00:28 00:51 01:38 03:12 06:19 12:40
GPU 00:39 01:14 02:22 04:40 09:16 18:31
MIC 00:59 01:44 03:17 06:22 12:34 24:59
OMP15MIC 00:23 00:40 01:12 02:18 04:31 09:05

Table 4. Benchmark 2: In the table we can see the time in minutes for different
numbers of tiles. The test was executed for: Samples: 256, Resolution: 2048 × 2048px.

32×32 64×64 128×128 256×256 512×512 1024×1024

CPU16 03:28 03:30 03:36 03:53 05:50 (8cores) 17:20 (4cores)
OMP16 49:08 13:37 04:20 03:49 03:39 03:36
OMP8CPU2 24:35 07:07 03:52 03:42 03:37 03:36
GPU 30:42 09:17 04:45 03:28 03:15 03:17
MIC 57:56 20:43 10:37 07:50 07:06 06:54
OMP15MIC 25:54 08:17 04:02 02:54 02:39 02:32
OMP8CPU2MIC 17:10 05:27 03:12 02:43 02:39 02:36

Table 5. Benchmark 2: In the table we can see the time in minutes for different
numbers of tiles using OpenCL. The test was executed for: Samples: 256, Resolution:
2048 × 2048px.

32×32 64×64 128×128 256×256 512×512 1024×1024 2048×2048

CPUCL 06:44 05:46 05:18 05:06 05:01 05:02 05:07
GPUCL 35:58 11:08 04:46 04:03 03:47 03:49 03:50
MICCL 01:04:34 21:23 14:37 10:34 09:41 09:10 08:47
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4 Conclusion

Both benchmarks show that the best performance could be obtained in case
when combination of CPU and MIC coprocessor (OMP15MIC) is used. We can
see from the results that the MIC coprocessor behaves like a 6-cores CPU unit.
On the other hand, the MIC accelerator adds only 1.37 speedup over CPU imple-
mentation, which is less than expected. We would expect at least the same per-
formance boost as in case of GPU accelerators. The reason why Intel MIC does
not provide the expected performance boost is due to insufficient vectorization
in the code for calculation the rendering equation (512 bit registers (able to hold
16 floats) are wasted now).

We also show that the combination of full CPU utilization and MIC
(OMP15MIC) has the advantage over GPU parallelization. Advantages are as
follows:

– GPU parallelization does not use all CPU cores
– GPU does not offer all features of our MIC implementation, which has iden-

tical feature set as the original CPU implementation
– The combination of 2 POSIX threads, each thread running on one socket,

and 2× MIC is designed for the systems with multiple MIC accelerators (this
will be the architecture of the Salomon – see Section 5)

5 Future Work

In the future work we will focus on vectorization of the code to improve its per-
formance on Intel Xeon Phi devices. We will also modify the existing implemen-
tation of the Path-Tracing method using MPI technology. Our new benchmarks
will target the new supercomputer Salomon which will be equipped with two
Intel Xeon Phi for better performance.
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Abstract. In this paper a modified complete spline interpolation based
on reduced data is examined in the context of trajectory approximation.
Reduced data constitute an ordered collection of interpolation points in
arbitrary Euclidean space, stripped from the corresponding interpola-
tion knots. The exponential parameterization (controlled by λ ∈ [0, 1])
compensates the above loss of information and provides specific scheme
to approximate the distribution of the missing knots. This approach is
commonly used in computer graphics or computer vision in curve mod-
eling and image segmentation or in biometrics for feature extraction.
The numerical verification of asymptotic orders α(λ) in trajectory esti-
mation by modified complete spline interpolation is performed here for
regular curves sampled more-or-less uniformly with the missing knots
parameterized according to exponential parameterization. Our approach
is equally applicable to either sparse or dense data. The numerical exper-
iments confirm a slow linear convergence orders α(λ) = 1 holding for all
λ ∈ [0, 1) and a quartic one α(1) = 4 once modified complete spline is
used. The paper closes with an example of medical image segmentation.

Keywords: Spline interpolation · Curve approximation and modeling ·
Reduced data · Biometrics and feature extraction · Computer graphics
and vision · Medical image processing

1 Problem Formulation

Let γ : [0, T ] → En be a smooth regular parametric curve, i.e. the curve with
γ̇(t) �= 0 over t ∈ [0, T ] (here T < ∞). Reduced data represent a sequence of m+1
interpolation points Qm = {qi}m

i=0 in arbitrary Euclidean space En satisfying
qi = γ(ti) and qi+1 �= qi. The corresponding interpolation knots {ti}m

i=0 fulfilling
t0 < . . . < ti < . . . < tm are assumed here to be unknown. Any data fitting
c© IFIP International Federation for Information Processing 2015
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 98–110, 2015.
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scheme γ̂ based on reduced data Qm is called non-parametric interpolation. In
order to construct γ̂ explicitly, first the knot estimates {t̂i}m

i=0 ≈ {ti}m
i=0 need

to be somehow guessed (here one naturally sets γ̂(t̂i) = qi). Upon selecting a
specific interpolation scheme γ̂ : [0, T̂ ] → En and the substitutes {t̂i}m

i=0 of the
missing knots {ti}m

i=0, the analysis yielding the order α in γ approximation by γ̂
needs to be carried out (for m → ∞). The appropriate choice of {t̂i}m

i=0 should
ensure convergence of the interpolant γ̂ to the unknown curve γ with possibly
fast order α.

We recall now a necessary background information (see e.g. [1]). In fact,
reduced data Qm = {γ(ti)}m

i=0 are formed from the set of admissible samplings:

Definition 1. The interpolation knots {ti}m
i=0 are called admissible if they

satisfy:

lim
m→∞ δm → 0+, where δm = max

1≤i≤m
{ti − ti−1 : i = 1, 2, . . . ,m}. (1)

In this paper a special subfamily of admissible samplings i.e. the so-called more-
or-less uniform samplings is considered (see also [2]):

Definition 2. The sampling {ti}m
i=0 is more-or-less uniform if for some con-

stants 0 < Kl ≤ Ku and sufficiently large m the following holds:

Kl

m
≤ ti − ti−1 ≤ Ku

m
, (2)

for all i = 1, 2, . . . , m. Alternatively, condition (2) can be replaced by the equiva-
lent inequality βδm ≤ ti+1−ti ≤ δm satisfied for some 0 < β ≤ 1 and sufficiently
large m.

Recall now the next definition (see e.g. [1] or [3]):

Definition 3. Consider a family {fδm , δm > 0} of functions fδm : [0, T ] → E.
We say that fδm is of order O(δα

m) (denoted as fδm = O(δα
m)), if there is a

constant K > 0 such that, for some δ̄ > 0 the inequality |fδm(t)| < Kδα
m holds

for all δm ∈ (0, δ̄), uniformly over [0, T ]. In case of vector-valued functions Fδm :
[0, T ] → En by Fδm = O(δα

m) it is understood that ‖Fδm‖ = O(δα
m) (here ‖ · ‖

denotes a standard euclidean norm).

To examine the asymptotics in trajectory estimation (i.e. the coefficient α
from Def. 3) in case of classical parametric interpolation γ̃ : [0, T ] → En, where
both qi = γ̃(ti) and {ti}m

i=0 are given, one sets Fδm = γ − γ̃. On the other
hand, for non-parametric interpolation a slight adjustment in the last expression
for Fδm is required (see [1]). Indeed, the latter stems from the fact that both
domains [0, T ] of γ and [0, T̂ ] of γ̂ do not generically coincide (here T = tm and
T̂ = t̂m). Consequently, for the non-parametric interpolant γ̂ (given {t̂i}m

i=0 are
somehow guessed) a reparameterization ψ : [0, T ] → [0, T̂ ] is needed so that the
asymptotics

(γ̂ ◦ ψ)(t) − γ(t) = O(δα
m) (3)
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can be examined over a common domain [0, T ]. Noticeably, the reparametriza-
tion issue (given fixed γ̂ and {t̂i}m

i=0) is essential to both theoretical and numer-
ical examination determining an intrinsic asymptotics built in (3). In addition,
preferably ψ should be a genuine reparameterization (i.e. ψ̇ > 0) e.g. if length of
γ is to be estimated by the length of γ̂. Evidently, on its own the construction
of the interpolant γ̂ does rely on explicit formula standing for ψ. Independently
from ψ, the derivation of any non-parametric interpolant γ̂ requires an the appro-
priate choice of the estimates {t̂i}m

i=0 mimicking the missing knots {ti}m
i=0. In

doing so, recall now a definition of exponential parameterization (e.g. in [4]):

t̂λ0 = 0 and t̂λj = t̂λj−1 + ‖qj − qj−1‖λ, (4)

where j = 1, 2, . . . ,m and λ ∈ [0, 1]. If λ = 0 a blind guess yielding uniform
knots t̂0i = i follows. On the other hand, the case of λ = 1 results in a cumulative
chord parameterization t̂1j = t̂1j−1 + ‖qj − qj−1‖ (see [4] or [5]). From now on we
suppress the superscript notation with λ in (4), unless needed otherwise. The
term exponential parameterization stands for the determination of a discrete
set of knots {t̂i}m

i=0 ≈ {ti}m
i=0, whereas a similar term i.e. a reparameterization

represents a piecewise-smooth mapping ψ : [0, T ] → [0, T̂ ].
Previous result [6] proved that for λ = 1 and for an arbitrary admissible

sampling (1) a Lagrange piecewise-quadratic(-cubic) γ̂r (r = 2, 3 - see e.g. [3])
interpolation combined with (4) yields αr(1) = r + 1. Hence for cumulative
chords the interpolant γ̂r (r = 2, 3) renders either cubic or quartic convergence
orders in trajectory estimation (see (3)). Interestingly, opposite to the parametric
interpolation γ̃r, the convergence orders in question do not necessarily increase
for r > 3 and λ = 1 - see [1] or [7]. In addition, a recent result by [8] (see also [9])
proves that γ̂2 combined with (4) and more-or-less uniformly sampled (2) reduced
data Qm yields α(1) = 3 and α(λ) = 1 for λ ∈ [0, 1). The latter demonstrates an
unexpected left-hand side discontinuity of α(λ) at λ = 1. Interestingly, such trend
continues once (4) is combined with piecewise-cubics γ̂3. Indeed the following
holds (see [10]):

Theorem 1. Suppose γ is a regular C4([0, T ]) curve in En sampled more-or-
less uniformly (2). Assume that {t̂λi }m

i=0 are computed from Qm according to (4).
Then there exists a piecewise-cubic C∞ mapping ψ : [0, T ] → [0, T̂ ], such that
over [0, T ], we have for either λ ∈ [0, 1):

γ̂3 ◦ ψ − γ = O(δm) (5)

or for λ = 1 (and (1)):
γ̂3 ◦ ψ − γ = O(δ4m). (6)

Undesirably, the interpolants γ̂r (r = 2, 3), are generically non-smooth at
junction points, where both neighboring local quadratics (cubics) are glued
together over two consecutive segments [ti, ti+r] and [ti+r, ti+2r] (with r = 2, 3).
In order to alleviate such deficiency, a modified C1 Hermite interpolation γ̂H

3
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based on Qm, cumulative chords and general admissible samplings (1) is intro-
duced and examined in [11] or [12]. Here the unknown derivatives at all interpo-
lation points {qi}m

i=0 are approximated with high accuracy via special procedure
(see [11]). This permits to obtain quartic order α(1) = 4 in trajectory estimation
once γ̂H

3 and (1) are coupled together. Analogously to Th. 1, the latter extends
to all remaining λ ∈ [0, 1) (for samplings (2)) resulting in α(λ) = 1 (see [13]).
Recurrent left-hand side discontinuity in convergence order α(λ) at λ = 1 is here
manifested again.

For certain applications (e.g. approximation of curvature of γ, image segmen-
tation or other feature extraction in biometrics) the interpolant γ̂ should be at
least continuously twice differentiable. Such constraint is not generically fulfilled
by so-far discussed interpolants at any junction point. The remedy guaranteeing
C2 smoothness is met upon applying various hybrids of C2 cubic spline inter-
polants γ̂S

3 (see [3]) based on Qm and (4). One of them (called a complete cubic
spline γ̂C

3 ) relies on the provision of initial and terminal velocities γ′(t0 = 0) = v0

and γ′(tm = T ) = vm usually not accompanying reduced data Qm. This special
case is discussed in [14] (also limited exclusively to λ = 1), where quartic order
α(1) = 4 for trajectory estimation by γ̂C

3 is established.
In this paper we extend the latter (at least with the aid of numerical tests)

to a twofold more general situation. Similarly to γ̂H
3 , we estimate first both

missing velocities γ′(t0) ≈ va
0 and γ′(tm) ≈ va

m. Next a modified complete spline
interpolant γ̂C

3 based on Qm, va
0 , v

a
m and (4) is introduced for all λ ∈ [0, 1] - see

Section 2. The conjectured asymptotics reads as:

Theorem 2. Let γ be a regular C4([0, T ]) curve in En sampled more-or-less-
uniformly (4). Approximate (γ′(t0), γ′(T )) with va

0 = γ̂′
3(0) and va

m = γ̂′
3(T̂ ),

where γ̂3 defines a piecewise cubic based on Qm and (4) with λ ∈ [0, 1]. Assume
also that γ̂C

3 : [0, T̂ ] → En define a modified complete spline constructed on Qm,
estimated velocities (va

0 ,v
a
m) and exponential parameterization (4). Then there

is a piecewise-C∞ mapping ψ : [0, T ] → [0, T̂ ] such that over [0, T ] we either
have for all λ ∈ [0, 1):

γ̂C
3 ◦ ψ − γ = O(δm) (7)

or for λ = 1:
γ̂C
3 ◦ ψ − γ = O(δ4m). (8)

In Section 3 the asymptotics from Th. 2 is numerically verified as sharp and
specific application of modified C2 complete spline γ̂C

3 is given. In addition, we
compare our interpolant γ̂C

3 against γ̂H
3 . Finally, our paper concludes with hints

for possible extension of this work. Extra literature references concerning related
work and spin-off applications are also provided.

2 Modified Complete Spline on Reduced Data

A modified complete spline interpolant γ̂C
3 based on reduced data Qm (see

also [3]) and exponential parameterization (4) is introduced below. This scheme
applicable to both dense and sparse Qm falls into the following steps:
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1. Calculate the estimates {t̂i}m
i=0 of the missing knots {ti}m

i=0 according to the
exponential parameterization (4) (with λ ∈ [0, 1]).

2. The so-called general C2 piecewise-cubic spline γ̂S
3 interpolant (a sum-track

of cubics {γ̂S
3,i}m−1

i=0 - see [3]) fulfills the following constraints over each seg-
ment [t̂i, t̂i+1]:

γ̂S
3,i(t̂i) = qi, γ̂S

3,i(t̂i+1) = qi+1,

γ̂S′
3,i(t̂i) = vi, γ̂S′

3,i(t̂i+1) = vi+1, (9)

where v0, . . . ,vm represent the unknown slopes vi ∈ IRn. The internal
velocities {v1,v2, . . . ,vm−1} can be uniquely computed from C2 constraints
imposed on γ̂S

3 at junction points {q1, . . . , qm−1} i.e. by enforcing:

γ̂S′′
3,i−1(t̂i) = γ̂S′′

3,i (t̂i), (10)

provided both v0 and vm are somehow computed (or a priori given). The
computational method to determine all slopes {vi}m

i=0 (including initial and
terminal ones) is discussed next.

3. Assuming temporarily the provision of all velocities {vi}m
i=0, each cubic γ̂S

3,i

over t̂ ∈ [t̂i, t̂i+1] reads as:

γ̂S
3,i(t̂) = c1,i + c2,i(t̂ − t̂i) + c3,i(t̂ − t̂i)2 + c4,i(t̂ − t̂i)3, (11)

where its respective coefficients (with Δt̂i = t̂i+1 − t̂i) are equal to:

c1,i = qi, c4,i = vi,

c3,i =
qi+1−qi

Δt̂i
− vi

Δt̂i
− c4,iΔt̂i, c4,i =

vi + vi+1 − 2 qi+1−qi
Δt̂i

(Δt̂i)2
. (12)

If additionally vi = γ′(ti) are given then formulas (11) and (12) yield a well-
known C1 Hermite spline. However, the required velocities {v0,v1, . . . ,vm}
are not usually supplemented to Qm. A scheme for computing the cor-
responding missing internal velocities {v1,v1, . . . ,vm−1} is recalled next
(see [3]). Following the latter a method of estimating {v0,vm} is given.
It is inspired by the approach adopted in [11].

4. Formulas (11) and (12) render γ̂S′′
3,i (t̂i) = 2c3,i and γ̂S′′

3,i−1(t̂i) = 2c3,i−1 +
6c4,i−1(t̂i − t̂i−1) which combined with (10) leads to the linear system:

vi−1Δt̂i + 2vi(Δt̂i−1 + Δt̂i) + vi+1Δt̂i−1 = bi, (13)

where

bi = 3
(

Δt̂i
qi − qi−1

Δt̂i−1

+ Δt̂i−1
qi+1 − qi

Δt̂i

)
.

Assuming that the end-slopes v0 and vm are somehow given the system
(13) solves uniquely in {vi}m−1

i=1 . The latter yields a C2 spline γ̂S
3 (which fits
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reduced data Qm) defined as a track-sum of {γ̂S
3,i}m−1

i=0 introduced in (11).
If extra conditions hold, i.e. γ′(t0) = v0 and γ′(T ) = vm then γ̂S

3 is called a
complete cubic spline (denoted here as γ̂C

3 ).
5. Since Qm are usually deprived from both initial and terminal velocities

{γ′(t0) = v0, γ
′(T ) = vm} a good estimate {va

0 ,v
a
m} is therefore required.

Of course, any choice of {va
0 ,v

a
m} renders a unique explicit formula for γ̂C

3 .
This however is insufficient for our consideration. Indeed, still a proper esti-
mate of these two velocities is needed so that (7) and (8) follow. In doing so,
we invoke Lagrange cubic γ̂L

3,0 : [0, t̂λ3 ] → En (and γ̂L
3,m−3 : [t̂λm−3, T̂ ] → En),

satisfying γ̂L
3,0(t̂

λ
i ) = qi (and γ̂L

3,m−3(t̂
λ
m−3+i) = qm−3+i), with i = 0, 1, 2, 3 -

here the same λ ∈ [0, 1] is applied in the derivation of γ̂L
3,0, γ̂L

3,m−3 and γ̂C
3 .

Set now for va
0 = γ̂L′

3,0(0) and for va
m = γ̂L′

3,m−3(T̂ ), respectively.

This completes a description of a modified C2 complete spline γ̂C
3 based on

reduced data Qm and exponential parameterization (4).
However, to verify the asymptotics from (7) and (8) (either numerically

or theoretically) a candidate for a reparameterization ψ : [0, T ] → [0, T̂ ] is
still required, as justified in Section 1. In doing so, consider a C2 complete
spline ψ = ψC

3 : [0, T ] → [0, T̂ ] satisfying the knots’ interpolation constraints
ψC
3 (ti) = t̂i, where {t̂i}m

i=0 are defined according to (4). In addition, the ini-
tial and terminal velocities of s0 = ψC′

3 (0) and sm = ψC′
3 (T ) are set simi-

larly to the construction from above. More specifically, define two Lagrange
cubics ψ3,0 : [0, ti+3] → [0, t̂λi+3] and ψ3,m−3 : [tm−3+i, T ] → [t̂λm−3+i, T̂ ] satisfy-
ing interpolation conditions ψ3,0(ti) = t̂λi and ψ3,m−3(tm−3+i) = t̂λm−3+i (with
i = 0, 1, 2, 3 and the same λ ∈ [0, 1] as for the construction of γ̂C

3 ), respectively.
One sets here for s0 = ψC′

3 (0) = ψ′
3,0(0) and for sm = ψC′

3 (T ) = ψ′
3,m−3(T ).

We pass now to the experimental section of this paper which tests the asymp-
totics from Th. 2. As already indicated, a sole derivation of a modified C2 com-
plete spline γ̂C

3 relies exclusively on reduced data Qm (either dense or sparse)
and (4). On the other hand, any numerical verification or theoretical proof of
the asymptotics α(λ) involved (e.g. from Th. 2), requires an extra introduction
of reparameterization ψ (proposed here as ψC

3 ) as well as an admittance of suffi-
ciently densely more-or-less uniformly sampled points Qm. The latter enables to
assess a desired asymptotics controlling the decrease in difference γ̂C

3 ◦ ψC
3 − γ,

uniformly over [0, T ] (once m → ∞).

3 Experiments

In this section, a numerical verification of the asymptotics α(λ) (and its sharp-
ness) claimed in Th. 2 is conducted. Recall that, given fixed λ ∈ [0, 1], by sharp-
ness we understand the existence of at least one curve γ ∈ C4([0, T ]) and one
special family of more-or-less uniform sampling (2) such that the asymptotics in
differences γ̂C

3 ◦ ψC
3 − γ (over [0, T ]) is not faster than predicted α(λ). A posi-

tive verification of (7) and (8) would point out again to a bizarre phenomenon.
Namely, the existence of the left-hand side discontinuity in α(λ) at λ = 1.
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All tests for this paper are carried out in Mathematica 8.01 (see also [15])
and resort to two types of skew-symmetric more-or-less uniform samplings (2).
The first one selected (for ti ∈ [0, 1]) reads as:

ti =

⎧
⎪⎪⎨

⎪⎪⎩

i
m + 1

2m , for i = 4k + 1;
i
m − 1

2m , for i = 4k + 3;
i
m , for i even;

(14)

with Kl = (1/2) and Ku = (3/2) as introduced in (2). The second one is defined
according to:

ti =
i

m
+

(−1)i+1

3m
, (15)

with constants Kl = (1/2) and Ku = (5/3) from (2). For a given m, the error
Em, between γ and reparameterized modified complete spline γ̂C

3 ◦ ψC
3 reads as:

Em = max
t∈[0,1]

‖(γ̂C
3 ◦ ψC

3 )(t) − γ(t)‖. (16)

The latter is computed over each sub-interval [ti, ti+1] (for i = 0, . . . ,m − 1) by
using Mathematica function - FindMaximum and then upon taking the maxi-
mal values from all segments’ optima. In order to approximate α(λ) we calculate
first Em for mmin ≤ m ≤ mmax, where mmin and mmax are sufficiently large
fixed constants. Then a linear regression yielding a function y(x) = ᾱ(λ)x + b
is applied to {(log(m),− log(Em))}mmax

mmin
. Mathematica built-in function Linear-

ModelFit extracts a coefficient ᾱ(λ) ≈ α(λ). A full justification of this procedure
to approximate α(λ) by ᾱ(λ) is given in [1]. Note also that since both (7) and
(8) have asymptotic character the constants mmin < mmax should be taken
as sufficiently large. On other hand, a potential negative impact of machine
rounding-off errors stipulates these two constants not to exceed big values. In
practice, the appropriate choices for mmin < mmax are adjusted each time dur-
ing the experimental phase. The tests conducted here employ three types of C∞

regular curves: a spiral γsp and a cubic γc both in E2 as well as a helix γh in E3.
They are sampled more-or-less uniformly according to either (14) or (15). For
comparison reasons we also test here the asymptotic orders αH(λ) in trajectory
estimation for modified C1 Hermite interpolant γ̂H

3 examined in [11] and [12]
(here αH(1) = 4 and αH(λ) = 1 for λ ∈ [0, 1)). However, since the interpolant
γ̂H
3 ∈ C1 (over Qm) it does not permit to approximate the curvature of γ at

interpolation points. However, the latter can be accomplished with the aid of γ̂C
3

due it is higher order of smoothness (i.e. γ̂C
3 ∈ C2 over t̂ ∈ [0, T̂ ]).

Example 1. Consider a regular planar spiral γsp : [0, 1] → E2,

γsp(t) = ((0.2 + t) cos(π(1 − t)), (0.2 + t) sin(π(1 − t))) . (17)

Figure 1 (or Figure 2) contains the plots of γsp (or of γ̂C
3 ) with λ = 0 sampled

(here m = 15) according to either (14) or (15).
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Fig. 1. A spiral γsp from (17) sampled along (dotted): a) (14) or b) (15), for m = 15.
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Fig. 2. A spiral γsp from (17) for: a) (14) b) (15) fitted by γ̂C
3 (here m = 15 and λ = 0).

The respective linear regression based estimates ᾱ(λ) ≈ α(λ) (for various
λ ∈ [0, 1]) are computed here for mmin = 60 ≤ m ≤ mmax = 120. The
numerical results contained in Table 1 confirm the sharpness of (7) and (8)
for λ ∈ {0.0, 0.1, 0.3, 0.5, 0.7} and yield marginally faster (though still consistent
with asymptotics from Th. (2)) α(λ) for λ ≈ 1. For comparison reasons, Table
1 contains also the corresponding numerical results established for estimating γ
with modified C1 Hermite interpolant γ̂H

3 based on the same reduced data Qm

and exponential parameterization.

Table 1. Computed ᾱ(λ) ≈ α(λ) in (7) & (8) for γsp from (17) and various λ ∈ [0, 1].

λ 0.0 0.1 0.3 0.5 0.7 0.9 1.0

ᾱ(λ) for (14) 1.0067 1.0085 1.0134 1.0218 1.0409 1.1463 4.2537
ᾱ(λ) for (15) 1.0121 1.0128 1.0160 1.0248 1.0506 1.2099 3.9912
α(λ) in Th. 2 1.0 1.0 1.0 1.0 1.0 1.0 4.0
ᾱH(λ) for (14) 1.0070 1.0084 1.0129 1.0205 1.0371 1.1282 3.9192
ᾱH(λ) for (15) 1.0009 1.0023 1.0113 1.0484 1.0499 4.8304 4.0584

We pass now to the example with a helix having a trajectory in E3.

Example 2. Let γh : [0, 1] → E3 be defined as

γh(t) = (1.5 cos(2πt), sin(2πt), 2πt/4). (18)

Figure 3 (or Figure 4) illustrates the trajectories of γh (or of γ̂C
3 ) for λ = 0.3

sampled according to either (14) or (15), with m = 15. As previously, a linear
1 This research was supported in part by computing resources of ACC Cyfronet AGH.
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Fig. 3. A helix from (18) sampled along (dotted): a) (14) b) (15), for m = 15.
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Fig. 4. A helix γh from (18) for: a) (14) b) (15) fitted by γ̂C
3 (here m = 15 and λ = 0.3).

regression estimating ᾱ(λ) ≈ α(λ) from Th. 2 is used here, for m ranging over
60 ≤ m ≤ 120 with various λ ∈ [0, 1]. The coefficients ᾱ(λ) (see Table 2)
computed numerically all sharply coincide with those specified in (7) and (8).
Again, for comparison reasons, Table 2 presents the corresponding numerical
results derived for estimating γ with modified C1 Hermite interpolant γ̂H

3 based
on the same reduced data Qm and exponential parameterization.

Table 2. Computed ᾱ(λ) ≈ α(λ) in (7) & (8) for γh from (18) and various λ ∈ [0, 1].

λ 0.0 0.1 0.3 0.5 0.7 0.9 1.0

ᾱ(λ) for (14) 1.0000 1.0000 1.0002 1.0006 1.0009 1.0065 3.9949
ᾱ(λ) for (15) 1.0000 1.0000 1.0001 1.0005 1.0015 1.0127 3.9992
α(λ) in Th. 2 1.0 1.0 1.0 1.0 1.0 1.0 4.0
ᾱH(λ) for (14) 1,0000 1,0000 1.0002 1.0003 1.0008 1.0049 3.9833
ᾱH(λ) for (15) 1.0002 1.0001 1.0001 1.0026 1.0043 1.0317 3.9888

Finally, a planar cubic γc is tested.

Example 3. Let γc : [0, 1] → E2 be defined as follows:

γc(t) = (πt, (πt + 1)3(π + 1)−3). (19)

Figure 5 (or Figure 6) contains the plots of γc (or of γ̂C
3 ) sampled along either

(14) or (15), with λ = 1 and m = 15. In order to compute ᾱ(λ) ≈ α(λ) estimat-
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Fig. 5. A cubic planar curve (19) sampled along (dotted): a) (14) b) (15), for m = 15.
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Fig. 6. A cubic from γc (19) for: a) (14) b) (15) fitted by γ̂C
3 (here m = 15 and λ = 1).

ing the asymptotics from Th. 2 again a linear regression is used (as explained
at the beginning of this section) for 60 ≤ m ≤ 120 and varying λ ∈ [0, 1].
Table 3 enlists numerically computed estimates ᾱ(λ) ≈ α(λ) for various λ ∈ [0, 1]
and samplings (14) and (15). Evidently these numerical results re-emphasize the
sharpness of the asymptotics determined by (7) and (8), with marginally faster
case of α(1). Similarly to the previous examples, Table 3 contains also the corre-
sponding numerical results obtained for estimating γ with modified C1 Hermite
interpolant γ̂H

3 based on the same reduced data Qm and exponential parameter-
ization.

Table 3. Computed ᾱ(λ) ≈ α(λ) in (7) & (8) for γc from (19) and various λ ∈ [0, 1].

λ 0.0 0.1 0.3 0.5 0.7 0.9 1.0

ᾱ(λ) for (14) 1.0001 1.0001 1.0001 1.0002 1.0003 1.0011 4.1612
ᾱ(λ) for (15) 1.0001 1.0001 1.0002 1.0002 1.0003 1.0017 4.1196
α(λ) in Th. 2 1.0 1.0 1.0 1.0 1.0 1.0 4.0
ᾱH(λ) for (14) 1.0001 1.0001 1.0001 1.0002 1.0003 1.0010 4.2868
ᾱH(λ) for (15) 0.9999 1.0000 1.0001 1.0002 0.9998 0.9991 4.3044

The examples presented herein demonstrate the sharpness of (7) and (8)
resulting in a left-hand side discontinuity of α(λ) at λ = 1 which is consistent
with Th. 2. We close this section with an application of γ̂C

3 to medical image
processing.

Example 4. A medical image of a kidney is shown in Figure 7. A segmentation
of an image of any human organ from its image background (e.g. from a digital
image) permits to focus on vital geometrical or other properties (like γ perimeter,
section internal area, average curvature) of the examined organ. This ultimately
can be exploited in medical diagnosis and further treatment. Indeed, a physician
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can mark m+1 selected consecutive points on the kidney’s boundary (represent-
ing the trajectory of the unknown curve γ). Such input points, positioned along
trajectory of γ, form the set of available interpolation points Qm. Naturally, the
corresponding knots {ti}m

i=0 parameterizing Qm are here defaulted. A modified
complete spline γ̂C

3 based on (4) and Qm can be applied now. The relevant points’
coordinates are determined here by using Get Coordinate Tool in Mathematica.
Figure 7 contains of a plot a modified complete spline γ̂C

3 based on 67 marked
points (here as q0 = q67 we have 67 different points) with either λ = 0 or λ = 1
set in (4) - see Figure 7 a) or b), respectively. Note that the boundary of the
kidney forms a loop which re-translates e.g. into q0 = γ(0) = γ(T ) = qm. Con-
sequently the interpolant γ̂C

3 is generically not smooth at a single point q0 = qm

unless v0 = vm, for which C1 class follows. This weakness can be removed e.g.
by taking the average of v0 and vm at both overlapping “ends” of the curve γ.
Finally, for comparison reasons, Fig. 8 a) or b) presents the trajectory of the cor-
responding modified Hermite interpolant γ̂H

3 constructed on the same reduced
data Qm and exponential parameterization.

a) b)

Fig. 7. The shape of a kidney determined by γ̂C
3 with a) λ = 0 b) λ = 1, for m = 67.

a) b)

Fig. 8. The shape of a kidney determined by γ̂H
3 with a) λ = 0 b) λ = 1, for m = 67.
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4 Conclusion

The tests in Section 3 confirm the sharpness of the asymptotics from Th. 2
to approximate γ via modified complete spline γ̂C

3 based on reduced data Qm,
more-or-less uniform samplings (2) and exponential parameterization (4). A pos-
sible extension of this work includes e.g. an analytical proof of Th. 2 (including
investigation of asymptotic constants) or determination of sufficient conditions
imposed on samplings {ti}m

i=0 to render ψC
3 as a genuine piecewise-C∞ reparam-

eterization of [0, T ] into [0, T̂ ]. The investigation of the asymptotics in curvature
estimation by γ̂C

3 is also an open problem. The case with λ = 1 offers the fastest
quartic asymptotics in trajectory estimation for γ̂C

3 and (4). However, one can
also focus on enforcing specific geometrical properties or constraints by select-
ing the best γ̂C

3 (depending on λ ∈ [0, 1] from (4)) to optimize newly adopted
criteria (criterion). This paper shows that if the speed of γ approximation is not
the main issue then a decisive factor in choosing optimal γ̂C

3 should stem from
such extra requirement(s) as almost all γ̂C

3 have an identical α(λ) for γ approx-
imation. Related work on ε-uniform samplings combined with (4) can be found
in [16]. More specific applications on interpolating (or approximating) reduced
data are provided e.g. in [4], [17], [18], [19] or [20]. Splines can also be used in
trajectory planning [21], finding algebraic and implicit curves [22] and [23] or
in bifurcating surfaces [24]. To supplement (4), there are also other parameter-
izations applied predominantly on sparse data (applicable also on dense Qm) -
see e.g. the so-called blending parameterization [25], monotonicity or convexity
preserving ones [4] or [26].
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Abstract. Time delay reconstruction for real systems is a widely
explored area of nonlinear time series analysis. However, the majority
of related work relates only to univariate time series, while multivari-
ate time series data are common too. One such example is human gait
kinematic data. The main goal of this article is to present a method of
nonlinear analysis for kinematic time series. This nonlinear analysis is
designed for detection of chaotic behavior. The presented approach also
allows for the largest Lyapunov’s exponent estimation for kinematic time
series. This factor helps in judging the stability of the examined system
and its chaotic properties.

Keywords: Deterministic chaos · Nonlinear time series analysis ·
Quaternions · Human motion analysis · Human gait data

1 Introduction

Multivariate time series data are common in real systems. Many of those systems
are results of the evolution of nonlinear systems dynamics. To assess the chaotic
origin of time series, time delay reconstruction of a phase space is required. This
step provides a view of the dynamics of the underlying system and allows the
estimation of other properties of the investigated system (e.g. Lyapunov’s largest
exponent or one of the fractal dimensions of the reconstructed attractor). Based
on the estimations of several parameters characterizing nonlinear processes, a
decision about chaotic origin of time series may be taken.

According to the embedding theorem ([27]), for recovering dynamics only
a univariate time series is needed, but often measurements of more than one
quantityes related to the same dynamical system are available. One such case
is the gait kinematic data for patients suffering from various diseases affecting
walking ability.

In related work, there is a large number of applications of embedding theorem
including univariate time series embedding ([24], [25], [28]), multivariate time
series embedding ([3], [10], [18]), modelling ([1], [9], [11]), chaos control ([2], [5],
[22]), noise reduction ([4], [12], [19]) and signal classification ([26]).

The method presented in this paper is designed for a nonlinear analysis pro-
cedure for gait kinematics time series (Euler Angles or Quaternion) aimed at
computing the Largest Lyapunov Exponent for reconstructed dynamics for the
purpose of identifying of deterministic chaos in gait kinematic data.
c© IFIP International Federation for Information Processing 2015
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 111–119, 2015.
DOI: 10.1007/978-3-319-24369-6 9
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The presented method does not assume that investigated system is a deter-
ministic chaotic system in the first place. This empirical approach is aimed to
investigate the origin of the examined time series.

In this approach the Largest Lyapunov Exponent is also treated as a measure
of human locomotion stability. In this case stability is defined as the sensitivity
of a dynamic system to perturbations. This is a very popular factor in biomedical
applications ([7], [6]).

The second section describes gait kinematic data time series - a subject of
further investigations. It also includes information about conversion to quater-
nion’s angle time series which allows for further efficient computations. The
third section includes information about methods used in a nonlinear analysis
procedure. The fourth section presents the numerical results. The conclusions
are presented in section five.

2 Gait Kinematics Data Time Series

There are three kinds of parameterisation of orientation space. Euler angles
are good for human understanding of angular position. Matrices are able to do
the calculations. However, quaternions are computationally efficient whilst also
avoiding the singularities of Euler angles ([20]).

Quaternion parameterisation describes human motion which requires signifi-
cant amounts of information about rotational displacement of selected segments.
The method presented in this paper is designed for data captured from physical
systems. We assumed that, to make a proper estimate of finite-time Lyapunov
exponents experimentally, it is necessary to collect time series data captured
from a large number of consecutive strides of gait ([14]).

The data are recorded as time series formed by Euler Angles. It is the most
common parameterisation especially for biomedical applications.

s(n) = [β1(t0 + nΔt), β2(t0 + nΔt), β3(t0 + nΔt)] (1)

where s(n) is a n-th sample of Euler angles measured in interval time Δt from
initial time t0 and β1, β2, β3 are Euler angles in a X-Y-Z sequence. Axes X, Y
and Z are defined as unit vectors:

X = (1, 0, 0),Y = (0, 1, 0),Z = (0, 0, 1) (2)

Due to the fact that an Euler Angles time series is a multivariate time series,
the following procedure was used to obtain better efficiency of computations.

Based on the assumption that axes X, Y and Z are unit vectors, rotation cod-
ing in Euler’s Angles and in quaternions are identical. We can define quaternions
for each base rotation in a Euler sequence:

qx(β1) = cos(β1
2 ) +

−−−−−−−−−→
(sin(β1

2 ), 0, 0)

qy(β2) = cos(β2
2 ) +

−−−−−−−−−→
(0, sin(β2

2 ), 0)

qz(β3) = cos(β3
2 ) +

−−−−−−−−−→
(0, 0, sin(β3

2 ))

(3)
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Finally a quaternion equivalent to Euler angles representation can be calcu-
lated from three consecutive rotations described by the following quaternions:

qxyz(β1, β2, β3) = qx(β1)qy(β2)qz(β3) =

(cos(β1
2 )cos(β2

2 )cos(β3
2 ) − sin(β1

2 )sin(β2
2 )sin(β3

2 ))+

i(sin(β1
2 )cos(β2

2 )cos(β3
2 ) − cos(β1

2 )sin(β2
2 )sin(β3

2 ))+

j(cos(β1
2 )sin(β2

2 )cos(β3
2 ) − sin(β1

2 )cos(β2
2 )sin(β3

2 ))+

k(cos(β1
2 )cos(β2

2 )sin(β3
2 ) − sin(β1

2 )sin(β2
2 )cos(β3

2 ))

(4)

Quaternion’s time series is formed by conversion of each value of a Euler’s
angles time series to unit quaternion

q(n) = qxyz(s(n)) = qxyz(β1(t0 + nΔt), β2(t0 + nΔt), β3(t0 + nΔt)) (5)

Based on the assumption that there is greater variability in the quaternion’s
angle than its axis, nonlinear analysis directed at identifying the presence of
deterministic chaos and local stability investigation is performed on the time
series formed by angles of quaternion q(n)

α(n) = 2arccos(real(q(t0 + nΔt))) (6)

3 Nonlinear Analysis Procedure for Quaternion Angle
Time Series

The nonlinear analysis procedure consists of two steps: time delay reconstruction
and the largest Lyapunov exponent estimation.

3.1 Time Delay Reconstruction

According to the Takens embedding theorem ([27]), its possible to reconstruct
the state trajectory from a single time series using the algorithm below:

y(n) = [s(n), s(n + T ), . . . , s(n + (d − 1))T ], (7)

where T is a time delay and d is an embedding dimension, which estimates
a real dimension of the observed system. The main point of the state space
reconstruction method is T and d estimation. To estimate time delay T , the
average mutual information I has been used, while for the embedding dimension
the false nearest neighbor method ([1]).

The mutual information approach is based on information theory and trans-
formation of linear autocorrelation to non-linear systems. More precisely, this
method consists of 2-dimensional adaptive histogram ([9]).
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Let’s assume that there are two nonlinear systems: A and B. The outputs
of these systems are denoted as a and b, while the values of these outputs are
represented by ai and bk. The mutual information factor describes how many
bits of bk could be predicted where ai is known.

IAB(ai, bk) = log2

(
PAB(ai, bk)

PA(ai)PB(bk)

)
, (8)

where PA(ai) is the probability that a = ai and PB(bk) is the probability that
b = bk and PAB(ai, bk) is the joint probability that a = ai and b = bk.

The average mutual information factor can be described by:

IAB(T ) =
∑

ai,bk

PAB(ai, bk)IAB(ai, bk). (9)

In order to use this method to assess the correlation between different samples
in the same time series, the Average mutual information factor is finally described
by the equation:

I(T ) =
∑N

n=1 P (S(n), S(n + T ))

log2

(
P (S(n),S(n+T ))

P (S(n))P (S(n+T ))

)
.

(10)

Fraser and Swinney ([9]) propose that Tm where the first minimum of I(T )
occurs as a useful selection of time lag Td. This selection guarantees that the
measurements are somewhat independent, but not statistically independent. In
case of absence of the average mutual information clear minimum, this criterion
needs to be replaced by choosing Td as the time for which the average mutual
information reaches four-fifths of its initial value:

I(Td)
I(0)

≈ 4
5
. (11)

The false nearest neighbours method is based on determining an acceptable
minimum embedding dimension by looking at the behaviour of near neighbours
under changes in the embedding dimension from d to d+1. The most important
assumption is that all points in the attractor that are close in �m should be
also close in �m+1. The false nearest neighbour is a point that appears to be a
nearest neighbor because the embedding space is too small. When the number
of false nearest neighbors arising through projection is zero in dimension dE , the
attractor has been unfolded in this dimension ([17]).

Assume that the dimension of space is d. The r-th nearest neighbor of y(n) is
denoted by yr(n). The distance between point y(n) and it’s r-th nearest neighbor
is a square of the Euclidean distance.

R2
d(n, r) =

d−1∑

k=0

[x(n + kT ) − xr(n + kT )]2 (12)

In going from dimension d to d + 1 by time delay embedding new coordinate
x(n+Td) is added onto each delayed vectors y(n). The distance between points
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before and after adding new coordinates is now compared. A point is designated
as a false neighbour when increase of distance is too large and the criteria below
are fulfilled.

[
R2

d+1(n, r) − R2
d(n, r)

R2
d(n, r)

] 1
2

=
∣∣∣∣
x(n + Td) − xr(n + Td)

Rd(n, r)

∣∣∣∣ > RTol (13)

where RTol is some threshold.
Authors of the method ([17]), in numerical investigations, proved that for

RTol ≥ 10 the false nearest neighbors are clearly identified.
An acceptable minimum embedding dimension is chosen by looking at the

percentage of false nearest neighbors during the addition of d + 1 components
to the delayed vectors. When the percentage of false nearest neighbors drops to
zero, a proper embedding dimension may be obtained.

3.2 The Largest Lyapunov’s Exponent

Lyapunov’s exponents examine the action of the dynamics defining the evolution
of trajectories. The largest Lyapunov exponent describes the mean divergence
between neighboring trajectories in the phase space by the following formula

d(t) = Deλ1t (14)

where D is the initial separation between neighboring points and λ1 is the largest
Lyapunov exponent. There are a few algorithms designed for the Largest Lya-
punov’s exponent estimation ([29], [23] and [16]). In this investigation Rosen-
stein’s algorithm was used.

The first stage of the Rosenstein algorithm is time delay reconstruction.
After reconstruction, for each point on the trajectory, the nearest neighbor xĵ

is found. This point minimizes the distance to the particular reference point, xj

as described below
dj(0) ≈ min

xĵ

∥∥
∥xj − xĵ

∥∥
∥ (15)

where dj(0) is the initial distance from the j-th point to its nearest neighbor,
and ‖...‖ is the Euclidean norm.

From the definition of λ1 in eq. (14) authors ([23]) assumed the j-th pair of
nearest neighbors diverge approximately at a rate given by the largest Lyapunov
exponent.

dj(i) ≈ Dje
λ1(iΔt) (16)

where Dj is the initial separation. We can take the logarithm of both sides
eq. (17)

ln(dj(i)) ≈ ln(Dj) + λ1(iΔt) (17)

Eq. (17) represents a set of approximately parallel lines (for j = 1,2,...,M),
each with a slope roughly proportional to λ1. The largest Lyapunov exponent is
calculated then by linear regression

y(i) =
1

Δt
〈ln(dj(i))〉 (18)

where 〈...〉 denotes the average over all values of j.
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Fig. 1. Stages of the nonlinear analysis procedure: mutual information, percentage of
false nearest neighbors, logarithmic divergence reconstructed attractor

4 Numerical Results

The experiment involves the analysis of gait sequences which were recorded
in the Human Motion Laboratory (HML) of the Polish-Japanese Institute of
Information Technology by means of the Vicon Motion Kinematics Acquisition
and Analysis System ([21], [15] , [13], [8]).

Gait sequences were recorded in Euler angles. Six kinds of time series were
recorded - movements of femurs, tibias and feet (left and right). The Experi-
ment’s aim was the investigation of local (associated with body parts) chaotic
behaviour occurring in a human’s gait. There were six investigations associated
with movement of all the mentioned parts of the body’s skeleton.

Fig. 1 illustrates results of successive stages of the nonlinear analysis pro-
cedure for the left femur: a) mutual information, b) percentage of false nearest
neighbors, c) divergence, d) reconstructed attractor. Based on the above figure
one can see that from the mutual information chart time delay embedding T = 21
could be obtained when the first minimum of I(T ) occurs. From the false nearest
neighbours chart embedding dimension d = 4 is obtained when the percentage of
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nearest neighbours drops to zero. From the linear regression of the logarithmic
divergence the largest Lyapunov exponent is estimated λ1 = 0.3157.

Table 1 includes results of the nonlinear analysis procedure for all mentioned
body parts. For each of them the time delay T , embedding dimension d and
the largest Lyapunov exponent have been estimated. For right foot and left
tibia negative LLEs values have been observed. It could be caused by too large
value of the estimated embedding dimension. However, negative value of the
largest Lyapunov exponent does not undermine the possible chaotic nature of
the investigated data. The positive value of the Largest Lyapunov exponent is
only one indicator of the presence of deterministic chaos. The others are fractal
structure of the reconstructed attractor or limited prediction of the investigated
system.

Table 1. Results from nonlinear analysis procedure for each body part

Body part Time delay Embedding dimension LLE

Left femur 21 4 0.3157

Right femur 20 4 0.0084

Left foot 15 4 0.0476

Right foot 16 5 −0.0206

Left tibia 33 7 −0.0450

Right tibia 23 5 0.1600

5 Conclusion

In this article, six time series captured from a large number of consecutive strides
of gait were examined. Measurements came from three parts of the body: femur,
foot and tibia. For each time series time delay reconstruction and largest Lya-
punov’s exponent estimation has been carried out. Values of all of the computed
parameters for all examined time series are gathered in table 1.

Time delay embedding for time series has already been widely explored by
various contributors. However, most of the work in the published literature
concerns only scalar time series. In this paper the method for multivariate kine-
matic’s time series is presented. The results are promising for practical applica-
tions in human gait analysis.

Analyzing time delays estimated for these time series, it can be stated that
proper time delay is different for each time series. On the other hand all of
the values are in the range [15; 33]. Embedding dimension values are from the
range [4; 7]. However the most frequent values are 4 and 5. It is probable that
the embedding dimension value for left tibia is a numerical error. One factor to
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consider is the averaging time delay and embedding dimension values in further
investigations.

Most of the largest Lyapunov’s exponents calculated values are positive. Due
to this fact human gait kinematics data exhibit the properties of chaotic behav-
ior. It could be also stated that during human locomotion, all mentioned body
parts are highly sensitive to initial conditions.
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raise the quality of the work. The author would like to acknowledge the Polish-Japanese
Institute of Information Technology for the gait sequences recorded in the Human
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Abstract. Intelligent Transportation Systems are highly dependent on
the quality and quantity of road traffic data. The complexity of input
data is often crucial for effectiveness and sufficient reliability of such
systems. Recent days, the fusion of various data sources is the topic which
attracts attention of several researchers. The algorithms for data fusion
take benefit of the advantages and disadvantages of each technology,
resulting in an optimal solution for traffic management problems. The
paper is focused on finding relations between two main data sources,
floating car data and ASIM traffic profile detectors. Time series of speed
and other information obtained from these data sources were analysed
by Granger causality with intention to use both data sources efficiently
for traffic monitoring and control during traffic incidents.

Keywords: Traffic analysis · Granger causality test · Traffic incident
detection · Floating car data · ASIM sensors

1 Introduction

Intelligent Transportation Systems (ITS) are highly dependant on the quality
and quantity of road traffic data. The complexity of input data is often crucial for
effectiveness and sufficient reliability of such systems. Recent days, the fusion of
various data sources is under the development and new algorithms for data fusion
are discussed. Common data input is traffic information such as vehicle speed
or traffic flow collected through fixed detectors placed along the road network
at strategic points. Other valuable data source based on collecting traffic data
through mobile devices and on-board units has become important as a source
that can provide accurate real-time information over a large road network and
overcomes some problems related to fixed detectors.

The floating car data (FCD) technique is based on the exchange of infor-
mation between floating cars travelling on a road network and a central data
system. The floating cars periodically send the recent accumulated data on their

c© IFIP International Federation for Information Processing 2015
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positions, whereas the central data system tracks the received data along the
travelled routes. The frequency of sending/reporting is usually determined by
the resolution of data required and the method of communication.

The most common and useful information that FCD techniques and ITS
provide is average travel times and speeds along road links or paths [6,7,11,
16,17]. They deploy FCD in order to predict short-term travel conditions, to
automatically detect incident or critical situations [3,13,15], or determine Origin-
Destination traffic flow patterns [10,12].

The reliability of all types of estimates based on FCD highly depends on the
percentage of floating cars participating in the traffic flow. Several FCD systems
were presented, integrating short-term traffic forecasting based on current and
historical FCD. However, these systems exploit data mostly from car flotillas
to deliver real-time traffic speed information throughout large cities, signalized
urban arterials or particular parts of traffic network, for example Italian motor-
way [1], Berlin [8], Beijing [9], Vienna [5], and many others.

The RODOS Transport Systems Development Centre1 operates the system
viaRODOS 2 which covers the whole traffic network of the Czech Republic [2].
Therefore, we are able to monitor traffic situation from the global perspective.
On the other hand, this globalisation brings us several restrictions. To cover the
whole traffic network, the system viaRODOS uses segmentation system which
divides the highways and speed ways onto smaller parts - segments. The location
code table from Traffic Message Channel (TMC) - a technology for delivering
traffic and travel information to drivers - is used for identification of real world
objects localization. Each row in location code table is strongly connected to a
specific geographical entity (crossroads, roads, important objects, etc.). Loca-
tions used by TMC system are set by the rules for location identification defined
by the international standard EN ISO 14819-3:1999. The location code tables for
Czech Republic is created by Central European Data Agency (CEDA), which
also addresses their certification on the international level.

The viaRODOS system operates the complex database of people and goods
mobility database integrating various types of data sources like traffic data con-
sisted of data from toll gates electronic system and ASIM traffic detectors, float-
ing car data, meteodata, and data from Uniform system of traffic information
for the Czech Republic. The appropriate combination of all the data sources and
their usage after suitable preprocessing allow us to obtain more accurate results
for traffic monitoring and control and for short-time predictions.

FCD data are usually used for quality control of static sensor infrastruc-
ture like identifying faulty traffic detectors [5], for assessment of traffic message
system quality [14], or for traffic state analysis to evaluate the effectiveness of
traffic control measures (signalling optimization). The published contributions
are focused on the exact position of the traffic detectors, mainly within urban
networks. We do not have opportunity to influence the distribution of the traf-

1 RODOS Transport Systems Development Centre: http://www.it4i-rodos.cz/
defaultEN.aspx

2 viaRODOS is available on http://www.viarodos.eu

http://www.it4i-rodos.cz/defaultEN.aspx
http://www.it4i-rodos.cz/defaultEN.aspx
http://www.viarodos.eu
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fic detectors, mainly due to its expensiveness, and have a set network of TMC
segments to measure FCD data. However, using appropriate methods and algo-
rithms, it is possible to obtain sufficient outputs for traffic management and
short-time prediction.

The paper is focused on finding relations between time series obtained from
ASIM traffic profile detectors and floating car data with intention to use both
data sources for traffic monitoring and control during traffic incidents. The com-
pared data sources are described in more detail in Section 2. The comparison was
done by identifying Granger causality, see Section 3. The experimental results
are then described in Section 4, and Section 5 concludes the paper.

2 Data Sources

Generally, data sources describing actual traffic situation on Czech motorways
can be divided into two groups - stationary data sources and floating car data
sources. Stationary data sources contain data provided by toll gates and the data
provided by ASIM sensors. However, the value of the data from the toll gates
is severely reduced by the fact, that they only contain information about large
vehicles (trucks, buses, etc.). Data from toll gates thus only describes this specific
part of the traffic, and is not usable for the description of general traffic situation.
The following text briefly describes both ASIM sensor data and floating car data
and summarizes their advantages and disadvantages.

2.1 ASIM Sensors

In the Czech Republic, the traffic situation is mostly monitored and evaluated
using the stationary data. One of the most important source of stationary data
is ASIM sensor network. ASIM sensors are placed on certain toll gates (all these
toll gates are placed on the highways). They comprise of various sensors like
passive infrared detectors and radars. They are able to distinguish individual
vehicle types, and measure their speed and intensity. Their measurements are
aggregated every five minutes and mean speed and intensity are calculated.

They have number of advantages. One of the biggest advantages is the
fact that there is no need for equipping vehicles with additional electronic
devices. Consequently, speeds of all vehicles going through a sensor are mea-
sured. Another important advantage is detail of the data. ASIM sensors provide
separate information about every lane of the monitored road. Moreover, since
the ASIM sensor is able to distinguish type of the passing vehicle, it is only data
source which is able to provide speeds and intensities for each type of the vehicle.

There are, however some serious disadvantages of these sensors. In the Czech
Republic, this network of measuring points is very sparse. There are only about
120 toll gates equipped with ASIM sensors; all of these are placed on the motor-
ways. This low density is caused by related necessary expenses – installation
of such measuring points is quite expensive. There are also other limitations.
Electronic toll gates divide roads into fragments of various length, some of them
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may extend to many kilometres. Thus, data obtained from ASIM sensors exactly
describe only traffic situation around the tollgate.

2.2 Floating Car Data

The opposite to stationary data is Floating Car Data (FCD). This approach is
based on the measurements of location, speed, travel direction and time infor-
mation from certain vehicles in the traffic. These information are obtained from
the GPS receiver inside the car and broadcast by radio unit or cell phone. Nowa-
days, an on-board unit including a GPS receiver becomes a standard equipment
of corporate fleet cars. Moreover, increasing expansion of smart phones brought
GNSS technology to our personal lives, where with combination of cheap connec-
tivity, each vehicle can become a source of this type of data. FCD have specific
discretization. For example, D1 highway is divided into the sections (TMC seg-
ments) with length from several hundred meters to few kilometres. The traffic
speed is calculated each minute as a mean of speed of all floating cars that passed
through the section in the last minute.

This approach again has several advantages and drawbacks. The number of
cars equipped with a GPS unit has doubled over the past five years. It can be
expected that the trend will continue. It implies that the number of potential
data sources will increase. Moreover, data from GPS receivers is not limited to
the predefined places so the coverage is much larger than in the case of the
stationary data.

Disadvantages come mainly from the GNSS technology itself. GPS device
as a part of GNSS technology, fails to provide precise outputs or the outputs
can be intentionally distorted. The quality of outputs can also be influenced by
many factors such as the device quality, location, weather or other unpredictable
and uncontrollable phenomena. All of this can have an impact on positioning,
ranging from meters to tens of meters. Because GNSS is based on satellite tech-
nology, GPS receiver has to be able to receive signals from several satellites. This
can prove to be difficult in some cases. Typical example is an urban area with
tall buildings which form obstacles between receiver and satellites. Then, GPS
receiver is not able to report its position.

3 Granger Causality

A variable x is said to Granger cause another variable y if past values of x help
predict the current value of y. This definition is based on the concept of causal
ordering [4]. Two variables can be correlated by chance but it is improbable that
the past values of x will be useful in predicting y, given all the past values of y,
unless x does in some way actually cause y. Granger causality is not identical
to causation in the philosophical sense, but it does demonstrate the likelihood
of such causation or the lack of such causation more forcefully than does simple
correlation. For example, where the third variable drives both x and y, x might
still appear to drive y though there is no actual philosophical causal mechanism
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directly linking the variables. However, there can be still Granger causality as
one variable may be useful for predicting the other. The simplest test of Granger
causality requires estimating the following two regression equations:

yt = γ1,0 +
l∑

i=1

γ1,iyt−i +
l∑

j=1

γ1,l+jxt−j + εt (1)

xt = γ2,0 +
l∑

i=1

γ2,ixt−i +
l∑

j=1

γ2,l+jyt−j + εt (2)

where l is the number of lags that adequately models the dynamic structure so
that the coefficients of further lags of variables are not statistically significant
and the error terms ε are white noise. Number of lags l is usually chosen using
an information criterion, in our case Bayesian information criterion. If the l
parameters γ1,l+j are jointly significant according to the F-test then the null
hypothesis that x does not Granger cause y can be rejected. Similarly, if the
l parameters γ2,i are jointly significant according to the F-test, then the null
hypothesis that y does not Granger cause x can be rejected. This test is Granger
causality test.

4 Experimental Results

Two toll gates with ASIM sensors and their appropriate FCD segments were
chosen for the experiments. The first toll gate (labeled 34.1) is placed on 195.7th
km of D1 motorway in direction to Ostrava and the other (labeled 15.2) is placed
on 117.7th km of D1 in direction to Prague. Lengths of their corresponding FCD
segments are roughly 2 km in both cases and the gates are placed in the middle of
the segments. These gates and segments were chosen because of higher frequency
of traffic incidents in these locations. These locations are also interesting because
the first one is located near the city and the other one is not. Data comes from
period of March to April 2014.

As it was mentioned in the introduction, our main interest is in determination
of relationship between FCD and ASIM data also during the traffic incidents,
respectively, whether this relation is causal or not. In case of longer time series
without any incidents it can be quite unsurprisingly shown that there exists a
causal relationship. This causality in case of gate 34.1 and its corresponding
segment can be seen in Figure 1.

From the perspective of Granger causality test, both relations are causal
(i.e. ASIM contains significant information about FCD and vica versa). In case
of ASIM time series causing FCD time series, test statistic has value of 51.82
with critical value of 2.7 and in case of FCD causing ASIM, value test statistic
was 12.36 with critical value 2.3. Therefore, in both cases we can reject null
hypothesis that there is no causality between the time series. Similar results
were received in case of other sensors-segments and time periods.
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Fig. 1. Time series of speed from ASIM sensor 34.1 and corresponding FCD segment
form the third week of march 2014

Based on this we can declare that ASIM time series can be used for comple-
tion and prediction of FCD series and vice versa. It would not be difficult as,
most of the time, traffic is periodic and easily predictable. This is, however, of
little use as the most interesting part of the traffic are the traffic incidents. It is
quite possible that margin of error allowed by the Granger causality can come
from these rare events. Therefore, it is important to know whether these causal
relations work even in case of traffic incidents on shorter time series. There were
16 incidents detected by our method during observed period (six in case of sen-
sor 34.1 and ten in case of sensor 15.2). Results from Granger causality tests
performed on these incidents can be seen in Tables 1 and 2 (T is test statistic
and k is critical value; tests which have not confirmed causality are marked by
red colour).

Table 1. ASIM sensor 34.1 causality

Time of incident
ASIM causes FCD FCD causes ASIM

[T/k] [T/k]

8. 3. 2014 14:36-17:20 0.84/3.85 3.69/3.87

21. 3. 2014 16:19-17:55 6.49/3.89 9.7/3.04

16. 4. 2014 16:11-17:21 1.04/3.87 17.34/3.87

18. 4. 2014 16:49-18:48 0.51/3.87 19.07/3.1

23. 4. 2014 9:46-10:27 44.28/3.89 7.17/3.04

29. 4. 2014 17:00-18:33 18.51/3.87 5.92/3.88

Three different kinds of outcome can be seen in Table 1 and Table 2. The first
one is that both causality tests were passed. This is the most usual outcome and
it implies that both ASIM data and FCD data react on the incident at roughly
the same time. It probably means that incident happened somewhere near the
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Table 2. ASIM sensor 15.2 causality

Time of incident
ASIM causes FCD FCD causes ASIM

[T/k] [T/k]

24. 3. 2014 9:17-21:05 14.02/3.85 21.75/3.85

25. 3. 2014 7:13-12:15 5.14/3.02 15.89/3.86

25. 3. 2014 17:05-21:07 16.73/3.01 0.63/3.86

26. 3. 2014 9:01-10:16 1.55/3.87 0.7/3.87

26. 3. 2014 14:13-15:05 0.16/3.92 3.42/3.93

26. 3. 2014 15:36-20:17 7.35/3.88 3.03/3.02

28. 3. 2014 15:55-19:16 0.88/3.86 5.24/3.86

1. 4. 2014 16:05-16:46 8.41/3.89 9.71/2.05

10. 4. 2014 16:40-17:33 14.07/3.87 16.20/3.02

22. 4. 2014 7:30-9:56 12.89/2.40 9.52/3.88

toll gate with ASIM sensor. Such incident can be seen in Figure 2. The fact that
this outcome represents more then a half of the detected incidents means, that
most of the time, both of the sensors react well and at the similar time on the
development of the traffic.
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Fig. 2. Time series of speed from ASIM sensor 15.2 and corresponding FCD segment
form 24. 3. 2014

The second possible outcome is that there is only one way causality between
the time series. Such example is in Figure 3. It happens either when the incident
is further from the toll gate with ASIM and is sooner registred by FCD or is
located in the close vicinity of the ASIM sensor. Due to the sparsity of the
ASIM sensor network (sensors on D1 are placed about 12 km apart), it is much
more usual that FCD data detects the incident sooner than ASIM sensors and
are therefore usable for the predictions of speeds in ASIM sensor time series.
Opposite scenario is much rarer. If we take into account the fact that most of
the time both series are roughly equivalent, we can assume that it is quite safe
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Fig. 3. Time series of speed from ASIM sensor 15.2 and corresponding FCD segment
form 25. 3. 2014

to predict ASIM speed time series from FCD time series. If we try it other way,
there is greater possibility of failure due to the sensor sparsity.

The third possible outcome is that there is no causality either way. These
outcomes prove to be problematic because they cannot be easily explained and
can imply some problems regarding predictability. Because of this fact, they will
be thoroughly analyzed.

The first of the three analysed incidents is the incident from 8.3.2014 from
195.7th km of D1 in the direction to Ostrava. Time series from FCD and ASIM
are shown in Figure 4. The figure shows an apparent disparity in the data
between FCD and ASIM data. This is a very busy part of the D1 motorway.
This FCD segment is placed between major motorway ramps. One ramp leads
to the motorway to Vienna and the other one to motorway to Bratislava. The
segment is approximately 2300 m long and ASIM sensor is installed 1400 m from
the beginning of the segment.

There was short-term closure of the left lane realized on this segment on
8.3.2014. This meant a reduction in the number of lanes. Beginning of this
short-term closure was on 195.2 km and end of this closure was on 195.6 km,
approximately 700 meters before the ASIM sensor. The short-term closure was
implemented between 3:00 p.m. and 6:00 p.m. A traffic column was created in
the front of the closure, which is visible in the FCD data in Figure 4. However,
data from ASIM sensor show no traffic problem. This is because the column
was created in front of traffic restrictions, but ASIM sensor is placed behind the
restriction where the traffic flow is not restricted. Despite relative closeness of
the incident to the ASIM sensor, it has failed to detect it. This situation confirms
fact that to predict FCD time series from ASIM can be inaccurate. On the other
hand, the FCD data source can be used to monitor the situation.

On 24. 3. 2014 at 9:00 at 112th km started the modernization of the D1
motorway. The repaired section started at 112th km and ended at 104th km
in the direction to Prague. In the period between the 24.3. and 30.3. 2014, the
traffic was restricted to one lane. Such traffic engineering measures at places with
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Fig. 4. Time series of speed from ASIM sensor 34.1 and corresponding FCD segment
form 8. 3. 2014

so intense traffic always cause problems and so it was in this case. Both traffic
incidents with no causality happened during this period. Bottleneck, the place
where two lanes were merging into one was placed at 112.5th km. Beginning (or
more exactly the end) of TMC segment was distanced approximately 3500 m
against the road direction (116th km) from the bottleneck and ASIM sensor was
placed additional approximately 1500 meters from the beginning of the segment.
This TMC segment was about 3500 meters long.

0 50 100 150 200 250 300
20

40

60

80

100

120

140

Time (minutes)

S
pe

ed
 (

km
/s

)

 

 

FCD speed
ASIM speed

Fig. 5. Time series of speed from ASIM sensor 15.2 and corresponding FCD segment
form 9:00 26. 3. 2014

The exported data from FCD and ASIM sensor show that in the first and the
second day of reconstruction (24. 3. and 25. 3.) there were long traffic columns
with length of more than 5 km almost all the day in the front of the merge. In
those days, the speeds from FCD data and ASIM sensor were almost identical.
This phenomenon was caused by the very rapid formation of traffic columns,
which reached the ASIM sensor within minutes. The next day (26. 3.), it is
already evident that after a series of media reports a certain percentage of drivers
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chose to postpone their trip, or chose another type of transport. This fact caused
formation of shorter columns and their slower formation, which is evident in the
difference between the speed of FCD and ASIM sensor (see Figure 5). Because
the column has started reaching FCD segment, but has not reached the ASIM
sensor, the speed of the FCD reduced, but the monitored detection sensor was
still recording the speed of freely moving traffic flow. This is evident from the
incident that happened on 26. 3. 2014 between 9:00 and 10:00 when the column
intervened into the FCD segment, but has not reached the measured profile. In
case of the next incident (14:00 on the same day), the column reached ASIM
sensor yet.
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Fig. 6. Time series of speed from ASIM sensor 15.2 and corresponding FCD segment
form 14:00 26. 3. 2014

From Figure 6 there is apparent delay in detection on the column by ASIM
sensor. This is caused by slow formation of the column. The same is true in
case of the dissolution of the column. The speed at first rises in ASIM sensor
measurements and then gradually increases in FCD data. Only at the moment
when the column does not interfere with the measured segment, traffic speeds
again start to match. This again proves that prediction of FCD time series from
ASIM is problematic due to the many specific configurations where profile sensor
fails to detect traffic incident.

5 Conclusion

In this article, we have analysed Granger causality of speed time series from FCD
and ASIM sensors with special focus on the traffic incidents. It was determined
from the obtained results that in more than a half of incidents, there is Granger
causality between FCD and ASIM data in both ways. In the other cases, there
was only one way causality. It was mostly due to the fact, that when the incident
happens some distance from the ASIM sensor, FCD is usually much swifter to
record this incident than ASIM. Sometimes there is no causality at all between
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these time series but by thorough analysis of these incidents, we have proven
that again this is caused by static nature of ASIM detectors which fails to detect
some phenomena that can happen even in its close vicinity. Therefore, we can
summarize that it is quite reliable to predict values of ASIM time series from
FCD during the traffic incidents. Predicting FCD from ASIM can work most of
the time too but is nowhere as reliable due to the nature of the sensor.

Results of this analysis underline importance of FCD data in Czech motorway
traffic. ASIM sensors provide valuable information, but due to their sparsity are
not able to describe accurately traffic in its entirety. They are failing especially
when the traffic column is not long enough to reach the ASIM sensor or in the
areas with many ramps. Due to this fact, it is very important to incorporate FCD
data to any traffic model for Czech motorways. FCD-based analyses are very
flexible, especially in an environment where it would be difficult (for economic
or organizational reasons) to install dedicated static sensor infrastructure such
as ASIM.

The intelligent combination of FCD with on-road sensors represents the per-
fect inputs to dynamic traffic models. New algorithms for data fusion will take
benefit of the advantages and disadvantages of each technology, resulting in an
optimal solution for traffic management problems.

In the near future, we are planning to find and implement methods for pre-
diction in the analysed time series. These methods will be based on advanced
approaches like Bayesian networks and Neural networks and will utilize results
from this article.
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Abstract. In this paper we investigate the problem of verification of
business processes specified with ArchiMate language. The proposed
solution employs model checking techniques. As a verification platform
the state of the art symbolic model checker NuSMV is used. We describe a
method of fully automated translation of behavioral elements embedded
in ArchiMate models into a representation in NuSMV language, which
is then submitted to verification with respect to requirements expressed
in CTL. The requirements specification can be entered by user, but we
also propose to derive some of them automatically, based on analysis of
control flows within business processes. The solution was implemented
as a plugin to Archi, a popular ArchiMate modeling tool. Application of
the method is presented on an example of a small business process.

Keywords: Formal verification · Model checking · Business process ·
ArchiMate · NuSMV

1 Introduction

In this paper we investigate an application of model checking techniques to
automated verification of behavioral description embedded within ArchiMate
models. ArchiMate is a lightweight language providing a uniform representa-
tion of enterprise architecture [22]. The language comprises elements of various
types, however, constructs allowing to model behavior can be found only in the
Business layer. They include events, processes (also understood as activities),
interactions, collaborations and several types of junctions. Therefore, the veri-
fication of ArchiMate behavioral elements falls into a wide domain of business
process verification [17].

Business models can comprise a large number of processes. For clarity reasons
they are often depicted in form of several views, that cover only selected parts
of the model. In consequence, behaviors embedded in the model are distributed
among the views, what often makes them difficult to track. Although modeling
tools offer support for local syntax checking, e.g. correct use of links between
elements of the graphical language, some structural errors remain undetected,
especially those resulting from incorrect use of synchronization mechanisms [17].
Partial analysis of model behavior can be performed by simulation techniques,
c© IFIP International Federation for Information Processing 2015
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however, only application of formal methods can give unequivocal answer that
the verified model exhibits desired properties.

Formal system verification can by done either by deductive reasoning or
model checking [9]. Deductive reasoning consists in formulating theorems speci-
fying desired system properties and proving or falsifying them using manual or
automated techniques. The advantage of deductive reasoning methods is their
ability to verify systems with infinite domains (number of states). However, they
give very little information on causes, if the verified property does not hold.

Model checking allows to verify a concurrent system modeled as a finite state
transition graph against a set of specifications expressed in a propositional tem-
poral logic. It employs efficient internal representations and quick search proce-
dures to determine automatically, whether the specifications are satisfied along
the computational paths. Moreover, if a specification is not met, the procedure
delivers a counterexample that can be used to analyze the source of the error.
The main problem faced by model checking is the state explosion [8]. At the very
beginning only small examples could have been processed. A significant progress
in this technique was achieved with application of ordered binary decision dia-
grams (OBBD) [4] allowing to model systems consisting of millions of states and
transitions.

Although formal tools reached state of the art, they are not commonly used in
engineering practice. According to Huuck [13] three factors decide on successful
application of formal tools: they should be simple to use, the time spent on model
preparation and verification should be comparable with other user activities,
and, finally, a tool should provide a real value, i.e. deliver information that was
previously not available.

The goal of our work was to develop a software tool that fully automatically
translates behavioral elements of a business model expressed in ArchiMate lan-
guage to a corresponding finite-state graph required by a model checker. We were
also attracted by an idea of deriving automatically requirements specifications
based on control flows within business processes.

As a verification platform the state of the art symbolic model checker NuSMV
[5] is used. NuSMV allows to enter a model being a set of communicating finite
state machines (FSM) and automatically check its properties specified as Com-
putational Tree Logic (CTL) or Linear Temporal Logic (LTL) formulas. For a
given temporal logic formula F , NuSMV provides the answer that F is satisfied
by the model or it delivers a counterexample falsifying it.

The concept of verification system is presented in Fig. 1. The business model
is defined within Archi [2], a well known ArchiMate modeling tool. We have
developed an Archi plugin that extracts a subgraph of ArchiMate behavioral
elements and transforms it into NuSMV model descriptions.

As a specification language CTL is used. Basically, a specification of system
properties is entered by a user. This is a manual task, that requires a certain
insight into the business process, as well a knowledge of mapping of its elements
onto NuSMV model. However, a part of the specification is generated automat-
ically by an analysis of the process structure.
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Fig. 1. The concept of the verification system

The paper is organized as follows: next Section 2 discusses various approaches
to data verification of business models. It is followed by Section 3, which presents
ArchiMate language. In Section 4 the translation procedure is described. Appli-
cation of the presented approach to a business process verification is presented
in Section 5. Section 6 provides concluding remarks.

2 Related Works

Application of formal methods to verification of business processes was sur-
veyed by Morimoto [17]. Author distinguished three prevalent approaches: based
on automata, Petri nets and process algebras. The first approach consists in
translating the process description into a set of communicating automata (state
machines) and performing model checking with such tools, as SPIN or UPPAAL
In analysis of Petri net models basically simulation techniques are used, espe-
cially in case of more expressive colored Petri nets.

Model checking has an established position in verification of business pro-
cesses. I was applied in [23] to BPMN models extended with temporal and
resource constraints. In [1] verification of of e-business processes was achieved by
translation to CSP language and checking refinement between two specifications.
In [16] authors implemented a system that translates BPEL specification into
NuSMV language and then allows to check properties defined as CTL formu-
las. Three types of correctness properties were analyzed: invariants, properties
of final states and temporal relations between activities. The first two can be
classified as safeness, the last as the liveness property. Similarly, in work by
Fu et al. [11] CTL was applied to the verification of e-services and workflows
with both bounded and unbounded number of process instances. Work [10] dis-
cusses verification of data-centric business processes. The correctness problem
was expressed in the LTL-FO, an extension to the Linear Temporal Logic, in
which propositions were replaced by First Order statements about data objects.

In our previous works [14,15] we proposed a method for verification of Archi-
Mate behavioral specifications based on deductive reasoning. The described app-
roach consisted in transforming ArchiMate model into a set of LTL formulas,
then extending it with formulas defining desired system properties and formally
proving them using semantic tableaux method.
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NuSMV [5] is a state of the art model checker that has been succesfully
used for various verification tasks including formal protocol analysis [7], verifi-
cation of requirements specification [12] or planning tasks [3]. The package uses
a special language (named also NuSMV) to define the verified model as a set
of linked finite state machines, as well as its specification in form of temporal
logic formulas. The model submitted to the verification tool must be manu-
ally coded in NuSMV language or generated from another language amenable
to state transition system, e.g a state charts [6] or reachability graphs of Petri
nets [20].

3 Archimate

ArchiMate [22] is a contemporary, open and independent language intended for
description of enterprise architectures. It comprises five main modeling layers
shortly characterized below. The Business layer includes business processes and
objects, functions, events, roles and services. The Application layer contains com-
ponents, interfaces, application services and data objects. The Technology layer
gathers such elements as artifacts, nodes, software, devices, communication chan-
nels and networks. Elements of the Motivation layer allow to express business
drivers, goals, requirements and principles. Finally, Implementation&Migration
layer contains such elements, as work package, deliverable and gap.

ArchiMate allows to present an architecture in the form of views which,
depending on the needs, can include only items in one layer or can show vertical
relations between layers, e.g.: a relationship between a business process and a
function of the component software.

ArchiMate was built in opposition to UML [19], which can be seen as a collec-
tion of unrelated diagrams, and Business Process Modeling Notation BPMN [18]
which covers mainly behavioral aspect of enterprise architecture. The definition
of a language has been accompanied by an assumption, that in order to build an
expressive business model, it is necessary to use the relationships between com-
pletely different areas, starting from business motivation to business processes,
services and infrastructure.

Archimate provides a small set of constructs that can be used to model behav-
ior. It includes Business Processes, Functions, Interactions, Events and various
connectors (Junctions), which can be attributed with a logical operator specify-
ing, how inputs should be combined or output produced. According to language
specification casual or temporal relationships between behavioral elements are
expressed with use of triggering relation. On the other hand, Archimate models
frequently use composition and aggregation relations, e.g. to show that a process
is built from smaller behavioral elements (subprocesses or functions).

Although the set of behavioral elements seems to be very limited when com-
pared with BPMN [18], after adopting a certain modeling convention its expres-
siveness can be similar [21]. An advantage of the language is that in allows to
comprise in a single model a broad context of business processes including roles,
services, processed business objects and elements of lower layers responsible for
implementation and deployment.
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4 Model Generation

This section discusses language patterns that can be used to model ArchiMate
elements in NuSMV, as well as details of the translation procedure.

4.1 ArchiMate Model

The internal structure of an Archimate model constitutes a graph of nodes linked
by directed edges. Both nodes and edges are attributed with information indicat-
ing a type of element or relation. Generating NuSMV code describing behavioral
aspects of Archimate model we focus on components of the Business layer : pro-
cesses (interactions, functions), events and various junctions.

It should be noted that Archimate behavioral constructs have no precisely
defined semantics. In fact, translation from Archimate specification to NuSMV
assigns a semantics, which, although arbitrarily selected, follows a certain intu-
ition, e.g. how to interpret an activity or an event.

Definition 1 (Archimate Model). ArchiMate model AM is a tuple 〈V,E,C,
R, v, e〉, where V is a set of vertices, E ⊂ V × V is a set of edges, C is a set
of ArchiMate element types, R is a set of relations, vt : V → C is a function
that assigns element types to graph vertices et : E → R assigns relation types to
edges.

As we focus on business layer elements that are used to specify behavior, it is
assumed that C ={Process, Function, Interaction, Event,Junction, AndJunction,
OrJunction, Other} and R ={triggering,association,composition, other}.

4.2 NuSMV Model

The basic structural unit in NuSMV language is module understood as a set of
variables and statements that assign to them initial values and define a transition
relation. Depending on the module definition, we may distinguish input variables
corresponding to stimuli, internal state variables and output variables (actions).

Definition of a module introduces a new type that can be instantiated. Hence,
it is possible to declare a variable of a module type and bind it during declaration
resembling a constructor call to a number of input variables.Subsequent variables
definitions may reference outputs of other modules instances as their inputs. This
allows to define a system of communicating state machines of desired complex-
ity, which propagates input stimuli to its components causing subsequent state
changes and generation of output signals. Typically, the model integration is
achieved within the special main module, however, it can be distributed among
lower level modules, which are referenced from main.

After an analysis of components used to describe ArchiMate processes the
following basic modules were identified and implemented:
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– atomicProcessn: n-ary atomic process has exactly one input, one primary
output and n additional outputs, which can be activated if one of n excep-
tions occurs. The exception should be modeled in ArchiMate as an event
linked with the process by an association relation.

– event: has only one input and one output (a boolean flag). Multiple recipients
may use this flag as trigger.

– andFork: used to model AndJunction in Archmate. The module construc-
tion is analogous to event.

– andJoinn: n-ary andJoin produces output signal, if all n inputs are set to
TRUE.

– xorForkn: n-ary xor-fork have one input and n outputs. Upon module acti-
vation, only one from outputs will be triggered.

– xorJoinn: n-ary xor-join has n inputs and sets the output flag if any of them
is set. Moreover it tracks the number of inputs, e.g. if two from n inputs are
activated, the output flag will be set twice.

Fig. 2 shows the state diagram of the module atomicProcess1. The num-
ber 1 indicates the number of additional outputs activated as a result of excep-
tion occurrence. The process is activated by the input signal trigger. Upon signal
arrival it makes the state transition from idle to started. Then a choice can be made
between the states finished and interrrupted1. Synchronously, the corresponding
output variable is set: either outflag or exccptflag1 to TRUE. The output variable,
whichever is set, will be cleared during the transition to idle state.

Fig. 2. State machine modeling an atomic process

The NuSMV code for the module is given in Fig. 3. It should be mentioned,
that n exceptional outputs, we generate module atomicProcess n with states
interrupted1,. . . , interrruptedn and n output flags exceptflag1,. . . , exceptflagn.

4.3 Generation Procedure

The generation procedure consists of the following stages:

1. Refactoring. With relation to the numbers of inputs and outputs, it is
expected that elements fall into one of two classes: 1 : m (one input and
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Fig. 3. NuSMV code of the module atomicProcess1 (the number 1 indicates number
of exceptional outputs)

m outputs) or n : 1 (m inputs and one output). Hence elements with the
arity n : m are replaced by two two elements: the first is an appropriate
xorJoin or andJoin of arity n : 1. The second is an atomic process, event or
fork of arity 1 : n.

2. Assigning representation. For each element, based on its type and numbers
of inputs/outputs, an appropriate NuSMV module type is selected and con-
figured. Only required modules are generated. E.g. if the specification uses
only processes with one and three exceptional outputs, only modules defining
atomicProcess1() and atomicProcess3() will be generated.

3. Main module generation. This step comprises declaration of variables and
linking them. For roots (modules without inputs) appropriate initial vari-
ables and transitions are added as well.

4. Specification generation. The implemented procedure analyses the graph of
elements and generates CTL specifications. See Section 4.5.

4.4 Small Example

We will discuss the effects of the generation procedure on a small process example
presented in Fig. 4. The whole process is activated upon occurrence of the event
Start. Then the subprocess P1 is launched. If P1 terminates correctly, the event
Stop is produced. However, P1 execution can be interrupted by the event Excpt,
which triggers the subprocess P2. After finishing P2 a decision is made, whether
the whole process should terminate (abort) or P1 should be launched once again
(retry).

The generated NuSMV code for the main module is presented in Fig. 4
below the ArchiMate diagram. It can be noticed, that variables definition
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Fig. 4. Sample ArchiMate specification and corresponding NuSMV main module code

are unordered and the code contains forward references, e.g. the output
variable P1.excptflag1 is referenced before P1 definition. The event Stop
has two inputs. As the result of model refactoring an OrJunction (variable
Junction Before Stop) was introduced into the model. For the event Start con-
stituting a root element, the boolean variable Start trigger with corresponding
transition was added.

4.5 Generation of Specification

As a specification language we use CTL, which allows to formulate properties
applying to a tree of computations (paths) starting from a given state. As the
tree defines a set imaginable futures, CTL is called the branching time logic.
CTL formulas are combinations of two types of operators path quantifiers and
linear-time operators. The path quantifiers are: A (for every path in a tree) and
E (there exists a path in a tree). Temporal operators include: G (Gp means that
p holds true globally in the future) and F (F p means that p holds true sometime
in the future).

Typically a specification formally describing requirements is entered by a
user. However, we tried to derive some liveness requirements based on control
flows within ArchiMate model (see Definition 1). The implemented procedure
generating a set of specifications comprises the following steps:

1. Build a set of paths Π = {πi} within the Archimate model,
2. Restrict elements in πi to events only (elements from the set Evt)
3. Build a partial mapping R : Evt → 2Evt

4. Generate the specification for each pair (ei, R(ei)) in R

In the first step (1) a depth-first search starting from roots (ArchiMate
elements having no predecessors) is performed. It returns a set of paths Π =
{πi} comprising ArchiMate elements linked by control flow relation. For a path
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πi = (eib, . . . , eie), its last element eie is either a final element in the model
(without successors) or a branching element (already present in πi). The set of
obtained paths reflects only topological relations within the process model. The
procedure does not attempt to interpret the model according to any behavioral
semantics. This is left to the verification tool.

In the step (2) the paths from Π are restricted to ArchiMate elements being
events. We decided to focus in requirements specification on elements of Event
type, because in business process definitions they are typically used to mark
important process states (e.g. initial, final and intermediate events).

In the next step (3) a partial mapping R : Evt → 2Evt is built. The mapping
R assigns all (potentially) reachable events to first events appearing in paths
from Π

Finally, in the step (4) for each event e ∈ dom R, a pair (e,R(e)) is converted
into a set of specifications taking the form of (1), where G = {AG,EG}, F =
{AF,EF} and O = {∨,

∧}.

G((f → F( O
li∈R(f)

li))) (1)

For the process presented in Fig. 4 an example of generated CTL specifi-
cation is: AG (Start.outflag -> EF (Stop.outflag | Excpt.outflag)). It
is equivalent to the statement: for every path, starting with Start event, it
is possible to reach a state, where Stop or Excpt events occur. This require-
ment is obviously true. Another generated specification: AG( Start.outflag ->
AF( Stop.outflag & Excpt.outflag )) is false, as justified by a counterexam-
ple path comprising 14 elements produced by NuSMV.

5 Business Process Example

In this section we present a more realistic example of ArchiMate specification
describing a process of selling a product (a service) to a client. The process is
divided into two stages: preparation presented in Fig. 5 and finalization (Fig. 6)
separated by the event Contract Prepared. The finalization phase is far more
complex. During execution of the Acceptance subprocess two events: Timeout
and Rejection may occur and in consequence loop back the whole process to a
previous stage. Contract signing by both parties, as well as Implementation and
Signed contract scanning are placed between ArchiMate AndJunctions (forks
and synchronization joins.)

Based on this specification the NuSMV model was generated. During refac-
toring phase second AndJoin in Fig. 6 was split into two (serving as join and
fork). Another join was added before the interaction Terms negotiation. The
main module of NuSMV comprised 22 finite state machines, whereas the flat-
tened model consisted of 47 state variables. Considering their ranges, the whole
state space comprised 39 · 237 · 5 = 1.35 · 1016 states, whereas the number of
reachable states calculated by NuSMV based on the internal OBDD representa-
tion was equal to 7.039 · 107. The transition relation was total, i.e. no deadlocks
were present.
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Fig. 5. Preparation stage

Fig. 6. Finalization stage

Examples of automatically generated specifications based on control flow are:

1. AG( Start.outflag ->
AF( Stop.outflag | Timeout.outflag | Rejection.outflag ))

2. AG( Start.outflag ->
AF( Stop.outflag & Timeout.outflag & Rejection.outflag ))

The first was checked to be true, whereas the second, as expected, occurred
false. The path constituting a counterexample for the second specification com-
prised 42 states.

An example of a user-defined CTL specification equivalent to the statement
that all contracts signed by a client are finally scanned is:
AG (Signing by Client.outflag ->(AF Scan Signed Contract.outflag )).
NuSMV reported is as true.

For the presented example verification of one CTL specification took about 43
seconds. However, after applying dynamic variable ordering this time decreased
to 6.64 sec. We may conclude that although the state explosion is alleviated
in NuSMV by employing internal OBDD representation, it seems that it still
remains a problem. Hence, dedicated model generation techniques focusing on
keeping models compact, e.g. generating partial models, should be employed.



142 P. Szwed

6 Conclusions

This paper investigates the problem of automatic verification of behavioral spec-
ification embedded within ArchiMate models. We were motivated by an idea of
developing a solution tightly integrated with Archi modeling tool that would
allow to extract behavioral elements from an ArchiMate specification, then fully
automatically translate it into a model in NuSMV language and finally verify
it with the NuSMV model checker. Requirements specification in form of CTL
formulas can be entered by user, but the implemented tool is capable of gen-
erating specifications based on analysis of control flows. We discuss methods of
model transformation applied in the implemented software: language patterns
used to model atomic processes and other elements, as well as rules for translat-
ing them into NuSMV modules. Finally, application of the method is presented
on an example of a business process.

An issue that requires closer investigation is the time efficiency of the veri-
fication process. Surprisingly, papers discussed in Section 2, which claim to use
the NuSMV model checker, do not provide evaluation data on complexity of ver-
ified processes and verification times. On the other hand, sample specifications
distributed with NuSMV are built manually and optimized. The main factor
influencing memory usage is the ordering of OBDD variables used in internal
representation. Many NuSMV models are distributed with files defining order-
ing, which was determined by performing a separate optimization task.

ArchiMate is primarily a modeling language. It does not define semantics
of behavioral elements. Application of certain modeling patterns and methods
of translating them to a NuSMV language is an arbitrary decision related to
assumed semantics. Probably, several options and alternatives controlled by pro-
gram parameters should be considered.
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Abstract. This paper presents an algorithm for dynamic travel time
computation along Czech Republic highways. The dynamism is repre-
sented by speed profiles used for computation of travel times at speci-
fied time. These speed profiles have not only the information about an
optimal speed, but also a probability of this optimal speed and the prob-
ability of the speed which represents the possibility of traffic incident
occurrence. Thus, the paper is focused on the analysis of paths with the
uncertainty created by traffic incidents. The result of the algorithm is
the probability distribution of travel times on a selected path. Based on
these results, it is possible to plan a departure time with the best mean
travel time for routes along the Czech Republic highways for a specified
maximal acceptable travel time. This method will be a part of a larger
algorithm for dynamic traffic routing.

Keywords: Time-dependent route planning · Speed profiles ·
Uncertainty · Traffic events · Floating car data

1 Introduction

Finding the fastest paths by travel time is a common feature of navigation ser-
vices, because the efficient route planning on a road network saves time and
money of drivers. Traffic data about road networks can be used to obtain more
accurate results. However, most navigation services use only simple statistical
aggregates of historic travel times on roads for computation of the paths, even
though this is not sufficient if there are traffic incidents on the roads, so likely
on real road networks.

Finding the best route within the real road network is affected by a departure
time of the vehicle. Some roads can be congested at the time of rush hours, which
leads to larger delays. In such environment, route planning can be modelled as
time-dependent shortest path problem [14] with variable travel times as edge
weights. The resulting path is then determined by the departure time.

Dijkstra’s algorithm [6] solves this problem if the non overtaking property
is guaranteed [4], stating that later departure can not lead to earlier arrival.
c© IFIP International Federation for Information Processing 2015
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There are many adaptations and extensions of time-dependent Dijkstra’s algo-
rithm, for example Contraction Hierarchies [1] and SHARC [5]. These algorithms
use some precomputed information to speed up the shortest path queries.

The main disadvantage of time-dependent route planning is that it does not
take uncertain events into account. Travel times on the edges are computed as
aggregates of available traffic data [15], even though this is not sufficient in many
cases [7,9]. For example, if there are irregular but recurrent traffic congestions
at some road, we should consider it in computation of the path and try to find
another route [12]. Even though the probability of the congestion can be very
low, the delay in the case the congestion happens can be very long. For this
reason, we have to consider uncertain traffic events and their probabilities in the
computation of the path [13,17].

Traffic incidents and congestions cause uncertainty of travel times. The main
idea of this paper is to analyze paths with the uncertainty created by traffic inci-
dents. Some paths are driven through more frequently than others and therefore
it is desirable for drivers to know how travel times on these paths are affected
by the traffic incidents. To achieve this, we need to extract information about
the traffic incidents from the traffic data. The process of incident extraction as
well as our algorithm and its continuity on traffic routing is described at section
3. Section 4 presents experiments of our algorithm.

We use the road network created from Traffic Message Channel (TMC) seg-
ments in the Czech republic, because it represents the backbone of the real road
network and it covers the whole Czech republic evenly. TMC is also a standard
used in GPS navigations.

2 Time-Dependent Route Planning with Probability

Some algorithms [2,3,10,16] try to find a solution for time-dependent shortest
path problem in uncertain networks from the global point of view. The algo-
rithms work on the whole network and try to minimize travel time with a set
probability or to maximize the arrival probability with a set travel time. How-
ever, even in case of small traffic networks, the global approach is very time
demanding. In the case of very large networks, it is impossible to compute all
the possibilities across all the possible paths. There are broadly two approaches
how to deal with this problem.

The first one is to use some form of precomputed results [11,17]. We do not
consider this approach attractive. Thanks to the access to all sensors on Czech
Republic highways, we can recompute speed profiles quite often, depending on
the situation on the road. For example, it is sensible to recompute these pro-
files when the highway is undergoing reconstruction. Such frequent speed profile
recomputation compromises all the performance advantages of routing based on
pre-computation.

Therefore, we propose to use the second possible approach. This approach
is based on some form of the problem simplification. It does the same as other
algorithms, but from the different point of view. In the first step of our algorithm,
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several time-dependent shortest paths between two vertices are found (without
their travel time uncertainty). In the second step, a probability function of travel
time is computed on these paths. As the next step, we can analyze these results,
compare them with each other, and suggest detours by identification of edges
with the biggest travel time slow down or the arrival probability decrease. The
choice of the best path can be based on various characteristics, like mean travel
time or its variance. The progress of the algorithm can be summarized into the
following steps:

1. Input origin, destination and desired departure time.
2. Perform deterministic dynamic routing to receive n best paths.
3. Perform probabilistic travel time computation on these paths.
4. Analyse received paths and their travel times to propose improvements (short

detours or better departure time).
5. Recommend the best route and departure time based on preferred criterion.

The main aim of this paper is to propose a solution to the third step of the
algorithm (highlighted by the bold font). The rest of the algorithm is currently
under the development and will be published in the near future.

3 Probabilistic Travel Time Computation

The focus of this paper is on the computation of travel times and their probabili-
ties on the selected path. Let G = {V,E} be a directed graph created from a road
network, where vertices represent intersections and edges represent roads. Our
selected path starts at a vertex u and ends at a vertex v. We choose departure
time td and compute time-dependent shortest path with optimal speed profiles as
edge weights to obtain optimal path Po = {u = v0, e0, v1, e1, . . . , vn−1, en−1, vn =
v} by travel time for td, let’s denote travel time of this path as to. Then we com-
pute travel times and their probabilities for other combinations of speed profiles,
which means travel times and their probabilities grow as binary tree with root
node represented by u, leaf nodes represented by v and each path between u
and v represents one specific combination of speed profiles. Binary tree is a tree
data structure in which each node has at most two children. There can be any
number of nodes in between u and v and exact number depends on a number of
speed profiles.

The tree can be very large, so we have to introduce some constraints. We
choose s as a percentage constraint of a maximum allowed slow down of com-
puted paths compared to to. The computation of travel times and their prob-
abilities is based on depth-first search on the sequence of edges e0, e1, . . . , en−1

and at each vertex vi : i = 1, 2, . . . , n, we compute the actual travel time ta to
this vertex. Then we compute the remaining optimal time tr as optimal time
from vi to v. The computation of the path for some given combination of speed
profiles can be stopped if ta + tr > (1 + s)to, which means the tree does not
have to be expanded at these vertices and is effectively truncated. The example
of travel time tree is presented on Fig. 1. Some nodes are not expanded because
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Fig. 1. Example of the specific travel time tree

they do not satisfy certain slow down condition s. See Algorithm 1 for pseudo
code of our algorithm.

Algorithm 1 Compute travel time probabilities for given array of edges, depar-
ture time and slow down
1: procedure TravelTimeProbabilities(edges, td, s)
2: tm = maximum allowed time for given edges, td and s
3: push to stack {edge = edges[0], time = td, probability = 1}
4: while stack is not empty do
5: actual = pop from stack
6: edgeResults = GetTravelTimeProbabilities(actual)
7: for r in edgeResults do � r is a pair of ta and probability
8: tr = optimal remaining time from actual to end
9: t = r → ta + tr

10: if t < tm then
11: if actual → edge is last edge then
12: add r to result
13: else
14: push to stack {actual → nextEdge, r → ta, r → probability}
15: end if
16: end if
17: end for
18: end while
19: end procedure

The sum of all the leaf node probabilities is always 1. The probability of the
situation in which the slow down is exceeded can be calculated as the sum of
probabilities of the nodes not expanded to the end of the path.
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4 Experiment

The experimental results of presented algorithm and their evaluation are pre-
sented in this section. The path from Praha to Brno along the highway D1 was
chosen, because it is known that there are many traffic incidents on the highway
D1, especially during its reconstruction. The path is composed of 84 road seg-
ments which means there are 84 edges on the path. Visualization of the path is
presented on Fig. 2.

Fig. 2. Selected path from Praha to Brno

The speed profiles used in our experiments were computed from data, which
was obtained due to online traffic monitoring by viaRODOS system [8]. The
experimental set of data was extracted from two months (October and November
2014) with traffic work on the highway D1. Speed profiles contain sets of pairs
of data in 15 minutes interval for each day of the week and each measured
place. The first pair contains average speed from values equal or higher than
50 percent of LoS (Level-of-Service - the measured speed divided by the normal
free flow speed) and probability of the occurrence of this state. The second pair
is computed by the similar way, but from the values under 50 percent of LoS.
The values with reliability equal to 0 were excluded from the speed profiles
computation. You can see probability intensity computed from values under 50
percent LoS (traffic problems) in the Fig. 3.

Table 1 shows the comparison of our algorithm for three different depar-
ture times on Wednesday with maximum slowdown s = 0.9. The percentage of
acceptable travel times indicates travel times lower than (1+ s)to. The expected
value E and the standard deviation σ are computed only for acceptable travel
times. As expected, E is higher at peak hours and higher values of σ points out
to a bigger number of traffic incidents at that time.

Figures 4, 5 and 6 show probability distributions of acceptable travel times for
previously mentioned departure times. We can observe that the distribution of
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Fig. 3. Probability Intensity for values < 50% LoS

Table 1. Comparison of Different Departure Times

Travel Time
Departure Time
8:00 14:00 20:00

Acceptable [%] 89.3 67.7 100.0
Unacceptable [%] 10.7 32.3 00.0
E [min] 105.1 107.5 101.4
σ [min] 3.5 3.4 0.6

Fig. 4. Travel time probability distribution for departure time 8:00

probability is dependent on the departure time. As we can see in Fig. 5, bigger
portion of probability is located around lower travel times. It is obvious that
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Fig. 5. Travel Time Probability Distribution for Departure Time 14:00

Fig. 6. Travel Time Probability Distribution for Departure Time 20:00

during afternoon is much higher traffic flow which often cause traffic incidents
than in the morning or in the evening. Fig. 6 shows that evenings are much
suitable for travelling.

5 Conclusion

In this paper, the method for time-dependent route planning with probability
was presented. This method is based on the computation of the truncated binary
tree. While it would be nigh impossible to compute the full binary tree for
any sensible number of road segments, this truncation allows us to compute it
efficiently even for long highways with many road segments. Our experiments



152 R. Tomis et al.

on the D1 highway from Praha to Brno proved, that our algorithm is able to
swiftly compute the percentage of arrivals faster than the threshold and presents
their probability distribution. This algorithm has two main applications. It can
either serve as a stand alone module for dynamic route planning or it can be a
part of a larger dynamic routing algorithm, which is our goal for a near future.
We are also planning to compare the results of our algorithm with Monte Carlo
simulation, which seems to be a feasible solution to this problem.
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Snášel, V. (eds.) CISIM 2014. LNCS, vol. 8838, pp. 290–300. Springer, Heidelberg
(2014)

9. Hofleitner, A., Herring, R., Abbeel, P., Bayen, A.: Learning the dynamics of arterial
traffic from probe data using a dynamic bayesian network. IEEE Transactions on
Intelligent Transportation Systems 13(4), 1679–1693 (2012)



Time-Dependent Route Planning for the Highways in the Czech Republic 153

10. Hua, M., Pei, J.: Probabilistic path queries in road networks: traffic uncertainty
aware path selection. In: Proceedings of the 13th International Conference on
Extending Database Technology, pp. 347–358. ACM (2010)

11. Lim, S., Sommer, C., Nikolova, E., Rus, D.: Practical route planning under delay
uncertainty: stochastic shortest path queries. In: Robotics: Science and Systems,
vol. 8, pp. 249–256 (2013)

12. Miller-Hooks, E.: Adaptive least-expected time paths in stochastic, time-varying
transportation and data networks. Networks, 35–52 (2000)

13. Nikolova, E., Brand, M., Karger, D.R.: Optimal route planning under uncertainty.
In: ICAPS, vol. 6, pp. 131–141 (2006)

14. Orda, A., Rom, R.: Shortest-path and minimum-delay algorithms in networks with
time-dependent edge-length. J. ACM 37(3), 607–625 (1990)

15. Rice, J., Van Zwet, E.: A simple and effective method for predicting travel times on
freeways. IEEE Transactions on Intelligent Transportation Systems 5(3), 200–207
(2004)

16. Sun, S., Duan, Z., Sun, S., Yang, D.: How to find the optimal paths in stochastic
time-dependent transportation networks? In: 2014 IEEE 17th International Con-
ference on Intelligent Transportation Systems (ITSC), pp. 2348–2353. IEEE (2014)

17. Yang, B., Guo, C., Jensen, C.S., Kaul, M., Shang, S.: Multi-cost optimal route
planning under time-varying uncertainty. In: Proceedings of the 30th International
Conference on Data Engineering (ICDE), Chicago, IL, USA (2014)



Self Organizing Maps with Delay Actualization
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Abstract. The paper deals with the Self Organizing Maps (SOM).
The SOM is a standard tool for clustering and visualization of high-
dimensional data. The learning phase of SOM is time-consuming espe-
cially for large datasets. There are two main bottleneck in the learning
phase of SOM: finding of a winner of competitive learning process and
updating of neurons’ weights. The paper is focused on the second prob-
lem. There are two extremal update strategies. Using the first strategy,
all necessary updates are done immediately after processing one input
vector. The other extremal choice is used in Batch SOM – updates are
processed at the end of whole epoch. In this paper we study update
strategies between these two extremal strategies. Learning of the SOM
with delay updates are proposed in the paper. Proposed strategies are
also experimentally evaluated.

Keywords: Self organizing maps · High-dimensional dataset · High
performance computing

1 Introduction

Recently, the issue of high-dimensional data clustering has arisen together with
the development of information and communication technologies which support
growing opportunities to process large data collections. High-dimensional data
collections are commonly available in areas like medicine, biology, information
retrieval, web analysis, social network analysis, image processing, financial trans-
action analysis and many others.

Two main challenges should be solved to process high-dimensional data col-
lections. One of the problems is the fast growth of computational complexity
with respect to growing data dimensionality. The second one is specific simi-
larity measurement in a high-dimensional space. Beyer et al. presented in [1]
that for the expected distance any point in a high-dimensional space, computed
by the Euclidean distance to the closest and to the farthest point, shrinks with
growing dimensionality. These two reasons reduce the effectiveness of clustering
algorithms on the above-mentioned high-dimensional data collections in many
actual applications.
c© IFIP International Federation for Information Processing 2015
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 154–165, 2015.
DOI: 10.1007/978-3-319-24369-6 13
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The paper is organized as follows. In Sect. 2 we will describe one Self Orga-
nizing Maps. Section 3 describes parallel design of SOM learning algorithm.
Modification of weights’ update process is given in Sect. 4. Some experimental
results are presented in Sect. 5. The paper is summarized and conslusions are
made in Sect. 6.

2 Self Organizing Maps

Self Organizing Maps (SOMs), also known as Kohonen maps, were proposed
by Teuvo Kohonen in 1982 [3]. SOM consists of two layers of neurons: an input
layer that receives and transmits the input information, and an output layer, that
represents the output characteristics. The output layer is commonly organized
as a two-dimensional rectangular grid of nodes, where each node corresponds to
one neuron. Both layers are feed-forward connected. Each neuron in the input
layer is connected to each neuron in the output layer. A real number, weight,
is assigned to each of these connections. i.e. weights of all connections for given
neuron form weight vector. SOM is a kind of artificial neural network that is
trained by unsupervised learning. Learning of the SOM is competitive process,
in which neurons compete for the right to respond to a training sample. The
winner of the competition is called Best Matching Unit (BMU).

Using SOM, the input space of training samples can be represented in a
lower-dimensional (often two-dimensional) space [4], called a map. Such a model
is efficient in structure visualization due to its feature of topological preservation
using a neighbourhood function.

N9 N12

N1 N4

n1 n2

(a) Global view on SOM structure

N9 N10 N11 N12

N5 N6 N7 N8

N1 N2 N3 N4

(b) SOM output layer

Fig. 1. Basic Schema of SOM

3 Parallel SOM Learning Algorithm

A network partitioning is the most suitable implementation of the parallelization
of an SOM learning algorithm. Network partitioning is an implementation of the
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learning algorithm, where the neural network is partitioned among the processes.
Network partitioning has been implemented by several authors [2,9]. The parallel
implementation proposed in this work is derived from the standard sequential
SOM learning algorithm.

After analysing the serial SOM learning algorithm we have identified the two
most processor time-consuming areas. These parts were selected as candidates
for the possible parallelization. The selected areas were:

Finding BMU – this part of SOM learning can be significantly accelerated
by dividing the SOM output layer into smaller pieces. Each piece is then
assigned to an individual computation process. The calculation of Euclidean
distance among the individual input vector and all the weight vectors to
find BMU in a given part of the SOM output layer is the crucial point of
this part of SOM learning. Each process finds its own, partial, BMU in its
part of the SOM output layer. Each partial BMU is then compared with
other BMUs obtained by other processes. Information about the BMU of
the whole network is then transmitted to all the processes to perform the
updates of the BMU neighbourhood.

Weight Actualization – Weight vectors of neurons in the BMU neighbour-
hood are updated in this phase. The updating process can also be performed
using parallel processing. Each process can effectively detect whether or not
some of its neurons belong to BMU neighbourhood. If so, the selected neu-
rons are updated.

A detailed description of our approach to the parallelization process is
described in Fig. 2.

Fig. 2. Improved Parallel SOM Algorithm
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Before any implementation of an experimental application began, we had to
decide how the parallelization would be done. Initially, we supposed that the
most effective approach is to divide the SOM into several parts or blocks, where
each block is assigned to the individual computational process. For example,
let’s suppose that an SOM with neurons N = 20 in the output layer is given.
The output layer is formed as a rectangular grid with number of rows Nr = 4
and number of columns Nc = 5. Then the output layer of the SOM is divided
into 3 continuous blocks which are associated with three processes1.

To remove the unbalanced load, the approach to the parallelization process
has been modified. The division of the SOM output layer was changed from a
block load to a cyclic one. The individual neurons were assigned to the processes
in a cyclic manner. A nearly uniform distribution of the output layer’s neurons
among processes is the main advantage of this kind of parallelization. The uni-
form distribution of the neurons plays an important role in weight actualization
because there is a strong assumption that neurons in the BMU neighbourhood
will belong to different processes. An example of a cyclic division of the SOM
output layer with a dimension of 4 × 5 neurons can be seen in Fig. 3, where
each neuron is labeled with a color of assigned process. A more detailed descrip-
tion of parallelization can be found in our previous papers (including a full
notation)[6,8].

Fig. 3. Cyclic Division

4 Delay Actualization

In this modification of the SOM algorithm we focused on the area called finding
BMU. Only in the parallel version is it necessary to find the global BMU from the
local BMUs in each iteration and here are two areas, by which we will discuss:

1. To find the global BMU we must transfer a lot of data between processes.

1 If there is no possibility of dividing the output layer into a block with the same
number of neurons, some blocks have one extra neuron.
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2. This waiting mode (blocking communication), where other processes and
threads awaiting the outcome, will decrease the efficiency of parallel compu-
tation.

The method described below is based on information that with the same
amount of data it is effective to send data all at once instead of sending in
portions. Both problems mentioned above are solved this way. The proof about
transfer data is in Table 1, where 1 to 64 processes are used and transferred 50
thousand and 500 thousand numbers of all processes on a single process, but in
one case we send all of these numbers together and in the second case separately
- at one time two numbers together. For clarity, the number of data that are
transfer from individual processes is always the same. Only the total number of
data that are finally placed on the target process is changing. For example, if
we have 6 processes and 50k numbers, so we have on the target process saved
6× 50k numbers. From these results it is possible to see that the final times for
both amounts (50k and 500k) and for sending data together are the very similar.

For data transmission, the MPI functions Gather [2] are used and the pro-
cesses are running on separate computing nodes, which are connected by the
Infiniband network.

Table 1. Comparison of data transmission

Time [sec]

Processes
50k 500k

Separate data Together data Separate data Together data

1 0.0199089 0.0000188 0.197716 0.000154018
2 0.146948 0.030802 2.06079 0.031806
4 0.316004 0.062149 3.14302 0.0727129
8 0.487644 0.142774 5.09625 0.153242

16 0.67049 0.304665 6.58546 0.30529
32 0.785121 0.627432 8.63451 0.633787
64 0.959224 1.26573 9.81402 1.25528

The second point, which we mentioned above, concerns the utilization of indi-
vidual processes or threads (both parallelization operate on the same principle,
see previous article [6]). As we mentioned earlier we divide the SOM algorithm
into two parts: The first part concerns the search for the BMU (the fast part)
and the second part concerns updating weight (time-consuming part). The delay
occurs in the situation where some processes (threads) must update more neu-
rons than the other processes (threads), an example can be seen in Fig. 4. Where
the process number two must update three neurons, but other processes must
update only two neurons. If the update does not occur after each iteration, but
only after a certain time, it is possible to reduce the impact of blocking com-
munication. Individual processes will not have to wait for other processes and
utilization processes should be uniform. It is because of two reasons:
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1. A BMU is usually different with each iteration and therefore neurons which
must be updated are different.

2. The number of neurons to be updated decreases, but at the beginning of
the algorithm 1/4 of all neurons are updated. An important factor that
affects the distribution is training data and unfortunately this cannot be
anticipated.

3 0 1 2 3

2 3 0 1 2

1 2 3 0 1

0 1 2 3 0

Fig. 4. Example of actualization area

According to the above examples our goal is aggregate data which are trans-
mitted and we propose the following approach to update the weights:

The base is the parallel solution which we described in Sect. 3, where at the
beginning limit of delay – L is set for how many local BMU can be kept in the
local memory in each process. Each processes find the local BMU and save the
result in the local memory. If the limit is not reached, it is necessary to read
the new input vector and find a new local BMU. If the limit is reached all local
BMUs are moved to a process with rank 0, which finds a global BMU for each
iteration and then sends results to all processes. After this step each process
gradually updates the weights.

We worked with three variants of the above described algorithm:

1. Constant delay (Cons) – Size of L is the same throughout the calculation.

2. Decreasing delay (Dec) – Size of L is decreasing by ζ at the start of each
epoch to 1.

3. Increasing delay (Inc) – The value of how many local BMUs can be kept in
the local memory is set at 1 and increases by ζ at the end of the each epoch
until it reaches L.
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For a complete description of the algorithm is to be noted that ζ is applied
at the end of each epoch (only for variants Dec and Inc). Setting the value of
ζ, for variants Dec and Inc largely depends on the number of input vectors M.
Therefore we are working with a percentage of M. It is used for settings L and ζ.
In the chapter experiments we attempted to show how much influence the value
of ζ is. For example: L = 10% of M, ζ = 0.1% of M.

Here it is necessary to briefly recall the behaviour of the neural network
SOM. Over time, the number of updated neurons is changing – decreases. At
the beginning, most of the neurons are updated but at the end only the few
neurons or only one neuron are. If variant Dec is used, delay gradually decreases
by ζ and also the number of neurons that must be updated. In variant Inc it
is the opposite, by the number of updated neurons still decreases but the delay
increases.

5 Experiments

We will describe different datasets and we will provide experiments with bigger
and smaller limit of delay – L. The mean quantization error (MQE) is used
to compare the quality of the neural network method which it is described in
paper [5].

5.1 Experimental Datasets and Hardware

Weblogs Dataset. A Weblogs dataset was used to test learning algorithm
effectiveness on high dimensional datasets. The Weblogs dataset contained web
logs from an Apache server. The dataset contained records of two months worth
of requested activities (HTTP requests) from the NASA Kennedy Space Center
WWW server in Florida2. Standard data preprocessing methods were applied to
the obtained dataset. The records from search engines and spiders were removed,
and only the web site browsing option was left (without download of pictures
and icons, stylesheets, scripts etc.). The final dataset (input vector space) had
a dimension of 90,060 and consisted of 54,961 input vectors. For a detailed
description, see our previous work [7], where web site community behaviour
has been analyzed.

On the base of this dataset 15,560 user profiles were extracted and the number
of profile attributes is 28,894 (this number corresponds to the dimension of input
space) for the final dataset.

Experimental Hardware. The experiments were performed on a Linux HPC
cluster, named Anselm, with 209 computing nodes, where each node had 16
processors with 64 GB of memory.The processors in the nodes were Intel Sandy

2 This collection can be downloaded from http://ita.ee.lbl.gov/html/contrib/
NASA-HTTP.html.

http://ita.ee.lbl.gov/html/contrib/NASA-HTTP.html
http://ita.ee.lbl.gov/html/contrib/NASA-HTTP.html
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Bridge E5-2665. Compute network is InfiniBand QDR, fully non-blocking, fat-
tree. Detailed information about hardware can be found on the website of Anselm
HPC cluster3.

In this section we describe experiments which are based on delay actualiza-
tions. For the experiment, we examine the quality of the resulting neural net-
works and the time that is required for calculation. The type of parallelization
of SOM is a combination of MPI and OpenMP.

5.2 First Part of the Experiment

The first part of the experiments was oriented towards an examinination of the
quality of neural networks which depends on the size of the delay. The dataset
used is Weblogs. All the experiments in this section were carried out for 1000
epochs; the random initial values of neuron weights in the first epoch were always
set to the same values. The tests were performed for SOM with rectangular shape
– 400×400 neurons. All three variants shown in section 4, are tested. If variants
Inc or Dec are used, then the steps ζ are as follows 0.1%, 0.01%, 0.005%. MQE
errors are presented for limit of delays L equal 5%, 10% and 20% in Table 2.
Step size does not affect the variant Cons. Therefore, this method has only one
value instead of three in the above table.

Table 2. MQE depends to limit of delay actualization

Steps MQE

[%]
Delay L = 5% Delay L = 10% Delay L = 20%

Inc Dec Cons Inc Dec Cons Inc Dec Cons

0.100 1.71474 0.54016 1.71477 1.7792 0.55492 1.77917 1.79262 0.56304 1.87535
0.010 1.66801 0.55741 1.71477 1.68754 1.10173 1.77917 1.69227 1.68584 1.87535
0.005 1.66795 1.08419 1.71477 1.67759 1.67199 1.77917 1.68192 1.69745 1.87535

5.3 Second Part of the Experiment

The second part of the experiments were oriented towards scalability. As in the
previous test, experiments are carried out on three types of delays (increasing,
decreasing and constant). The parallel version of the learning algorithm was
run using 16, 32, 64, 128, 256, 512, and 1024 cores respectively. The achieved
computing time is presented in the Table 3 for step ζ = 0.1%, in Table 4 for
step ζ = 0.01%, in Table 5 for step ζ = 0.005%. In the above tables the variant
Cons is presented (it is not affected by the step – all three tables contains same
values), the reason is comparison resulting times. For comparison, the standard
SOM algorithm (without any delay) takes 32:10:30 computing time and MQE is
0.4825.
3 https://support.it4i.cz/docs/anselm-cluster-documentation/hardware-overview

https://support.it4i.cz/docs/anselm-cluster-documentation/hardware-overview
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Table 3. Scalability of delay actualization – step ζ = 0.1%

Cores Computing Time [hh:mm:ss]

Delay L = 5% Delay L = 10% Delay L = 20%

Inc Dec Cons Inc Dec Cons Inc Dec Cons

16 12:24:19 27:04:58 12:13:49 12:17:21 23:47:34 11:53:06 12:11:46 18:35:00 11:47:09
32 5:11:19 13:11:54 5:05:59 5:10:21 11:30:02 5:00:52 5:32:45 8:41:41 5:04:13
64 1:45:20 6:13:49 1:42:12 1:43:16 5:14:24 1:38:14 1:51:56 3:43:40 1:39:23
128 0:45:11 3:15:36 0:43:53 0:43:37 2:44:05 0:41:10 0:47:00 1:53:40 0:40:44
256 0:24:08 1:57:26 0:23:18 0:22:57 1:38:43 0:21:13 0:23:43 1:10:33 0:20:50
512 0:15:53 1:24:03 0:15:21 0:14:34 1:11:20 0:13:18 0:15:53 0:53:07 0:12:59
1024 0:17:34 1:25:12 0:16:54 0:15:36 1:17:37 0:14:23 0:17:25 1:03:08 0:14:05

Table 4. Scalability of delay actualization – step ζ = 0.01%

Cores Computing Time [hh:mm:ss]

Delay L = 5% Delay L = 10% Delay L = 20%

Inc Dec Cons Inc Dec Cons Inc Dec Cons

16 13:54:21 14:19:45 12:13:49 13:18:46 13:04:25 11:53:06 13:20:08 12:21:52 11:47:09
32 5:28:27 6:17:04 5:05:59 5:36:31 5:29:52 5:00:52 6:03:48 5:36:57 5:04:13
64 1:54:03 2:20:04 1:42:12 1:57:10 1:57:31 1:38:14 2:12:01 1:57:21 1:39:23
128 0:49:31 1:10:31 0:43:53 0:50:53 0:53:14 0:41:10 0:59:19 0:50:42 0:40:44
256 0:24:29 0:43:56 0:23:18 0:24:48 0:29:53 0:21:13 0:29:52 0:24:51 0:20:50
512 0:15:42 0:35:07 0:15:21 0:15:57 0:21:29 0:13:18 0:19:33 0:16:00 0:12:59
1024 0:17:21 0:46:27 0:16:54 0:16:36 0:25:57 0:14:23 0:21:34 0:16:50 0:14:05

Table 5. Scalability of delay actualization – step ζ = 0.005%

Cores Computing Time [hh:mm:ss]

Delay L = 5% Delay L = 10% Delay L = 20%

Inc Dec Cons Inc Dec Cons Inc Dec Cons

16 13:09:47 13:01:33 12:13:49 14:09:51 12:24:42 11:53:06 14:09:44 12:11:29 11:47:09
32 6:03:58 5:31:41 5:05:59 6:03:42 5:14:13 5:00:52 6:00:06 5:10:09 5:04:13
64 2:12:38 1:53:28 1:42:12 2:12:17 1:47:21 1:38:14 2:10:08 1:42:41 1:39:23
128 0:59:15 0:53:32 0:43:53 0:59:27 0:44:41 0:41:10 0:57:51 0:42:06 0:40:44
256 0:31:50 0:28:44 0:23:18 0:30:36 0:23:02 0:21:13 0:28:24 0:21:46 0:20:50
512 0:21:17 0:19:46 0:15:21 0:20:01 0:14:46 0:13:18 0:17:56 0:13:46 0:12:59
1024 0:22:38 0:22:14 0:16:54 0:21:46 0:16:07 0:14:23 00:19:04 0:14:06 0:14:05
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Conclusion of Delay Experiments. In this section an evaluation of the above
described experiments can be found. The reason this evaluation is discussed in a
separate part is that the overall evaluation of effectiveness can not only be based
on individual results. It is necessary to focus on a combination of outcomes for
finding the optimal solution.

From the first experiment, which was focused on the quality of the final
neural network, we can deduce the following conclusions:

1. As we expected, with the increasing size of the local memory, the overall
quality of the neural networks is deteriorating. This behavior is evident in
all three types of delays.

2. The variant Cons was in all three cases the worst.

3. According to these results, the variants Inc and Dec fundamentally differ
from each other. When we use the variant Dec, the subsequent decrease of
the value of the delay deteriorates the quality of the neural networks, but
when we use the variant Inc, the quality of the neural network improves; it
is not a significant change in the same way as in the Dec.

The second experiment was focused on the scalability and the time consump-
tion of the above variants. We describe the results of the experiments as follows:

1. Even though the variant Cons is independent of the value steps ζ it still
achieves the fastest computing time.

2. When the variant Cons and the variant Inc are used, the time difference
between the delay (5%, 10% and 20%) is only a small percent - almost neg-
ligible. However, the variant Dec reaches time differences of up to 60%.

3. When 16 cores are used and step ζ = 0.1% so the variant Inc is much faster
(more than twice) than the variant Dec. Again, using 16 cores and at step
ζ = 0.01% times are in both the above variants almost comparable. How-
ever, when step ζ = 0.005% is used, the variant Dec is slightly faster than
the variant Inc.

If we look only at the individual results according to the first experiment,
the overall best results are obtained with the variant Dec (delay L = 5% and
step ζ = 0.1%) and the worst results are obtained with the variant Cons. The
second experiment shows that the variant Cons is the fastest and the variation
Inc is minimally affected by the delay amount. After comparing all the achieved
results and the required time to calculate them, we have identified as the best
variant Dec (delay L = 5% and step ζ = 0.01%) with computing time 0:35:07
and MQE 0.55741.

An example of limit values achieved for delay L = 5% is possible to see in
Fig. 5 where we can see the methods Inc and Dec with step ζ = 0.1%, 0.01%
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and 0.005%. The step ζ value has a major impact on the overall result, because
it determines the time when the above method reaches the maximum permitted
delay or vice versa, when they reach the minimum delay.
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Fig. 5. Example of achievement delay 5%

6 Conclusion

The experiments have shown the possibility of speeding up the computation
of actualizing the weights while maintaining the sufficient quality of the final
neural network. Speeding up the calculation of the SOM algorithm is based on
updating the weights after several (delay L) input vectors. It is similar to Batch
SOM, which updates the weights after one epoch. The actualization process for
variant Dec calculates the values of the weight roughly at the beginning and
the next calculation in this variant leads to a more accurate calculation of the
weights using the decreasing value of the delay. Overall, the best results are
achieved for the variant Dec with the smallest test delay (L = 5%) and a mean
step (ζ = 0.01%). This variant is quickly approaching the standard SOM with
weight actualization after each input vector. With the initial actualization for
the smallest test number of delays, this variant Dec is faster than the standard
SOM (Dec for cores = 16, L = 5%, ζ = 0.01% takes 14:19:45 and the standard
SOM for 16 cores takes 32:10:30). Further acceleration is due to the massive
parallelization, when the best time is achieved for 512 cores (0:35:07). Even
faster is the variant with ζ = 0.005%, but the MQE of this variant is twice as
big and therefore less accurate.
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Abstract. Dental signature captures information about teeth, including tooth 
contours, relative positions of neighboring teeth, and shapes of the dental work. 
However, this is complicated as dental features change with time. In this paper, 
we proposed a new, safe and low cost dental biometric technique based on RGB 
images. It uses three phases: image acquisition with noise removal, segmenta-
tion and feature extraction. The key issue that makes our approach distinct is 
that the features are extracted mainly from incisor teeth only. Thus the proposed 
solution is low cost besides being safe for human. 

Keywords: HSI color format · Wiener filtering · Opening · Watershed · Snake 

1 Introduction 

Person identification based on human teeth is very popular in the world. Generally, 
dental records have been used to identify the victims of disasters like 9/11 terrorist 
attack, Asian tsunami [1] etc. According to these facts there are many advantages of 
using dental biometrics. It is very possible to identify an unidentified (mutilated) body 
by comparing the post-mortem (PM) records against ante-mortem records. This will 
produce the closest match of multiple identities [2]. Dental biometric system based on 
radiograph images are also able to identify the correct person from a large set of data-
base where manual method fails. Dental biometrics is worked upon the radiograph 
images. Frequently taken x-ray is very injurious to our health. The radiation of used 
X-Ray changes our DNA structure that leads to cancer [3]. One question naturally 
comes to our mind that can we use dental biometric on living people? The answer is 
‘yes’ off-course we can by taking the RGB based dental image. The other reasons for 
choosing dental biometrics are as follows 

1. It is very precise and correct. 
2. We don’t need an expert to treat and compare the result. 
3. It is not easy to replicate the dental signature. 

The primary contribution of this research work is to propose a three phase novel 
technique for RGB dental image based authentication and verification using biome-
trics. Our proposed method takes the RGB images of human teeth, extract the features 
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[1] like shape; contour; length etc. Depending on the features system will take the 
decision whether record is matched or not. This will be the extended version of this 
re-search work.  There are so many good biometrics methods other than dental are 
exist. Among them retina scan is invasive in nature and it is injurious to our eyes. For 
finger print, iris detection [4, 5, 6, 7] special type of device set-up is needed where as 
dental image can be taken by any kind of camera. Hence to identify a person at any 
place is possible by only carrying the camera and this application. However this sys-
tem does not require any extra high cost device like retina scan requires Topcon retin-
al camera and its cost is $15,995. Hence it is very less cost device comparative to 
other biometrics devices. This method is safe to our health. For this reason dental 
signature based biometrics method is helpful. Here we extracted the features of five 
incisor teeth. Hence we can say that RGB based dental biometrics is advantageous 
with respect to speed, storage requirement and human health. 

2 Related Review Work on Dental Biometrics 

Before starting of this work, we have gone through many good dental biometrics me-
thods. Most of these methods work upon the dental radiographs. Here some of them 
are explained shortly. Anil K. Jain and Hong Chen dedicated a concept of semi-
automatic contour extraction method for shape extraction and pattern matching [8]. 
The main problems in their approach are if the image is too blurred, their algorithm 
will not work and slight angle deviation in the database image and incoming images 
may not be handled with this approach. Said et al. [9] offered a mathematical mor-
phology approach, which used a series of morphology filtering operations to improve 
the segmentation. Morphological filters like top hat and bottom filters are used for 
tooth segmentation. Nomir and Adbel-Mottaleb introduced a fully automated segmen-
tation technique [10]. It starts by applying iterative thresholding followed by adaptive 
thresholding to segment the teeth from both the background and the bone areas. After 
adaptive thresholding, horizontal integral projection followed by vertical integral 
projection is applied to separate each individual tooth. And this method can achieve 
the position of each tooth precisely. All of the above method works on the radiograph 
dental images where as our proposed method works on dental RGB image. 

3 Proposed Method 

This research work describes up to the dental biometrics features extraction proce-
dure. Fig 1 shows the entire system. Image acquisition and filtering is the first step. 
For de-noising Winer filter is used. In the first phase of this method conventional 
methods are used that are described in the next sub sections in short.  In the segmen-
tation phase only the tooth region are segmented based on morphological operations. 
Segmentation of individual tooth is done by using the ‘watershed’ and ‘snake’ algo-
rithm. In the last step the features like volume, size, area etc are extracted from the 
incisors teeth. 
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Fig. 1. Block diagram of the system. 

3.1 Image Acquisition and Filtering 

We worked upon freely available database named ‘Labial Teeth and Gingiva Image 
Database’ [11]. Here dental images are different for resolution, file format and image 
scene type. Due to easiness of our research work we transform each image into jpeg 
format. All the rest of the works are based on these jpeg images. The qualities of the 
images that are obtained from the sensor camera are not so good, some noises exist. 
To remove these noises we used ‘Winer’ filter. 

3.2 Segmentation 

Segmentation phase contains two sub phases. The phases are ‘Segment the tooth region 
based on morphological operations’ and ‘Segment individual teeth based on Water Shed 
and Snake algorithm’.  The next subsections describe how the teeth are extracted finally. 

Information Extraction 
It is not so easy to extract only tooth region from the entire input image. The input 
image contains white space surrounded by the green color, lips, some part of face etc. 
These regions should be eliminated from the ROI. It is very challenging to separate 
the teeth and non-teeth region based on Red, Green and Blue component. Sometimes 
it fails to find the exact ROI due to the variation of white color that present in the 
teeth. Hence we have used HSI color model [12]. The meaning of HSI color model is 
Hue (H), Saturation (S) and Intensity (I). The HSI color model described more exact 
color than the RGB color. Though HIS color model is non-uniform in perception, still 
it is one of the most popular color models for color image processing. The another 
advantage of using HSI color model is that it has human-intuitional advantages such 
as color image enhancement, fusion, skin area detection, segmentation, color based 
object detection etc. The RGB to HSI color model conversation is done by using the 
following equations:- 
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Where, H stands for Hue i.e. pure color, S for saturation, i.e. the degree by which 

the pure color is diluted using white light and I for intensity i.e. Gray level. Fig 2.a 
shows the corresponding saturation image of the input image in fig 3. Saturation 
component contains a lot of information for both tooth and background region. So it is 
very difficult to extract only teeth region from background from saturation compo-
nent. As a consequence hue and intensity components are used to segment ROI and 
after that saturation component is used for feature extraction. 

 

Fig. 2. Input Image Fig. 2a. Corresponding saturation Image 

Region of Interest (ROI) Extraction 
After information extraction, the initial segmentation is done based on the hue and 
intensity component of the image. In this phase the hue and intensity component are 
multiplied pixel-wise. Now this is converted into binary image using self updating 
threshold method [13]. It stores the intensities of the pixels in an array. The threshold 
is calculated by using total mean and variance. Based on this threshold value each 
pixel is set to either 0 or 1. i.e. background or foreground. Thus here the change of 
image takes place only once. Suppose f(i,j) is the gray-scale value at pixel (i, j), and 
Ti is the segmentation threshold value at step i. To obtain a new threshold value, we 
have to threshold the original image using Ti to separate the image into teeth areas 
and non-teeth areas, where µi

0 and µi
1 are the mean gray values for the two areas. 

 ( ) ∈= pixelnojifjii _/)),(),((0μ  (4) 
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The threshold value for step i+1 can be obtained as 

                        
2/)(1 10

μμ +=+T i                (6) 

  
    Procedure: Binarization 
   Assumption: Null 
   Input: Teeth image 
  Output: Binary image of the given teeth image 
 
 

 

 
 
 
 
 

 

 

Fig. 3a. Output after using Binarization. Fig. 3b. After applying Fainting_Nameplate 

In Fig3.a the name plate portion of the image is mostly visible. This is not required 
at all, hence to remove this unwanted region we used the following procedure re-
move_nameplate. 

 
   Procedure: Fainting_Nameplate 

Assumption Presence of the Nameplate as specified in [11] 
Input: hue and intensity image of the given teeth image, threshold_value obtain in 
Binarization algorithm   
Output: Teeth image where Nameplate area is filled with threshold_value 

Step 1. Select an initial estimate of the threshold T.  
Step 2. Calculate the mean grey values 0 1 of the partition, 
R1, R2. 
Step 3. Partition the image into two groups, R1, R2, using the thre-
shold T.  
Step 4. Select a new threshold as T= 0 1 /2 \ 
Step 5.Repeat step 2-3 until the mean value 0, 1 values in suc-
cessive iteration are equal. 
Step 6. End 
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Again we used procedure Binarization upon Fig 3.b to get the image where teeth 

region and name plate both are present. Next task is to remove the name plate region. 
It is done by subtracting fig 3.a from fig 4.a, shown in fig 4.b. 

 

Fig. 4a. After applying 2 times Binarization Fig. 4b. Only teeth region with noise 

 
In fig 5.b some noise are present. Noises have been removed using erosion followed 
by dilation [12] technique. Erosion erodes contours so small contours are removed but 
it also shrinks the desired contours. Dilation recovers the looses areas. Now the con-
tours contains only tooth region. Algorithm3 is used to find the final ROI which is a 
subset of input image. Algorithm 3 accepts the saturation components (Sat_Mat) and 
binary mask (B_Mask) of tooth region which is cleaned by erosion and dilation tech-
niques. The dilation of A by B, denoted, is defined as the set operation. 







 ≠=⊕ φABzBA z

^

|    (7) 

Where Ø is the empty set and B is the structuring element. In words, the dilation of A 
by B is the set consisting of all the structuring element origin locations where the 
reflected and translated B overlaps at least one element of A. The erosion of A by B, 
denoted, is defined as 

})({ φ==Θ c

z
ABzBA       (8) 

Step 1 temp= image(hue)*image(intensity) // Pixel wise multip-
lication of hue and saturation and store it into temp variable. 
 
Step 2 Take the size of temp and store them in two different vari-
able,  [r, c] =   size(temp). 
Step 3 Start loop i=1 to r 
           Start loop j=1 to c 
               if(g(i,j)>=1) 
               temp2(i,j)= threshold_value / Ti+1; 
                   End Loop 
            End Loop 
Step4 End 
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Here, erosion of A by B is the set of all structuring element origin locations where no 
part of B overlaps the background of A. 
 
Procedure: Find_ROI  
Assumption: Nameplate should be removed from the binary image. 
Input: saturation matrix, binary matrix after applying Remove_Nameplate 
Output: exact teeth image 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 5. The actual ROI after applying Find_ROI on fig 5.b 

Step1: // Averaging is required to suppress the detail information  
(Avg_Sat_Mat)40*40 = average_filter(Sat_Mat)40*40 

Step2:   for all point in b_mask where b_mask(row,col)==1 
V_Point (index,1)= row 
V_Point(index,2)=col        // Storing row and col-

umn 
Step3: ∀(I,j) do  

{ 
Avg_Sat_Mat(V_Point.row,V_Point.col)= 
Sat_Mat(V_Point.row,V_Point.col) 
} 
//End Loop 

Step4:  // Avg_Sat_Mat contains detail information about the tooth 
region and           suppress information for background. 
   Max_row = max(V_Point1st column) 
          Min_row=min(V_Point1st column) 

Max_Col=max(V_Point2nd column) 
Min_Col=min(V_Point2nd column) 

Step6:            ROI_sub_image =  
Avg_Sat_Mat[(Min_row,Min_row+1,…..,Max_row), 
(Min_Col, Min_col+1,….,Max_col)] 

Step7: End 
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Segment Individual Tooth 
In this step the individual teeth are segmented using mainly watershed [14] and snake 
active contour model [15] followed by some morphological preprocessing. Fig 5 is 
converted into its equivalent binary image using algorithm1 shown in Fig 6. Now we 
have segmented each contour using opening operation [12] shown in Fig 7. 

 

Fig. 6a. Binary image of Fig 5 Fig. 6b. After applying Opening on Fig 5 

In dental biometry it is not required to find the features of all the teeth. We have 
taken five incisors tooth for which features have been extracted. These teeth are 
shown in Fig 8. After opening operation we have pointed out the incisors tooth. 

 

Fig. 7. After applying Watershed incisor are 
segmented 

Fig. 8. Segmented contour after label matrix 
are Technique. 

Now each contour has been identified by applying the label matrix technique [12] 
shown in Fig 8. The boundary of the contour is detected by using boundary detection 
algorithm as follows. 
 
Procedure: Find_boundary 
Assumption: Input image contains only single teeth. 
Input: Teeth image after applying Watershed algorithm 
Output: Boundary points of the teeth region. 
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The label matrix technique has used for getting the approximate boundary points of 
the tooth. After that snake active contour algorithm has been used to detect the exact 
individual tooth region as shown in Fig 9, Fig 10. 

 

Fig. 9. incisors_central_1 Contour Fig. 10. incisors_central_2 Contour 

 
In the last phase the features are extracted teeth wise. We have extracted features of 
the incisor teeth from right maxilla, left maxilla, right mandible and left mandible. 
The binary contour of each tooth (teeth_contour) is given as the input of the system. 
The algorithm returns the features of the teeth. 
 
Procedure: Feature_Extraction  
Assumption: Input image must contains only one teeth. 
Input: Individual tooth image 

Step 1 Set A to be empty ; From bottom to top and left to right scan 
the cells of T until a black pixel, s, of x is found. 
Step 2 Insert s in A ; Set the current boundary point x to s or x=s 
Step 3 Move to the pixel from which s was entered. Set c to be the 
next  pixel in M(x). 
Step 4 While c not equal to s do 
             If c = 0 
     insert c in A 
    set x=c 
   Move the current pixel c to the pixel from which x 
was entered 
            else  
                add the current pixel c to the next clock-
wise pixel in M(x) 
              end if  

End While 
Step 5 End 
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Output: Features like height, width, CG_Row ( CG_Row and CG_Col points are the 
row and column value of the centre points of a tooth) etc   
         

 

4 Result 

After applying procedure Feature_Extraction we got the following data for five teeth 
that mentioned in the table given below. This method can be applied on all of the 
remaining tooth. If we apply this algorithm to all 32 teeth then processing time will be 
much more higher than the proposed method and storage space requirement will be 
again coonsiderably high. However that case accuracy will be much higher. Similarly 
we can find the features of the tooth. Here for simplicity we have mentioned the fea-
tures of incisors_central_1, incisors_central_2, incisors_central_3, incisors_central_1 
and incisors_lateral (discussed in introduction). 

Table 1. The calculated featured of individual teeth 

Teeth Name Width     
Height 

Volume CG-Row CG-Col 

incisors_central_1 208 256 38100 240 427 
incisors_central_2 196 256 36965 243 615 
incisors_central_3 156 245 32145 495 625 
incisors_central_4 150 244 31120 495 480 
incisors_lateral 157 242 31560 493 405 
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5 Discussion and Conclusion 

In this research work we proposed a system by which the features of the incisors tooth 
have been extracted. We have worked upon Labial Teeth and Gingiva Image Data-
base [20]. We have applied the algorithm upon 270 data from set 1 to set 6 in Labial 
Teeth and Gingiva Image Database. Our proposed method can correctly find out the 
features from these sample dental images. In the next phase of this research work 
these features will be matched with the database. To extract the tooth contour from 
the entire tooth region we have used watershed and snake algorithm. Sometimes it 
happens that these methods are unable to detect exact tooth contour due to the less 
‘gap-valley’ area. Even if the proposed dental biometrics approach is a low cost solu-
tion, dental signatures do change with time. A dental signature change due to acci-
dents, dental work and as human grows up. Hence biometrics method based on dental 
signature is not 100% accurate. Our future plan is to develop low cost, multimodal 
biometrics method based on dental signature and ear pattern which will be more accu-
rate towards identifying a person. 

Acknowledgement. Authors are thankful to Dr. Satyabrata Biswas for providing relevant 
knowledge and the "TEQIP Funded CoE Project”, at Computer Science & Engineering De-
partment, Calcutta University, for providing infrastructural facilities during the progress of the 
work.  

References 

1. Choorat, P., Chiracharit, W., Chamnongthai, K..: A single tooth segmentation using  
structural orientations and statistical textures. In: Biomedical Engineering International 
Conference (BMEiCON), 2011, pp. 294–297. IEEE (2012) 

2. Chen, H., Jain, A..: Dental biometrics: alignment and matching of dental radiographs. In: 
Application of Computer Vision WACV/MOTIONS 2005, vol. 1, pp. 316–321. IEEE 
(2005) 

3. Siltanen, S., et al.: Statistical inversion for medical x-ray tomography with few radio-
graphs: I. General theory. Physics in medicine and biology 48(10), 1437–1464 (2003) 

4. http://www.topconmedical.com/categories/imaging-retinalcameras.htm 
5. Ito, K., et al.: A fingerprint recognition algorithm using phase-based image matching for 

low-quality fingerprints. In: IEEE International Conference on Image Processing, ICIP 
2005, vol. 2, pp. 2–33 (2005) 

6. Jea, T.Y., Govindaraju, V.: A minutia-based partial fingerprint recognition system. Pattern 
Recognition 38(10), 1672–1684 (2005). Elsevier 

7. Javad, H., Fatemizadeh, E.: Biometric identification through hand geometry. In: The Inter-
national Conference on Computer as A Tool, EUROCON, 2005, vol. 2, pp. 1011–1014. 
IEEE (2005) 

8. Jain, A.: Matching of dental X-ray images for human identification. Pattern recognition 
37(7), 1519–1532 (2004) 



180 S. Datta and N. Chaki 

9. Shah, S., et al.: Automatic tooth segmentation using active contour without edges.  
In: Biometrics Symposium: Special Session on Research at the Biometric Consortium 
Conference, 2006. IEEE (2006) 

10. Nomir, O., Mottaleb, A..: Human identification from dental X-ray images based on the-
shape and appearance of the teeth. IEEE Transactions on Information Forensics and Secu-
rity 2(2) (2007) 

11. Labial Teeth and Gingiva Image Database, Color Imaging Laboratory, Department of  
Optics University of Granada, Spain, Set 1: undried oral cavity, Part 1/1 

12. Gonzalez, R.C., Richard, R.E.: Woods, digital image processing, 2nd edn. Prentice Hall 
Press (2002). ISBN 0-201-18075-8 

13. Liu, Y., Sargur, N.: Document image binarization based on texture features. IEEE Transac-
tions Pattern Analysis and Machine Intelligence 19(5), 540–544 (1997) 

14. Kass, M.: Snakes:Active Contour Models. International Journal of Computer Vision,  
321–331 (1988) 

15. Roerdink, J., Meijster, A.: The Watershed Transform – Definition Algorithm and paralleli-
zation Strategies. Foundamental Informatica, vol. 41, pp. 187–228. IOS Press (2001) 



© IFIP International Federation for Information Processing 2015 
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 181–192, 2015. 
DOI: 10.1007/978-3-319-24369-6_15 

A Novel Double Fault Diagnosis and Detection  
Technique in Digital Microfluidic Biochips 

Sagarika Chowdhury1(), Rajat Kumar Pal2, and Goutam Saha3 

1 Department of Computer Science and Engineering,  
Narula Institute of Technology, Kolkata, India 

sagsaha2004@gmail.com 
2 Department of Computer Science and Engineering,  

University of Calcutta, Kolkata, India 

pal.rajtk@gmail.com 
3 Department of Information Technology,  

North Eastern Hill University, Shillong, India 
dr_goutamsaha@yahoo.com 

Abstract. This paper presents a rigorous offline double fault diagnosis as well 
as a detection technique for Digital Microfluidic Biochips (DMFBs). Due to the 
underlying mixed technology biochips exhibit unique failure mechanisms and 
defects. Thus, offline and online test mechanisms are required to certify the de-
pendability of the system. In this paper, the proposed algorithm detects double 
faults anywhere in the chip satisfying the dynamic fluidic constraints and im-
proves the fault diagnosis time to an extent. 

Keywords: Biochip · Droplet · LOC · Micro-fluidic technology · Fluidic  
constraints 

1 Introduction 

An integrated microfluidic device incorporates many of the necessary components 
and functionality of a typical room-sized laboratory onto a small chip [1]. These 
composite micro-systems, also known as lab-on-a-chip (LOC) (or bio-MEMS), offer a 
number of advantages over the conventional laboratory procedures and enable the 
handling of small amounts, e.g., micro- and nanolitres of fluids [2]. 

Droplet routing on the surface of the microfluidic biochip has been attracting much 
attention in recent years as it is one of the key issues to make use of the digital 
microfluidic device efficiently [3].  

Microfluidic biochips have been characterized for the detection of faults [4], [5], 
[6], [7]. The test planning problem was formulated in terms of Euler circuit in [6], [7]. 
In [8], a functional testing has been proposed, referring to [4], [10], [11] that targets 
the functional operations of the microfluidic modules. Su et al. have proposed a defect 
tolerance based on graceful degradation and dynamic reconfiguration [9]. A network 
flow based routing algorithm has been proposed in [12] for the droplet routing prob-
lem on biochips [13]. An efficient diagnosis technique has been enhanced in [14] by 



182 S. Chowdhury et al. 

Xu et al. such that multiple defect sites can be efficiently located using parallel scan-
like testing. A more advanced multiple fault detection technique has been proposed in 
[16] by Chowdhury et al. in much less time compared to some previous techniques. 
However, it is not supported by the concept of Fluidic constraints, which has been 
explained in [15]. 

This paper addresses the issue of double fault diagnosis and detection technique in 
digital microfluidic based biochips through a graph-theoretic formulation.  

The rest of the paper is organized as follows: Section 2 presents the preliminaries 
of microfluidic arrays, their defect characterization, and the graph-theoretic formula-
tion. Section 3 explains the proposed technique. Experimental results are reported in 
Section 4. Conclusions are drawn in Section 5. 

2 Preliminaries 

2.1 Structure of a Microfluidic Array 

In digital microfluidic biochips, each droplet can be independently controlled by the 
electrodynamic forces generated by an electric field [13]. Compared to the first genera-
tion biochips (analog), droplets can move anywhere in a 2D array to perform the desired 
chemical reactions, and electrodes can be re-planned for the different bioassays.  

There are three key components in a biochip: 2D microfluidic array, dispensing 
ports/reservoirs, and optical detectors [13]. The 2D microfluidic array contains a set 
of basic cells, which handle droplet movement. The dispensing ports/reservoirs handle 
droplet generation, and the optical detectors are used for reaction detection.  

2.2 Defect Characterization 

As has been described in [4], faults in digital microfluidic systems can be classified as 
being either catastrophic or parametric. Catastrophic faults cause a complete break-
down of the system while parametric faults degrade the system performance. To 
detect a fault, we need to pass a droplet across the cells so that it can traverse the 
whole path and reach towards the sink. If there is any defect within the microarray, 
the droplet gets stuck there. Otherwise, it reaches the sink at a predefined time. 

With the use of electrowetting phenomenon, droplets can be moved to any location 
in the given 2D array. However, it should be taken care that each of the droplets is 
satisfying the observable fact of fluidic constraints described in [15]. Only then the 
incidence of droplet collision is reduced. 

3 Proposed Technique 

Detection of a single fault in the biochip has reached at its end. However, diagnosis and 
detection of multiple faults are complex. Thus, let us start with more than one fault. 
Assume that, there are at most two faults in the biochip. The proposed technique takes a 
greedy approach to solving double fault detection technique. It tries to visit all the boun-
dary nodes of Gm×n during the first and second pass (that are P1 and P2) starting from 
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source to sink. Remaining edges and nodes are traversed in subsequent passes P3, P4, 
and so on through certain movement patterns, which are explained below. 

3.1 Movement Patterns 

Column traversal from the source to the sink is based on one kind of movement ex-
pressed in Fig. 1 as Down-Left-Down-Right (DLDR). Let vi,j be the current node dur-
ing a traversal. 

 See Fig. 1(a) to understand the movement Down-Left-Down-Right (DLDR) as 
follows, where the value of i (j) increases from top to bottom (left to right):  

                                     D                                  L                                           D                                       R 

            vi,j             vi+1,j                  vi+1,j−1                   vi+2, j–1                   vi+2, j 

The sink can be reached from the source by the following appropriate sequence of 
movements mentioned above. Example 1 presents such a journey from source to sink. 

                                                                               

Fig. 1. (a) Movement patterns. (b) A path from source to sink following the proposed move-
ment pattern of DLDR. 

Example 1: Fig. 1(b) shows a graph dual G7×7 digital microfluidic array. The source 
is at position (2, 1), and the sink is at (7, 7). The graph has 36 nodes and 60 edges. 
The journey from source to sink with the proposed pathway is indicated with solid 
arrows. 

                 

Fig. 2. Four base nodes at a graph dual of G4×4. 

3.2 Strategy 

We locate four fixed nodes as the ‘base’ nodes from where the journey with the pre-
scribed movement patterns begins. For the graph dual Gm×n these base nodes are B1 = v1,1, 
B2 = v1,n, B3 = vm,1, and B4 = vm,n. These four base nodes are shown in Fig. 2 for Gm×n. 
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It is proposed that, irrespective of the source position, the traversal of the cells 
starts from any one of the nearest base point following the complete procedure. 

3.3 The Complete Procedure 

The complete process is as follows for a test array of size M×N. 

Procedure 

Begin /* Assume source is at Base 1 and sink at (M, N) */ 

Step I: Boundary Test 1: A test droplet is dispensed from the source, and it 
traverses the boundary region clockwise and moves to the sink, as shown in 
Fig. 3(a). 

Step II: Boundary Test 2: The second test droplet is dispensed with a delay 
of two units’ time slice from the source and it traverses the boundary region 
anti-clockwise and moves to the sink, as shown in Error! Reference source 
not found.(b). 

If BT1 and BT2 fail, it ensures at most two faults are at the boundary region. 
Hence, go for Detect_Fault_UB algorithm and Detect_Fault_SB algorithm. Skip steps 
three and four. Otherwise, proceed to step three.  

Step III: Row Test: Two iterations of parallel scan-like test with one row 
shift are carried out, having the time delay of two units during dispense of 
each droplet. The test movement pattern of row test is shown in Fig. 4. Thus, 
in iteration 1, all the even rows are traversed and in iteration 2 all the odd 
rows are covered. After the first iteration, there should be a delay of two 
units’ time.  

After row test, the defected rows can be identified easily, following the arrival re-
port of the droplets at the sink. 

Now to further reduce the testing area of the chip, let us identify the region of the 
affected rows following algorithm Reduce_Area (Fig. 5). 

 

Fig. 3. (a) Boundary Test I, where droplet #1 and time slice T1. (b) Boundary Test II where 
droplet #2 and time slice T4. 

Sink 

Source 

Sink

Source 

(a) (b) 

D1 D2 
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Algorithm Reduce_Area 

1. If the affected rows are in the upper region, i.e. between row #1 to floor (M/2) of 
the chip, then divide it into two halves in such a way, so that, the divider passes 
just next to the one row, which is affected last (Fig. 5(a)). 

2. Else if the affected rows are in the lower region, i.e. after floor (M/2) row number 
of the chip, then divide the chip into two halves in such a way, so that the divider 
passes just before the row, which is affected first (Fig. 5(b)). 

3. Else divide the chip into two halves keeping faulty rows in both the halves  
(Fig. 5(c)), so that column test can be carried out in those two halves in parallel.  

If the row test is satisfactory but BT1 and/or BT2 are not adequate, then consider 
Case 1. 

Else if, row test is not agreeable, but BT1 and BT2 are satisfactory, then consider 
Case 2 and go to Step IV. 

Else if row test is not acceptable and so for BT1 and/or BT2, then consider Case 3 
and go to Step IV. 

Else it ensures that the row test, BT1 and BT2 all are good enough. Thus, the chip 
is free from any fault.  

Step IV: Column Test: Delay for two units. Repeat parallel scan-like test (for two 
iterations) for the columns, following DLDR movement patterns. Three units of time 
delay against dispersion of every droplet and four units of time delay during second 
iteration are required. These movements are explicitly shown in Fig. 6.  
End Procedure 

3.4 Analysis and Detection of Faults 

The total time required for the entire process is the sum of the required time for Step I, 
Step II, Step III, and Step IV if they are carried out sequentially. Step III and Step IV 
are to be performed if only they are required. 

As there can be double faults anywhere in the chip, including boundary, let us dis-
cuss their possible positions on the chip sequentially. 

Case 1: Assuming two faults are anywhere at the boundary, i.e. the rest of the chip 
is fault free. Thus, the faults may be in the following locations: 

• Two faults at the upper/lower boundary, or 
• Two faults at the right/left side boundary, or 
• One fault at the upper/lower boundary, other at the side boundary, or 
• One fault at the upper boundary, other at the lower boundary. 

If BT1 fails, but BT2 succeeds, then there may be one / two faults at the 
boundary. Consequently, go for Row Test. If Row Test succeeds, follow Re-
duce_Area algorithm described earlier. Then go for the following: 

1. Consider sink at the end of the first row and perform boundary checking, 
starting from source to sink. 

2. If the droplet does not reach, then the upper boundary region is faulty. 
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Fig. 4. Row_Test. (a) Iteration 1: droplet #3 at time slice T7, droplet #4 at time slice T10, and 
droplet #5 at time slice T13. (b) Three droplets follow the last column to the sink. (c) Iteration 2: 
droplet #6 at time slice T18 and droplet #7 at time slice T21. (d) Two droplets follow the last 
column to the sink. 

3. Follow algorithm Detect_Fault_UB. 
4. Next, delay for two units of time and send another droplet, from second row to-

wards the end of that row and then downwards to sink, following side boundary. If 
it reaches properly, no fault in the right side region. Otherwise, there is a fault. 
Then follow algorithm Detect_Fault_SB . 

 

Fig. 5. Chip divider algorithm. (a) Affected rows are in the upper region. (b) Affected rows are 
in the lower region. (c) Affected rows are in any of the regions.  

Algorithm Detect_Fault_UB: /* Detect Fault(s) in Upper Boundary region*/ 
Assume the source at (1, 1) location and the sink at (M, N) location.  

1. Disperse a droplet from source to the second column. 
2. Go downwards by one row. 
3. Go to the last column of that row and then to the sink. 
4. After dispensing a droplet, a next droplet is dispersed after two units’ delay. 
5. Repeat Steps 1 through 4 incrementing the column number by one until a droplet 

fails to reach the sink in proper time. 
6. When a droplet does not reach to the sink, then the interleaving column of the 

first row is detected as the defective cell.  
Once an affected cell is found, do the following: 

7. Send the next droplet just before to the affected cell. 
8. Go downwards by one row. 
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9. Follow the right way and go upwards, so that the very next cell to the affected 
one at the boundary get touched. 

10. Go to the last column of that row and then to sink. 
11. After dispensing a droplet, a next droplet is dispersed after two units’ delay. 
12. Repeat Steps 7 through 11 as shown in Fig. 7, until a droplet succeeds to reach 

the sink in proper time. 

Following the last droplet that may fail to reach the sink in time, we can 
straightforwardly identify the defective cell. 

 

Fig. 6. Column_Test following DLDR movement patterns. 

Algorithm Detect_Fault_SB: /* Detect Fault in Side Boundary region */ 

1. If the upper boundary is satisfactory, but the side boundary is not all right, then 
make source at (1, n−1) location and follow algorithm Detect_Fault_UB to identify 
fault at the side boundary. 

2. Else if the upper boundary is faulty as well as the side boundary, then go for Row 
Test and detect the faulty row.  

It is justified that the intersecting points of row and side boundary are treated as the 
faulty cell, as we have assumed that there can be at most two faults in the chip. 

E.g., if the fault is at (M−3, N) location, then more than one droplet set for row test 
must fail to reach the sink. In that case, for the last droplet, which fails to reach the sink, 
the intersecting point of row path and side boundary can be detected as faulty (Fig. 8).  

Case 2: Boundary is passable. Thus, two faults are anywhere in the chip, other than 
the boundary. 

Go for the Complete Procedure as discussed in Section 3.3. After performing col-
umn test, we can have several scenarios to be discussed further. 

1. If two adjacent column tests fail to pass droplets against one affected row, then there 
must be one common intersecting point, which is affected definitely (Fig. 9(a)). 

2. Else, if two adjacent column tests fail to pass droplets, against two of the affected 
rows, then we are getting six considerable points among which two may be faulty 
(Fig. 9(b)). Thus, detection can be done afterward. Fig. 10 shows it clearly.   

Sink 

Iteration 2 Iteration 1 

Sink 

Source Source 
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Fig. 7. Detection of double faults at the upper boundary of the chip. (a) First droplet fails to 
reach the sink, so the fault is at cell #2. (b) Second droplet fails to reach the sink, but cannot say 
whether the fault is on cell #3. (c) Third droplet fails to reach the sink, but cannot say whether 
the fault is on cell #4. (d) Fourth droplet succeeds to reach the sink. Thus, cell #4 is certainly 
faulty. 

3. Else if one column test fails to pass droplet against one affected row, then two con-
siderable points are there, of which one has not gone for column test. Thus, that 
non-traversed point is the faulty one (Fig. 9(c)). 

4. Else if one column test fails, against two of the affected rows, then there are exact-
ly two infected cells to be identified for sure (Fig. 9(d)). 

 

Fig. 8. Traversing through (a) to (d) while detecting the fault at the side boundary. 

Case 3: One fault is at the boundary and the other is anywhere in the chip. 
Consider an example 2, where the graph dual of G7×7 depicts that it has an error at 

cell #2, i.e. on the upper boundary and at cell #25. Now, according the proposed me-
thod, BT1 will fail while BT2 will succeed to reach towards the sink in specified time. 
Therefore, we go for Row test and definitely, we will get row #4 as faulty. Hence, 
after performing algorithm Reduce_Area, it looks like the picture as shown in Fig. 
11(a). 

Now, perform algorithm Detect_Fault_UB and it will detect a fault at cell #2.  
At this instant, droplet #D1 of Column Test at Iteration 2 fails to reach the sink. 

Thus, the intersecting point of row #4 and the path traversed by D1 during column test 
at iteration 2 is cell #25, as discussed in Case 2(b). Fig. 11(b) shows this clearly. 

The detection time is compared with some existing technique. It shows that the 
proposed one is much superior compared to the other. Moreover, the proposed tech-
nique satisfies the dynamic fluidic constraints as well. 
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Fig. 9.  Fault analysis for Case 2, where           indicates affected row,        indicates column 
traversed in the first iteration, and        indicates column traversed in the second iteration. 

4 Experimental Results 

Extensive offline testing has been done with a large number of arrays varying from 
4×4 to 60×60 electrodes. Table I reports the details of the microarray. Table II reports 
the performance of the proposed technique, viz. the existing technique [14]. The per-
formance of the proposed technique is divided into two columns: Proposed (min) and 
Proposed (max). 

The proposed method not only diagnoses double faults in the chip, but it also de-
tects the location. To test N×N target array, Boundary Test 1 and Boundary Test 2 are 
carried out first, and the methods take 2N+2 units’ time. Next, row test is performed; 
in each iteration, this takes N units of time. Thus, up to this step, the proposed tech-
nique takes 4N units’ time slice. After that, the N×N target array be partitioned into 
two halves, and the column test is performed in parallel. Here, if one has to go for 
column test, then it takes 2N/2, i.e. N units time slice in each iteration. Hence, as a 
whole it takes 6N units time slice. Therefore, the total fault diagnosis procedure 
includes 6N steps, i.e. O(N), and compared to parallel scan-like test and multiple 
defect diagnosis [14], which has 8N steps, the time needed for this diagnosis is 
reduced. 
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Fig. 10. Detection of double fault for Case 2(b). 

Columns 6 and 7 of Table II show the percentage (%) improvement in each case. This 
is defined as: 

% improvement = ((Existing Time – Proposed Time) × 100) / Existing Time 

     

Fig. 11. Double Fault Detection through Example 2 for Case 3.  

It can be seen that the proposed method has an improvement over time at about 
12.5% minimum and 37.5% maximum. Table II shows the case-wise result, as dis-
cussed earlier. It shows that the proposed technique achieves improvement to a great 
extent. 

Table 1. Test case details 

Sl. No. Size Source Sink Total Edge 
1 4×4 1, 1 4, 4 24 
2 5×5 1, 1 5, 5 40 
3 6×6 1, 1 6, 6 60 
4 10×10 1, 1 10, 10 180 
5 20×20 1, 1 20, 20 760 
6 20×25 1, 1 20, 25 980 
7 30×30 1, 1 30, 30 1740 
8 40×40 1, 1 40, 40 3120 
9 50×50 1, 1 50, 50 4900 

10 60×60 1, 1 60, 60 7080 
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Sink 

Source 
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Table 2. Performance of the proposed technique 

Sl. 
No. 

Time Slice Required % improvement 
in  Diagnosis 

Existing 
[14] 

Proposed 
Case 1 Case 2 Case 3 

(Min) (Max) Diag-
nosis 

Detec-
tion 

Diag-
nosis 

Detection 
(max) 

Diag-
nosis 

Detec-
tion 

1 32 20 24 24 32 28 28 12.5 37.5 
2 40 25 30 30 40 35 35 12.5 37.5 
3 48 30 36 36 48 42 42 12.5 37.5 
4 80 50 60 60 80 70 70 12.5 37.5 
5 160 100 120 120 160 140 140 12.5 37.5 
6 200 125 150 150 200 175 175 12.5 37.5 
7 240 150 180 180 240 210 210 12.5 37.5 
8 320 200 240 240 320 280 280 12.5 37.5 
9 400 250 300 300 400 350 350 12.5 37.5 

10 480 300 360 360 480 420 420 12.5 37.5 

5 Conclusion 

Efficient fault detection in a microfluidic biochip is an indispensable activity, as it is 
often used to operate in critical circumstances. In this paper, an advanced double fault 
detection technique has been proposed, which yields better results compared to some 
existing methods. Also, it satisfies the phenomenon of dynamic fluidic constraints. 
Thus, the chances of collision between two droplets are reduced. The proposed algo-
rithm can detect any fault in the boundary region too. Therefore, further case studies 
can be done so that, not only double fault at the boundary, but more than two faults 
can be identified. 
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Abstract. Touchscreen devices have become very popular in the last decade and 
eased our modern life. It is now possible to automatically log in to any web page 
connected to our touchscreen phones, such as social networks, e-commerce sites 
and even mobile banking. Given these facts, the emerging touchscreen technology 
brings out a potential security issue: weakness of authentication protocols. There-
fore, we put forward a biometric enhancement on “swiping” authentication, which 
is one of the options to log in a touchscreen phone however with the lowest secu-
rity. We created a ghost password by extracting the features of coordinates and 
swipe durations to use them as the inputs of the Levenberg-Marquardt based 
neural network and adaptive neuro-fuzzy classifiers which both discriminate real 
attempts from fraud attacks after training. 

Keywords: Touchscreen · Biometric · Authentication · Swiping · Security 

1 Introduction 

Biometrics is the general term for human traits which are so unique that makes them 
really hard to mimic. The biometric authentication systems are developed for extract-
ing physical, biological or behavioral characteristics to identify or discriminate the 
users when necessary. Among the several types of biometric systems, keystroke rec-
ognition has an unusual enhancement since the features could be designed intentional-
ly and changed on request. Considering other well-known biometric systems, such as 
iris, gait, fingerprint, finger veins, hand geometry, the traits are biological or physical 
that cannot be changed, but in keystroke systems, the password design can be natural 
or a ghost password can be designed. 

Keystroke recognition is basically based on the uniqueness of entering an alpha-
numeric password. The infrastructure of keystroke authentication systems is more or 
less similar; collecting inter-key durations as the main feature. Moreover, keystroke 
techniques are extended subsequent to emerging technologies of touchscreens and 
now it is comprising a basis for touchscreen authentication and related.  However the 
kernel stays same, no matter the input device is a keyboard or a touchscreen. In addi-
tion to alphanumeric passwords, the touchscreens have various authentication me-
thods such as pattern passwords and swiping. 

Despite the security issues, swiping is the easiest method to authenticate to a 
touchscreen. In this process, the users only need to do a fingertip gesture on the screen 
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and simply drawing a line while touching is enough to authenticate. In spite of the 
given ease of use, this procedure however has a security drawback since most new 
generation mobile phones and tablets remember passwords of very crucial websites, 
like e-banking, e-commerce or all kind of social networks. Therefore, what we briefly 
propose in this research is to strength the swiping authentication systems using bio-
metrical features. 

There are three major subsystems introduced in this paper, namely; Feature Extrac-
tion, Training and Classifying which could be seen in Figure 1 below, 
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Fig. 1. Workflow of Enhanced Swiping Authentication System 

Initially, an interface is written to emulate the screen dimensions of Samsung 
I8262 Galaxy Core Duos smartphone, which is 800x480 pixel-square. As the swiping 
starts in enrollment step, the feature extraction subsystem marks the initial coordi-
nates. The subsystem also records the touch duration until the swipe is over and points 
the final coordinates. Using these five inputs, Swipe Start x, Swipe Start y, Swipe 
Finish x, Swipe Finish y and the time data, the neural networks based classifiers, Le-
venberg-Marquardt based artificial neural (LM-ANN) and adaptive neuro-fuzzy 
(ANFIS), are trained.  

Although numerous articles have been published in the last decade regarding keys-
troke recognition like [1] [2] [5] [7] [8] [9] [11] [12] [13] [14] [15] [16] [17] [20] 
[21], there are several papers in the literature that are relevant of our research.  

Very briefly; Sae-bae et.al. [4] introduced a gesture-based authentication method 
using five-finger touch gestures. They collected the biometric data from the move-
ment characteristics of the palm and created a classifier to recognize unique biometric 
gesture features and to check the future logins. They achieved an equal error rate 
(EER) of 5% – 10%. Chang et al. [3] utilized the pressure feature for a graphical au-
thentication system for touchscreens with an EER of 6.9% – 14.6%.  

Furthermore, Angulo and Wästlund [6] dealt with lock pattern dynamics and de-
veloped an application for the Android mobile platform to collect data. As a result of 
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the experiments they made, an EER of 10.39% was revealed. Maiorana et al. [10] 
proposed a method of keystroke recognition to enhance keypad authentication for 
mobile devices and reached 13.59% – 24.15% EER. Tasia et. al  [22] also proposed a 
twelve key virtual keypad as an interface for users to enter their biometric pins. The 
result is encouraging that they achieved a constant 8.4% EER. Kang and Cho [23] 
presented three different interfaces for touchscreens to collect biometric data and their 
experiment resulted in 5.64% – 16.62% EER. 

Moreover; Kambourakis et al. [24] implemented a biometric keystroke system for 
touchscreens using for traits: speed, distance, hold-time and inter-time and achieved 
an EER of 13.6% – 26%. Sae-bae et. al. [18] dealt with multi touch gestures, especial-
ly hand and finger muscle behavior. They pointed the initial points of the five fingers, 
traced the movement as the fingers move, calculated the distances to propose a ges-
ture based user authentication system and reached 5.14% – 27.73% EER. Finally, 
Zhao et al [19] determined gesture types for single and multiple touches and intro-
duced the “Graphical Touch Gesture Feature” with an EER of 4.1% – 10.5%. 

Comparing with these enhancements, what we put forward is two types of intelli-
gent classifiers to strengthen the swiping process on touchscreens.  

2 Feature Extraction 

Since the major concern of this research is enhancing the existing and built-in authen-
tication algorithm in touchscreens, the swiping process is considered not as a gesture 
as in previous works, but as a simple and basic motion. Therefore and initially, an 
invisible interface is created to collect coordinate and duration data. The ghost pass-
word beneath the swipes is 5-bit array which can be represented by 

 , , , ,  (1) 
 

where x represents the horizontal axis, y represents the vertical axis, i is initial,f is final 
point and t is the duration and     , ∀ , 0 480  ∀ , 0 800 . 

3 Training Algorithms 

As the classifier system, we firstly selected artificial neural network (ANN) which is a 
learning system that simulates the neurological processing ability of the human brain 
and can be used in correlating the nonlinearity between inputs and outputs. The ANNs 
are usually trained by the backpropagation algorithms however we used the Leven-
berg-Marquardt [25] [26] algorithm, which is actually a nonlinear optimization proto-
col since it has lower dissolution time.  

Like the quasi-newton models, the LM algorithm is designed to find  from  
using the Hessian and gradient matrices however in LM, the Hessian matrix is ap-
proximated by Jacobian matrix. On the other hand, we’re dealing with the optimiza-
tion of the weights therefore the equation is written for the weights, namely, 
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The data includes the coordinates in pixel numbers such as ∀      
where ∀ , 0 480  ∀ , 0 800  however these values are normalized 
to; ∀      where ∀ , , , 0 1  namely;  

 480,⁄  800,⁄ 480,⁄ 800,⁄   (5) 

 

We trained the network with 10 input arrays and for initial learning rate 0.5 
by iterating the network, involving standard sigmoid perceptron and 5 nodes in one 
hidden layer, for 200 epochs and optimized the weights using LM. The input matrix is 
also used as the checking data to determine the confidence interval by feedforwarding 
the network and the following values are achieved in Figure 3. 

Given the maximum and minimum levels of the Figure 3, the confidence interval is 
determined as 1.0008 and 0.9995 however we extended the interval 
by doubling the range as 1.0016 and 0.9990 and therefore if the 
results of feedforward process of succeeding attempts result in outside of this region, 
they will be rejected. 

 

Fig. 3. Feedforward values of the input matrix as the confidence region 

These values also represent the correspondence between the individual value and 
the whole training set.  

In addition, we developed an ANFIS structure to utilize as the second classifier 
with generating a Sugeno style fuzzy inference system (FIS) with gird partitioning for 
30 epochs.  The membership function styles are selected as Gaussian, with three 
members each. However, ANFIS itself is not capable of differentiating the attempts, 
since, as a curve fitting algorithm, it is not designed for biometric classification. 
Therefore an imaginary fraud training set is computed and concatenated to (1)  
namely; 

 , , , , 1 (5) 
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480 , 800 , 480 , 800 , 2 0 (6) 

so we achieve; 
 ;  (7) 

Using  as the main training set consisting of 20 trials, the ANFIS is trained and 
the training set is tested to validate the success of training by plotting the FIS output 
vs training data in Figure 4. The generated Sugeno-FIS has 5 inputs and Gaussian 
membership functions which are shown in Figure 5.  

 

Fig. 4. ANFIS testing. 

 

Fig. 5. FIS Membership functions 
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Although the expected result to validate the attempt is 1, we again defined a confi-
dence interval between 1.02 and 0.98. Given the results of training 
session, both systems are perfectly adjusted to discriminate real attempts from fraud 
attacks. 

4 Experimental Results   

In the testing phase, 100 fraud and 100 real attempts are collected to check the perfor-
mance of the systems. 100 fraud attacks are completely unbiased and totally random, 
however real attempts are made by the owner himself, therefore the paths and durations 
are more or less similar with the training set, which could be seen in Figure 6. 

 

      

Fig. 6. Real Attempts (on the left) vs Fraud Attacks (on the right) 

Initially, the LM-ANN results are analyzed to find false reject rate (FRR), false ac-
cept rate (FAR) and EER. According to the classification of LM-ANN, the FRR=8% 
which is higher than expected, in contrast FAR=1% which means that only 1% per-
cent of the fraud attacks are granted. Equal error rate, which corresponds the intersec-
tion points of FRR and FAR, is linearly interpolated as EER=2.2%. 

 

Fig. 7. Simulink Design for ANFIS 
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By the help of Simulink, the fraud and real attempts were easily calculated by the 
FIS that the ANFIS generated.  

The results of ANFIS are a little reverse that FRR=0%, FAR=10% and EER is es-
timated as 5.4%. The consolidated EER points of output curves for both classifiers are 
shown in Figure 8.  

 

 

Fig. 8. Output Curves and EER points (LM-ANN on the left, ANFIS on the right) 

Beside of these methods, two curves are mandatory to evaluate the performance of 
biometric authentication systems. Receiver Operating Characteristic (ROC) curve is a 
general tool to summarize the results using 1-FRR and FAR percentages while, De-
tection Error Trade-off (DET) curve is a useful tool to plot the error rates on both axes 
by FAR% and FRR% with a special scale-free diagram as in Figure 9. 

 

 

Fig. 9. ROC Curves on the left, DET curves on the right 
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The ROC curves also provide an insight for sensitivity since they are calculated by 
altering the  and  values to check the system performance within various 
intervals. However for each new interval the calculated FAR and FRR rates could be 
the same and we selected the points that will start from (0,0),end in (100,100) and 
reveal a continuous line. The infrastructure beneath the ROC concept is briefly the 
unconditional existence very narrow and very large intervals to make the FAR and 
FRR both 0 and 100. 

According to the ROC curves, the performance of the LM-ANN is slightly better 
than ANFIS since it is increasing more sharply and ANFIS is closer to the x=y axis. 
Moreover, the DET curves prove the same argument: in ANFIS to reduce FAR by 3% 
we need to sacrifice 30% FRR, however in LM-ANN only 5% FRR will be sacrificed 
for %2 reduction of FAR. 

5 Conclusions and Discussions 

As a brief summary, we introduced two types of artificial intelligence based classifier 
to strengthen the swiping authentication. According to the results, both seems useful 
on enhancing swiping process by biometric features since the equal error rates are 
promising though LM-ANN had slightly better EER. ROC and DET curves are en-
couraging for both classifiers yet LM-ANN is again superior. 

Regarding LM-ANN, the network is trained by 200 epochs however the number of 
iterations could be extended or reduced based on the desired narrowness level. If ex-
tended, the resulting interval would be so narrow that the FAR will be higher however 
if reduced FRR will increase. In contrast we trained ANFIS by 30 epochs which 
seems enough to fit the training data and FIS outputs. However the main disadvantage 
of ANFIS is necessity of an imaginary set to generate the FIS. 

As future research, whole trace could be extracted instead of initial and final coor-
dinates. If LM-ANN is desired to be the major training algorithm then it is possible to 
create a skip-layer network to give importance to the duration data. Although our 
network is fully connected, it is plausible to erase some connections to achieve more 
precise results however it is not recommended for this project since the coordinate 
data we’re using is in order. Additionally the kernel seems suitable for nearest neigh-
bor algorithms if the features will be the coordinates. On the other hand, the points 
could be turned into angles to reduce the number of inputs however the starting point 
of swiping will be lost this time.  
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Abstract. In this research, a new layout style, ‘Nodes of Effects and/or
Way through for TYing Particular Elements (NeWTYPe)’, for displaying
genealogy with assisted reproductive technologies (ART) that include a
sperm/ovum donor and/or a surrogate mother using our WHIteBasE
method is proposed. The NeWTYPe is a node with symbols; ‘Arrow’,
‘Pipe’, and ‘Arrow and Pipe’. Using the NeWTYPe, complex relations
of the ART can be understood easily. Note that previous WHIteBasE
method has perfectly been able to integrate each relation that includes a
married couple and their children, and has been able to display complex
relations with segment intersections and various layout styles easily, and
also, our JaBBRoW method for abbreviating some jointed relations on
the WHIteBasE has been proposed. As a result, displaying both regular
complex genealogy and the ART can be realized simultaneously. Our
improved software that can display the NeWTYPe automatically and
seamlessly by only mouse operations is presented.

Keywords: Family trees · Pedigrees · Sperm or ovum donor · Surrogate
mother · GEDCOM · WHIteBasE

1 Introduction

There is a lot of genealogy display software these days[1]-[18]. However, almost all
of them cannot display complex relations perfectly. In the case of writing complex
genealogy on paper media, one individual is written only once in most cases using
segment intersections and various layout styles. In contrast, in the case of using
the software, one individual is often displayed in multiple places because the
software considers no complex layouts even if GEDCOM[19], a de facto standard
for recording genealogy data exchange format, can store them perfectly. These
displaying results are very difficult to understand complex relations correctly.

To cope with the difficulty, new genealogy display software has already been
proposed on our previous research by using the WHIteBasE (Widespread Hands
c© IFIP International Federation for Information Processing 2015
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 204–215, 2015.
DOI: 10.1007/978-3-319-24369-6 17
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Fig. 1. A regular family layout in genealogy Fig. 2. Connection model of WHIteBasE

to InTErconnect BASic Elements) method[20]. The WHIteBasE is a hidden
node for integrating relations that include not only a married couple and their
children but also information of those positions. As a result, one individual have
been displayed only once using segment intersections easily. In addition, not
only various layouts such as paper media have been displayed but also intuitive
inputs and inspections such as map display systems have been realized[21],[22].
Moreover, JaBBRoW (Joint ABBReviation for Organizing WHIteBasE) method
has also been proposed for abbreviating a part of genealogy[23]. As a result,
arbitrary relations with horizontal and vertical connections in genealogy can be
abbreviated easily.

On the other hand, there is different complex relations these days such as
Assisted Reproductive Technologies (ART) that include a sperm or ovum donor,
and a surrogate mother[24]. This work said that ART symbols and pedigree lines
can be displayed on many existing genealogy display software. However, these
software cannot display regular complex relations with segment intersections
perfectly mentioned above. In addition, these layout styles has slant lines between
a parent generation and a child generation. Using slant lines makes displaying
genealogy complicated in the case of using segment intersections. Displaying
all situations both of regular genealogy and medical pedigree such as the ART
cannot be realized using the existing medical line definitions.

In this paper, a new layout style, ‘Nodes of Effects and/or Way through for
TYing Particular Elements (NeWTYPe)’, is added to the WHIteBasE method.
The NeWTYPe is a node with symbols; ‘Arrow’, ‘Pipe’, and ‘Arrow and Pipe’.
Using the NeWTYPe, complex relations of the ART can be understood easily.
As a result, displaying both regular complex genealogy and the ART can be
realized simultaneously. Our improved software that can display the NeWTYPe
automatically and seamlessly by only mouse operations is presented.

2 WHIteBasE and JaBBRoW

In this section, the WHIteBasE method and the JaBBRoW method that are
our previous proposal [20]-[23] are briefly introduced. A regular family relation
between a married couple and their child is managed as an event by a Hidden
Node, WHIteBasE as shown in Fig. 1. The connection model of WHIteBasE
is shown in Fig. 2. WHIteBasE has three keyholes, SL, SR (Substance) and D
(Descendant). Individuals have two keys, A (Ascendant) and M (Marriage).
A can connect with D, and M can connect with SL or SR, where denote one
family.
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Fig. 3. Brothers and sisters Fig. 4. Multiple Remarriages Fig. 5. Adoptions

Fig. 6. Regular layout Fig. 7. Various Layouts Fig. 8. Coordinate System

For brothers and sisters, D is extended to multiple keyholes Dj as shown
in Fig. 3. For multiple remarriages, M is extended to multiple keys Mk and
plural WHIteBasEs are used as shown in Fig. 4. For adoptions, A is extended to
multiple keys Al as shown in Fig. 5 where Ap, one of Al, denotes ID for handling
the biological parents, and the others denote IDs for handling social parents.

Fig. 6 shows the regular Japanese layout style. It includes a double horizontal
segment MS (Marriage Segment), a vertical segment TS (Trunk Segment), a
horizontal segment BSS (Brothers and Sisters Segment), and a vertical segment
BS (Branch Segment). The ‘�’ denotes a male, and the ‘©’ denotes a female
that are a couple connected by using MS. For various layouts, MS is extended to
MS, MSv, and MSh named DB (Double Bend), and BSS is extended to BSSh,
BSSv, and BSSl named HS (Hooked Segment), as shown in Fig. 7.

A set of Wi that defines WHIteBasEs and a set of Ij that defines Individual
Nodes are represented by

Wi = {SL, SR,Dj ,Q}
Ij = {Mk, Al}

⎧
⎪⎪⎨

⎪⎪⎩

i = 0, 1, · · · , imax

j = 0, 1, · · · , jmax

k = 0, 1, · · · , kmax

l = 0, 1, · · · , p, · · · , lmax

(1)

where i, j, k, l and imax, jmax, kmax, lmax denote the IDs and their maximum
values on the data table respectively, p denotes the ID for handling a biological
parents, SL and SR denote the IDs for handling a couple, Dj denote the IDs for
handling descendants, Mk denote the IDs for handling marriages, and Al denote
the IDs for handling ascendants. Individuals are managed by using data table
including names and annotation data. WHIteBasEs are managed by using data
table separated from Individuals.
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(a) (b) (c) (d) (e) (f) (g) (h)

(i) (j) (k) (l) (m) (n) (o) (p)

Fig. 9. Search pattern of segment intersections for various layouts

(a) Existing Method

(b) WHIteBasE Method

Fig. 10. Number of references Fig. 11. Displaying Result by using WHIteBasE [25]

A set of Q that defines coordinate values for each position managed by a
WHIteBasE measured from the origin in the displaying area is represented by

Q = {qb, qL
, q

R
, qd, qcj , qaj

, qvl, qvh, qm, qe, qtl, qrb} (2)

where qb denotes the WHIteBasE’s position, q
L
, q

R
denote the parents’ positions,

qd denotes a junction’s position between MS and TS, qcj denotes children’s
positions, qaj

denotes junctions’ positions between BSS and BS, qvl, qvh denote
the corners on DB, qm, qe denote the corners on HS, qtl, qrb denote positions of
top-left and bottom-right of all area managed by a WHIteBasE, as shown in
Fig. 7 and Fig. 8.

There are only four kinds of horizontal segments and four kinds of vertical
segments in the WHIteBasE method. The positions of segment intersections can
be calculated by using only 16 patterns of line crossing as shown in Figs. 9(a)-(p).
The half arcs are displayed on the positions of segment intersections. The detailed
information has already been written in our previous research [22].

This algorithm is very fast because it skips when two WHIteBasEs’ areas do
not overlap. In addition, when adoptions are set, the segment style changes to
the dashed segments named AS (Adopted Segment) and the arcs are not used.

One of advantages using WHIteBasE is the decreased reference volume. If the
existing software is used, all of individuals connect with other individuals as
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(a) Selecting the area to compact (b) Compacted area

Fig. 12. Compacted and Recovered Operation by using the Hidden Node, JaBBRoW

shown in Fig. 10(a). In contrast, if the WHIteBasE is used, two reference links
per a child decrease as shown in Fig. 10(b). Moreover, the users can understand
the complex relations intuitively and can input and inspect them easily.

Fig. 11 shows the sample demonstrations by using our previous genealogy
display software that can display complex relations with segment intersections
automatically and seamlessly by only mouse operation [25].

In addition, the JaBBRoW method can be used for abbreviating a part of
genealogy. A selected area of genealogy with abbreviation is managed as an event
by a Hidden Boundary as shown in Fig. 12(a). When the area is compacted,
the dotted rectangle becomes the solid rectangle as shown in Fig. 12(b). All of
relations in genealogy can be maintained while compacting, and all of relations
in the Hidden Boundary can be scaled down to the very small area.

JaBBRoW is defined using a set of hyper-graph G represented by

G = ( V, ε ) (3)

where ε denotes a hyper-edge given by

ε = { J0, J1, J2, · · · ∈ V | Ji ∩ Jj = 0, i �= j } (4)

where Jk (k = 0, 1, 2, · · · ) denote a Hidden Boundary JaBBRoW, each
JaBBRoW is a disjoint set, and one node is not managed by plural JaBBRoW.
On the other hand, V denotes a set of each node inside the JaBBRoW repre-
sented by

V = { V0, V1 } (5)

where V0 and V1 denote a set of Individuals and a set of WHIteBasE respectively
represented by

V0 = { I0, I1, I2, · · · , | Ij /∈ Jk then Ij /∈ V0, k = 0, 1, 2, · · · } (6)
V1 = { W0, W1, W2, · · · , | Wi /∈ Jk then Wi /∈ V1, k = 0, 1, 2, · · · } (7)

where Ij are coordinate values on the
∑

world, and Wi are coordinate values of
only corner points in the WHIteBasE represented by

Wi = {qb, qd, qvl, qvh, qm, qe|qb /∈ Jk then qd, qvl, qvh, qm, qe /∈ Wi, k = 0, 1, 2, · · · } .
(8)

As a result, a set of each node inside the JaBBRoW is scaled in each Jk. Note
that qvl, qvh, qm, qe are not calculated when various layouts are not used.
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(a) Sperm donor

(c) Surrogate only

(b) Ovum donor

(d) Surrogate ovum donor

D: Donor
P: Pregnant
S: Surrogate

(e) Planned adoption

Fig. 13. Assisted Reproductive Technology Symbols and Definitions[26]

3 Layout style for Assisted Reproductive Technologies

3.1 Existing Definitions

The common pedigree symbols have been defined in the medical pedigree[26].
It is very important to discuss these symbols, however, it is not necessary to
calculate segment positions for displaying these symbols because they are only
symbols instead of displaying individuals’ names. Therefore, only segment layout
styles are considered for calculating segment intersections in this research.

There are five segment styles in the ART as shown in Figs. 13(a)–(e)[26]
where ‘D’ denotes Donor, ‘P’ denotes Pregnant and ‘S’ denotes Surrogate, ‘©’
denotes woman, ‘�’ denotes man, and ‘�’ denotes sex unknown. The five layout
styles (a)–(e) mean as the following:

(a) Couple in which woman is carrying pregnancy using donor sperm.
(b) Couple in which woman is carrying pregnancy using a donor egg and part-

ner’s sperm.
(c) Couple whose gametes are used to impregnate a woman (surrogate) who

carries the pregnancy.
(d) Couple in which male partner’s sperm is used to inseminate.
(e) Couple contracts with a woman to carry a pregnancy using ovum of the

woman carrying the pregnancy and donor sperm.

3.2 Problem of these Definitions

It is necessary to draw slant lines between parents and a child in these definitions.
It is thought that the reason why slant lines are necessary is to display parents
and a donor on the same horizontal position and to display genetic relations with
reproductive technologies. However, if the display distance between a couple and
a donor is long and there is a lot of relations near the couple, the angle of slant
lines becomes small and the segment layout becomes complicated because a lot
of horizontal and vertical segments are crossing on the slant lines. In addition, it
takes more times to calculate positions of segment intersections with slant lines
than using only horizontal and vertical segments. Moreover, these definitions are
special transcription specialized in medical pedigree and are not general.
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(a) (b) (c) (d) (e) (f)

Fig. 14. Sperm donor layouts using Regular Layouts and Direct Segments

(a) (b) (c) (d) (e) (f)

Fig. 15. Ovum donor layouts using Regular Layouts and Direct Segments

(a) (b) (c) (d) (e) (f)

Fig. 16. Surrogate only layouts using Regular Layouts and Direct Segments

(a) (b) (c) (d) (e) (f)

Fig. 17. Surrogate ovum donor layouts using Regular Layouts and Direct Segments

(a) (b) (c) (d) (e) (f)

Fig. 18. Planned adoption layouts using Regular Layouts and Direct Segments

4 NeWTYPe

It is important to realize the requirement both of regular genealogy layouts
such as the WHIteBasE method and pedigree layouts for the ART. To realize
this requirement, a new layout style, ‘Nodes of Effects and/or Way through for
TYing Particular Elements (NeWTYPe)’, is proposed in this research. It can be
said that persons other than a couple and a child are only added in the ART
treatment. This scenario only includes connections of donors and/or surrogates
from third persons to the stream between a couple and a child. Existing ART
layouts can be changed to the following new layout styles.

Sperm Donor: Figs. 14(a)–(f) show sperm donor layouts where (a) and (b)
denote Regular Layout for a child and children respectively, (c) and (d) denote
Direct Segment from a single parent for a child and children respectively, and
(e) and (f) denote Direct Segment from parents for a child and children respec-
tively. The horizontal arrow from a third person denotes a sperm donor. These
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(a) (b) (c)

Fig. 19. Different Vertical Positions Fig. 20. Generation alignment

(a) (b) (c)

Fig. 21. The sample using Hooked Segments

layouts correspond to Fig. 13(a), however, only horizontal and vertical segments
are used. Note that these six layouts without arrows (donors) have already dis-
played on the WHIteBasE method. The node of the vertical segment BS (see
Fig. 6) and the arrow segment is one of NeWTYPe. These layouts are very simple
to understand the meaning.

Ovum Donor: Figs. 15(a)–(f) show ovum donor layouts where (a)–(f) mean the
same mentioned above. The difference between sperm donor layouts and ovum
donor layouts is only the sex display of donors that includes a man ‘�’ and a
woman ‘©’. These layouts correspond to Fig. 13(b).

Surrogate Only: Figs. 16(a)–(f) show surrogate only layouts where (a)–(f)
also mean the same. In this case, genetically parents are the couple and the
surrogate person only takes her place. Considering this meaning, a pipe symbol
is used instead of the arrow. These layouts correspond to Fig. 13(c).

Surrogate Ovum Donor: Figs. 17(a)–(f) show surrogate ovum donor layouts
where (a)–(f) also mean the same. In this case, the event has not only surrogate
but also donor. Considering this meaning, both an arrow and a pipe symbol are
used together. These layouts correspond to Fig. 13(d).

Planned Adoption: Figs. 18(a)–(f) show planned adoption layouts where
(a)–(f) also mean the same. In this case, two arrows from two persons other
than a couple and a child to the node are used. Note that all donor/surrogate
persons of (a)–(f) are placed at the same vertical position. In contrast, Figs.
19(a)–(c) show the sample of different vertical positions. Both cases use two
arrows and one pipe symbol. These layouts correspond to Fig. 13(e).

Generation Alignment: Fig. 20 shows the sample of generation alignment.
Using the long size of individual’s text-box vertically, the top position of a couple
and a donor/surrogate person can be aligned even though the NeWTYPe is used.

Using Hooked Segments: Figs. 21(a)–(c) show the sample of sperm donor
using Hooked Segments. Using these styles, various layouts with the NeWTYPe
can be displayed. The other samples using Hooked Segments including ovum
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(a) (b) (c) (d) (e) (f)

Fig. 22. Symbols for the NeWTYPe

(a) Model of WHIteBasE

001

002

001

Donor

002

child

(b) Displaying Style

Fig. 23. Improved WHIteBasE model for the NeWTYPe

donor, surrogate only, surrogate ovum donor, and planned adoption, are similar
to these samples, because the node is located on the BS using both regular
layout, Direct segments, and Hooked segments. Therefore, the figures of the
other samples are omitted in this paper.

As a result, the necessary symbols for the NeWTYPe can be only six types;
‘Arrow’, ‘Pipe’, and ‘Arrow and Pipe’ using solid segment BS or dotted segment
BS as shown in Figs. 22(a)–(f).

5 Improved WHIteBasE Model

Symbols ‘Arrow’, ’Pipe’, and ’Arrow and Pipe’ are necessary to display the
NeWTYPe. NeWTYPe flag N is added to the WHIteBasE represented by

Wi = {SL, SR,Dj ,Q, N} . (9)

If N = 0, the WHIteBasE is the normal mode that equals previous model.
If N = 1, 2, 3, the WHIteBasE changes the NeWTYPe mode and the keyhole
D is covered, that means connecting descendants is not allowed as shown in
Fig. 23(a). The numbers of N mean ‘Arrow’ (N = 1), ‘Pipe’ (N = 2), and
‘Arrow and Pipe’ (N = 3). The left individual that has connected with ascendant
WHIteBasE denotes a child of reproductive treatment. The meaning of key M
in the left individual changes to the NeWTYPe connection.

One of this displaying style is shown in Fig. 23(b). In this case, the right
individual in (a) equals to the individual 001 in (b), the left individual in (a)
equals to the individual 002 in (b), and N = 1. If the top position of text box
in the individual is lower than the vertical position of the WHIteBasE that is
NeWTYPe mode, the NeWTYPe (arrow node) is displayed automatically.
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Fig. 24. Connection model of the WHIteBasE for planned adoptions

(a) Input data (b) Set NeWTYPe (c) Start NeWTYPe (d) Drag down

Fig. 25. Instruction for setting NeWTYPe

The horizontal segment (arrow) is single segment, however, the layout is
similar to MS. Therefore, the same search method for segment intersections
as shown in Figs. 9(a)–(p) can be used for the NeWTYPe in a little change
between single segment and double segment. As a result, the advantages of the
WHIteBasE and the JaBBRoW can be maintained as in the past.

For planned adoptions, plural WHIteBasEs that are set to the NeWTYPe
mode and multiple keys Mk in the child are only used as shown in Fig. 24. In
this case, the definition of WHIteBasE does not change at all.

6 Demonstration of Our New Software

Figs. 25(a)–(d) show the instruction for setting the NeWTYPe. The detailed
sequence is as the following:

(a) Input data; two Individuals and two WHIteBasEs and connect them.
(b) Select NeWTYPe menu that includes ‘Arrow’ or ‘Pipe’ or ‘Arrow Pipe’ on

the WHIteBasE 001.
(c) The WHIteBasE 001 changes to the NeWTYPe mode and the MS becomes

a single segment automatically.
(d) Drag down the individual 001, the NeWTYPe appears automatically. In this

case, ‘Arrow’ is selected in (b).

Fig. 26(a) shows the sample of five NeWTYPe test on WHIteBasE where
Individuals 001/002 are a couple, Individual 004 is a sperm donor, Individual
006 is a ovum donor, Individual 008 is a surrogate mother, Individual 010 is a
surrogate ovum donor, and Individuals 012/013 are the case of planned adoption.
In this sample, a lot of arcs for segment intersections are automatically displayed.
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(a) NeWTYPe test on WHIteBasE (b) NeWTYPe test using JaBBRoW

Fig. 26. Our new Genealogy Display Software for ART Layouts

Fig. 26(b) shows the sample of five NeWTYPe test using JaBBRoW. The
JaBBRoW 001 manages the five NeWTYPe area to abbreviate. The ascendant
of JaBBRoW 001 is WHIteBasE 008 and the descendant of JaBBRoW 001 is
Individual 015. The stream line from WHIteBasE 008 to Individual 015 can be
seen directly. Note that the JaBBRoW method does not change at all, however,
the function of JaBBRoW can be used even though the NeWTYPe is used,
because the difference between previous method and new method is only to add
the NeWTYPe flag to the WHIteBasE. The definition of the JaBBRoW is the
same as our previous research.

7 Conclusion

In this research, a new layout style, ‘Nodes of Effects and/or Way through
for TYing Particular Elements (NeWTYPe)’, that includes ‘Arrow’, ‘Pipe’, and
‘Arrow and Pipe’, could be added to our previous WHIteBasE method.

As a result, not only regular complex genealogy with segment intersections
but also the ART can be displayed simultaneously. Using the NeWTYPe layout,
relations of the ART can be understood easily because slant segments are not
used. In addition, the calculation time of the NeWTYPe is less than the case
using slant segments. Moreover, the layout style of the NeWTYPe is not special
transcription specialized in medical pedigree and this method has wide variety
of use.

Future plan will be conducted to construct grid layouts on semi-automatic,
displaying mythology genealogy, multi OS application, and new genealogy data
format for automatic layouts.
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Abstract. Identity verification on ubiquitous input devices is a major concern to 
validate end-users, because of mobility of the devices. User device interaction 
(UDI) is capable to capture end-users’ behavioral nature from their device usage 
pattern. The primary goal of this paper is to collect heterogeneous parameters of 
usage patterns from any device and build personal profile with good-recognition 
capability. This work mainly focuses on finding multiple features captured from 
the usage of smart devices; so that parameters could be used to compose hybrid 
profile to verify end- users accurately. In this paper, U-Stroke modeling is pro-
posed to capture behavioral data mainly from smart input devices in ubiquitous 
environment. In addition to this, concept of CCDA (capture, checking, decision, 
and action) model is proposed to process U-Stroke data efficiently to verify end-
user’s identity. This proposal can draw attention of many researchers working on 
this domain to extend their research towards this direction. 

Keywords: U-Stroke · Smart device · Touch screen · Ubiquitous input device · 
Identity verification 

1 Introduction 

Nowadays, mobile devices become smarter by offering multiple types of computing 
services at any place and at any time. Ubiquitous input devices [1] (smart phone, tab-
let, phablet, PDA, laptop, netbook etc.) become rich source of personal data, due to its 
support towards “any” paradigm. Sensitive personal data (such as password, financial 
information, health records [2]), stored in mobile devices are growing day by day. As 
a result, they are becoming attractive target to be attacked.  Accurate identity verifica-
tion of end-user is becoming a major requirement to preserve confidentiality and in-
tegrity in uncontrolled environment. 

Traditional authentication mechanism (PIN/Password based) can be easily compro-
mised. Anyone can access all services and can misuse personal information stored in the 
device, if device is misplaced. Implicit authentication mechanism needs to be considered 
without affecting normal usage pattern to overcome existing weak authentication  
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methods. Typing on computer keyboard is completely different from typing on smart 
devices having small keypads [3] and sensors enabled touch screen. Today, user-friendly 
touch screens are widely used on many devices such as mobile phones, tablets, and com-
puters. As smart devices can perform multiple tasks at the same time, data acquisition 
only during typing is not efficient to build user profile. Beside this, typing on touch-
screen based smart devices becomes more error-prone compared to computer keyboard 
based typing. Only temporal data based keystroke analysis is not sufficient  to build 
unique user profile for any ubiquitous device. Therefore, keystroke analysis needs to be 
merged with touch screen based gesture analysis to enhance success rate of identity veri-
fication. Keystroke dynamics is mainly considered for desktop computers [2]. Since 
touch devices comprise sensors to capture environmental changes, they offer more capa-
bilities to authenticate users accurately. Ubiquitous devices consider a different type of 
Human to Machine (H2M) communication by changing traditional way of human-
computer interaction (HCI). 

The major contribution of this paper is to propose a novel H2UID (human to ubiqui-
tous input device) interaction mechanism U-Stroke (ubiquitous stroke) that can be ap-
plied to any computing device. This type of H2M communication is considered here to 
verify identity of end-user either by using distinct model or authentication model. Here 
human to human verification (H2HV) is defined by proposed CCDA (capture, checking, 
decision, and action) processing model. Different types of U-Strokes and their multiple 
features are discussed here along with collected data through Android device, which 
may attract researchers to work on this domain in future.  

The rest of the paper is organized as follows. Section 2 presents a brief survey of 
existing works on this domain. Section 3 describes proposed U-Stroke analysis to 
verify end-user identity through ubiquitous devices. Section 4 presents brief analysis 
part followed by conclusion in section 5. 

2 Literature Survey 

Researchers are very much interested to work on human computer interaction to be 
considered as a means of verification of end-user identity [3, 4, 5, 6, 7, 8, 9]. Nowa-
days, HCI interaction with ubiquitous computing device becomes popular. Instead of 
considering end user authentication by means of only PINs or passwords, researchers 
are working on this area in recent years. Related works can be considered from differ-
ent aspects such as user’s identity verification by keystroke dynamics, by finger move-
ments and tapped information on sensor based touch screens. “Touch Sensor” is the 
predecessor [10] of modern touch screens. In a few recent studies, touch-based biomet-
rics is proposed for mobile devices instead of keystroke dynamics. There exists several 
finger gestures based authentication on touch screen of mobile devices. According to 
literature survey, very few works are based on continuous authentication on smart de-
vices. Software like Touch logger can detect usage pattern of device owner and block 
unauthorized access to the device. Biometric touch information can be considered to 
enhance the security by using screen unlock. Interaction data are captured by sensors 
without affecting normal activities. If it is detected that the current end-user is different 
from the device owner, explicit access policy needs to be triggered. 
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PIN authentication method is strengthened with sensor data and timings. Different 
parameters can be collected like acceleration values, touching pressure, touched area on 
the screen, different temporal values like key-hold time or inter-key time. Flexible au-
thentication can be implemented without considering predefined text. After a learning 
phase, end - users are authenticated while entering normal text. Touch dynamics may 
extract features like priority of usage of left and right hand, one-hand or both hand, use 
of thumb or index finger, stroke size, stroke timing, stroke speed, and timing regularity. 
Another way of implicit authentication is through learning behavior of a user- based on 
sent and received text messages, phone calls, browser history, and location of the smart 
phone. Instead of entering text into a soft keyboard, gestures like sliding towards a spe-
cial direction or taps are most efficiently used. Generally, target acquisition tasks are 
carried out with a stylus that is much smaller than the targets. Among various infor-
mation processing model, Fitt’s model is dependent on finger size and type of stroke 
[11]. Complexity of Welford’s model [12] is high compared to Whiting’s model, but 
Welford model is more efficient to define information processing task. A major chal-
lenge is to apply Fitts’ law to finger input, which may not be efficient for small-sized 
targets. This is mainly due to “Fat Finger” problem. Fitts’ law fails if targets are small. 
As finger touch on smart phones and tablets becomes popular, examining Fitts’ law [11] 
for finger touch attracts attention of many HCI researchers. Other information pro-
cessing models [12] are not utilized effectively to model touch gesture till date. 

After studying various existing works on this domain, it can be said there is no suita-
ble model exists till date, which can be applied to any device for end-user verification. 
Most of the touch screen based authentication techniques consider few parameters or 
includes the features that are only available to costly devices. Considering few strokes 
with few parameters may not give accurate result. However, processing too many pa-
rameters may slow down the procedure. In order to improve the efficiency and accuracy 
of end-user identity verification, proposed work mainly focuses on finding physical or 
virtual UDI parameters of individual users and build hybrid personal profiles for accu-
rate identification of end-users through ubiquitous input devices.  

3 Proposed Work 

Any type of user to input device interaction is proposed as U-Stroke, which is ana-
lyzed to identify end-users to any device in ubiquitous environment. U-Stroke analy-
sis considers typing on numerical keypad or QWERTY keypad of mobile phone,  
external keyboard of tablet, and physical keyboard of desktop or laptop as physical 
keystroke; typing on on-screen QWERTY keypad of smart devices or any interaction 
with touch screen as touch stroke. The concept of U-Stroke pattern is proposed to 
model any human interaction with ubiquitous input device (H2UID).  
 
Definition (U-Stroke). It is designed for any type of end-user to input device interac-
tion (UDI) on user-friendly interface of smart devices {smart phone, tablet, phablet 
(phone + tablet)} in ubiquitous environment to validate H2M communication.  
U-Stroke is implicitly used to create hybrid profile of end-user (HPEU) for identifica-
tion as well as verification. 
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Classification of proposed U-Stroke pattern is presented in figure 1. 

 

Fig. 1. U-Stroke Pattern 

H2UID identity verification triggers multiple times during usage. Detailed classifi-
cation of proposed U-Stroke pattern is described below. 

P- KeyStroke (Physical KeyStroke)–It behaves as keystroke dynamics on physical 
(hard) keyboards of desktops or laptops or keypads of mobile phones. This type of 
keystroke mainly considers temporal (key press event, latency, typing speed etc.) 
data. As keypad of mobile devices may differ with physical keyboards, P-Keystroke 
patterns may differ. 

Touch Stroke– It is based on the usage pattern on touch screen. To recognize valid 
user, multiple sensor data are integrated to model user variation.  

V- KeyStroke (Virtual KeyStroke)–It considers typing on soft keyboard (virtual) on 
touch screen. Distance between neighbor keys of soft keyboard is much lesser than 
distance between neighbor keys of hard keyboard. V-Keystroke mainly includes 
touch_down, and touch_up events. 

S-Stroke (Slide Stroke)– If finger movement on touch screen is either in horizontal 
direction (left or right) or in vertical direction (top or bottom), it is a type of S-Stroke. 
It is unidirectional and probability of touch_move event is high. 

W-Stroke (Write Stroke) –If finger (mainly index) acts just like stylus, used normal-
ly for writing or drawing on the screen, it is a type of W-Stroke. This stroke is similar 
to handwriting. W-Stroke includes touch_down, touch_move and touch_up events. 

Z-Stroke (Zoom Stroke)– If two fingers (mainly thumb and index of right hand) start 
from the same point and move towards opposite directions, it is a type of Z-Stroke. It 
is considered as open stroke as it moves outwards. Z-Stroke is bi-directional and 
probability of occurrence for touch_move event is high. 
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P-Stroke (Pinch Stroke) – If two fingers (mainly thumb and index of right hand) 
start from two opposite directions and move towards same point, it is a type of  
P-Stroke. It is considered as close stroke as it moves inwards on touch-screen.  
P-Stroke is bi-directional and probability of occurrence for touch_move event is high. 

T-Stroke (Tap stroke) –If touch_down, and touch_up events occur due to the stroke 
similar to single click, double lick, long tap or short tap on touch screen and screen 
unlock, it is a type of T-Stroke. Probability of occurrence for touch_down event is 
high. 

3.1 U-Stroke Pattern Modeling through Ubiquitous Input Device (UID) 

This section presents detailed idea about how U-Stroke pattern processing model can 
be defined in terms of information processing model like Welford’s model [12]. Here 
proposed U-Stroke Pattern Processing Model is defined by CCDA (capture, checking, 
decision, and action) concept with self-loop to identify end-user. This CCDA concept 
is mapped to the identity verification of end-user. Capture process is mainly used to 
collect U-Stroke data. Checking process is mainly used to classify U-Stroke pattern. 
Decision process is used mainly to take decision. Action process is used to take nec-
essary steps according to final decision. Short term memory is considered as local 
memory store and long term memory is considered as remote memory store. Self-loop 
(feedback) is used to update template profile. Figure 2 represents CCDA processing 
model for UID. 

 

Fig. 2. CCDA Processing Model for UID 

CCDA processing model of UID enables effective modeling of end-user’s usage 
pattern from U-Stroke and creation of hybrid profile of end-user after extracting mul-
tiple features. Considering more than one feature can enhance accuracy level of clas-
sification. End-User’s usage pattern is monitored multiple times to avoid malicious 
use. Less complex computation such as checking only device owner’s validity can be 
performed through short term memory store (local). Short term memory can store 
device owner’s log file. However, other complex computations are performed through 
long term memory store (remote server) to reduce computational overhead from lim-
ited resource device. CCDA process model may slow down if multiple features are 
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processed compositely. For this reason, composite features are separated before pro-
cessing and then fused as a whole to speed up the process. Significant variation of 
user’s profile is managed by frequent update of template through feedback path of 
CCDA processing model. 

3.2 End-User Identity Verification by U-Stroke Pattern Processing Model 

In this section, identity verification procedure of end-users through ubiquitous input 
devices is briefly presented. Definition of end-user identity verification is given be-
low. 

Definition (n class H2HV). A type of H2UID interaction based on U-Stroke pattern 
processing model CCDA, is classified into two sub-classes- distinction class (1: m 
verification, where n = m) and authentication class (1:2 verification, where n = 2). 

In 1: m distinction logic (where m = number of enrolled end-users), identity of  
valid end-user is accurately determined among all other end-users. In 1:2 authentica-
tion logic (1st class valid user, 2nd class invalid user), identity of claimed owner 
of the device is determined. U-Stroke can produce raw events at every few millisec-
onds. One single operation generates a series of raw events to create secure hybrid 
profile of end-user (HPEU).  

1:2 authentication logic can be processed on ubiquitous input device, depending on 
its capacity. Only owner’s usage patterns are stored in short term memory of CCDA 
for verification. 1: n distinction logic is processed on web server, where usage pat-
terns of n number of enrolled users are stored in long term memory of CCDA for 
verification. H2HV works in two phases- initial phase and verification phase.  

Initial phase includes U-Stroke data acquisition task, multiple features extraction 
and processing, learning of data-set from environment and template generation. Veri-
fication phase includes U-Stroke data collection for claimed identity, multiple features 
extraction and processing, classification, fusion, match logic, decision logic. Capture 
process of CCDA model includes data acquisition task, multiple features extraction 
and processing, learning of data-set from environment and template generation of 
H2HV. Checking process of CCDA model includes classification, fusion, match log-
ic. Decision process of CCDA includes decision logic and finally action needs to be 
taken according to security rule. Here main focus is given to data collection from 
touch screen enabled smart phones or tablets. However, U-Stroke pattern can be col-
lected from any type of devices from traditional desktop computer to smart phone.  

Multiple Features Collected for Capture Process of CCDA Model 
At first, H2UID interaction captures U-Stroke data according to device usage. Event e 
in U-Stroke consists of multiple parameters. Capture process of CCDA processing 
model includes raw data collection. U-Stroke raw data includes {activity, timestamp, 
X-coordinate, Y-coordinate, pressure, area covered}. Figure 3 represents U-Stroke 
analysis framework to verify identity of end-user in ubiquitous environment. 
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Fig. 3. U-Stroke Analysis for End-User Identity Verification (H2HV) 

Features of U-Stroke pattern are presented below. 

Activity- P- KeyStroke, Touch-Stroke, V-KeyStroke, S-Stroke, W-Stroke, Z-Stroke, 
P-Stroke, T-stroke - all are under activity category. Three types of activity are 
touch_down (0), touch_move (0.5) and touch_up (1). 

Timestamp - Absolute time of recorded action is measured in milliseconds. 
Timestamp depends on clock resolution of used devices [13].It is measured by An-
droid API Date.getTime()[14]. Device clock is characterized by sampling rate of 1ms. 

Position (X-coordinate, Y-coordinate) - On screen X-axis and Y-axis values of 
location of each touch point are recorded. When end-user touches the screen, one 
finger_touch point (part of fingertip) is created. It is measured by Android API 
ImageView.getLocationOnScreen()[14]. 

Pressure- Finger pressure ranges from 0 to 1. 0 implies no pressure and 1 implies 
normal pressure on the screen. However, few touch points hold the same value of 
finger pressure. Finger pressure force can be obtained by multiplying pressure and 
size of each touch point. It is measured by Android API MotionEvent.getPressure() 
[14]. To enhance usability of finger pressure data, values of pressure are expanded 
1000 times. 

Covered Area- Part of fingertip touched on the screen is considered as size of fin-
ger_touch point. It is measured by Android API MotionEvent.getSize().The area cov-
ered by fingertip varies with the size of the finger or type of the finger.   
Mapping of H2HV procedure with CCDA model is presented in table 1.  
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Table 1. Mapping of H2HV Procedure with CCDA Model 

begin 
   check H2HV phase 
   if H2HV phase:= initial then, 
      enable CCDA(capture) 
   else if H2HV phase:= verification then, 
      enable  CCDA (capture, checking, decision, action) 
    if n=m in H2HV then, // n number of end-users needs to be  
                                          checked for H2HV and m number of enrolled user 
       activate 1:m distinction model 
   else  if n=2 in H2HV then, 
       activate 1:2 authentication model 
end 

 
Table 2 represents procedural logic of CCDA model to identify end-users in ubiq-

uitous environment through any device. 

Table 2. Procedural Logic of CCDA for H2HV 

begin 
  process capture() 
    begin 
      collect_UStroke(P-KeyStroke, T-KeyStroke)          // data collection 
      aggregate X (activity, time, positionx, positiony, pressure, area) //  data of  
                                                                                                              raw event 
       fragment X into {X1, X2, ...,Xn} based on time // feature extraction and  
                                                                                  processing 
         construct feature vector F 
          fragment F into {f1, f2, ...,fn} 
         map X {X1, X2, ...,Xn} to F {f1, f2, ...,fn} 
         learn_context ( CCDA self loop) 
         find frequency (used pattern) 
        store_template(F) 
        update(CCDA feedback) 
       if template_size<= local_storge then, 
           encode and  store (short_term_memory) 
       else 
         encode, transmitted through secure protocol  and store (long_term_memory)   
     end 
    process checking()  
    begin 
     calculate_closeness (U, F) // U enrolled user’s feature vector during veryfi- 
                                                  cation, F feature vector stored at template 
     evaluate similarity_score() and assign to to s 
     fusion() 
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     begin 
     assign w to each factor of U-Stroke  / /wweight 
     calculate confidence_level(w,s)and assign to c 
     end 
     evaluate match score(s, c, th) and assign to rank   // thtolerance level  
   end 
    process decision() 
     begin 
        if rank=1 then, 
           set validity = true   // valid end-user 
          assign valid identity of end-user 
       else 
          set validity = false // invalid end-user 
     end 
     process action() 
       begin 
         generate_warning() or block_user() // based on security context 
      end 

4 Analysis 

Overall data collection task is performed here by Spice Dual Core Phablet (screen size 
5 inches or 12.7 cm), having easy to use touch based user interface with Android ver-
sion 4.2 Jelly Bean. Here Android data acquisition device id is 37d4d7ddd0b99bdf. 
As U-Stroke contains heterogeneous strokes, multiple features are not processed as a 
whole; because it may consume more energy in low-cost devices. As for example,  
S-Stroke or W-Stroke with one finger move or a T- Stroke with one finger hit is quite 
different from P-Stroke or Z-Stroke with two fingers. It is seen from the collected raw 
data that there exists relation between two sets. Set 1 includes {activity, position  
(X-coordinate, Y-coordinate), timestamp} and set 2 includes {pressure, area}. Set 1 is 
considered as fine-grained set, whereas set 2 is considered as coarse-grained set. 
Coarse grained set member “area” is proportional to finger-tip size of end-user. Fin-
gertip size of thumb is greater than index. Frequency of use of thumb and index fin-
gers are higher compared to other fingers. As multiple features are considered, FTA 
(failure to acquire) and FTE (failure to enroll) rate for H2UID interaction are almost 
equal to zero compared to other behavioral usage pattern analysis. However, probabil-
ity of error for device usage (like V-Keystroke, W-Stroke, T-Stroke) is directly pro-
portional to the size of fingertip. Fat finger also affects FTE and FTA parameters. 
Table 3 represents sample of U-Stroke raw data. Table 4 represents few strokes of  
U-Stroke pattern for user U1. To build strong profile of user U1 all raw data are col-
lected such as T-Stroke, S-Stroke, and then are grouped according to type of stroke 
and are processed separately. Finally outputs of all features are fused to generate final 
decision. 
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Table 3. U-Stroke Raw Data Collected from Two End-Users 

User-
ID 

Fine Grained Features Coarse Grained 
Features 

Activity 
 

Timestamp 
(ms) 

X-
coordinate 

Y-
coordinate 

Pressure 
 

Area 

U1 0 4893336544 272 269 0.21 0.04444445 
U1 0.5 4893336790 262 271 0.32 0.04444445 
U1 0.5 4893336795 123 327 0.28 0.04444445 
U1 0.5 4893336952 98 336 0.17 0.13333336 
U1 0 4893337798 108 339 0.48 0.04444445 
U2 0 4626934695 138 242 0.71 0.15555558 

U2 0.5 4626934713 140 241 0.71 0.1777778 
U2 0.5 4626934727 180 225 0.71 0.20000002 
U2 0.5 4626934744 230 220 0.71 0.1777778 
U2 1 4626934790 293 216 0.55 0.13333336 

Table 4. Few Strokes of U-Stroke Pattern for User U1 

Stroke Timestamp(ms) X Y Pressure Area 

T-Stroke 78864458 73 541 0.1 0.070588 

S-Stroke (right) 79073654 125 656 0.133333 0.109804 

S-Stroke (left) 79137343 433 595 0.133333 0.129412 

S-Stroke(up) 79107024 392 600 0.141176 0.133333 

S-Stroke (down) 79168990 405 351 0.2 0.160784 

W-Stroke 79203117 244 271 0.233333 0.156863 

Z-stroke 59021345 240 481 0.266667 0.133333 

P-Stroke 37581872 394 55 0.137255 0.2 

 

Compared to existing works [15, 16], proposed model works well by collecting 
heterogeneous data, reduces resource consumption by using CCDA model, and works 
well for low-cost devices for considering only basic sensor features. Here only 1:2 
authentication model is considered, where user U1 is treated as valid end-user (owner) 
of the device, whereas user U2 is treated as invalid one. Figure 4 represents end-user 
identification through coarse-grained features. It is seen that inter-user variability 
between user U1 and U2 is much higher than intra-user variability that can identify 
owner U1 of Spice Dual Core Phablet efficiently. 
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Fig. 4. Coarse-grained Features for End-User Identification H2HV 

Remote healthcare application is considered as a use case [2] of our proposed 
work. In this case, data owner (patients or local caregivers) can use smart device to 
upload health related data towards remote web server or cloud server. Similarly 
healthcare professionals from remote locations can access health related data of  
patients through smart devices at any time. Here authentication through ubiquitous 
input device is most important step to validate remote health service. Our proposed 
model works on this direction.  

5 Conclusion 

Existing works focus on either traditional keystroke logic or touch-stroke logic. We 
are designing a system model, which is capable to identify user at any place. This 
paper determines various patterns to build strong hybrid profile of end-users that is 
capable to reduce false detection, which is very harmful in uncontrolled environment. 
For touch stroke based authentication, multiple features are collected through user-
friendly interface of Android device. This is useful to enhance the flexibility of end-
user verification. Multiple features are processed separately and then fused to build 
user profile. Requirement of computational power is minimized by proposing CCDA 
model running on the background of limited resource mobile device. Proposed logic 
can process multiple features in a way that end-user can be identified accurately with 
less time and computational overhead. User profiles are frequently updated by self-
loop. Procedural logic of proposed CCDA model is given in paper and result shows 
that owner of Spice Dual Core Phablet can be successfully identified through coarse 
grained features (along with fine grained features consideration) with high accuracy 
and less resource consumption. Detailed analysis is not given here due to shortage of 
space. Target of our proposed work is to apply end-user verification (H2HV) on 
cheap smart devices that can be used by any people within budget.  

Work is on to evaluate the performance of proposed model compared to other well-
known works on this domain. Various security features, scalability, processor and 
memory overhead, battery consumption, and timeliness are also need to be considered 
to implement U-Stroke analysis in ubiquitous environment. Hopefully, direction of 
this research will be valuable for the further research on this domain. 
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Abstract. Frequently it happens that during symbols recognition, not
all of them are the proper ones. This may cause deterioration of a clas-
sifying process. In this paper we present a way to “separate the wheat
from the chaff”, by constructing a rejector, based on geometrical figures
enclosing “wheat” and excluding “chaff”. We assume that entities of
wheat, called native elements, are structured in some way and that there
is no a priori knowledge about chaff, named foreign symbols. For the
purpose of this study we present simple geometrical figures to generalize
the distribution of symbols and to govern the rejection process.

Keywords: Pattern recognition · Rejecting option · Native and foreign
elements

1 Introduction

In a standard attempt to pattern recognition an object is classified into one
of given classes. However, in practice, this assumption is often too optimistic.
Unfortunately, in important practical applications we do not only have elements
belonging to one of proper classes, but also elements that do not belong to
any of these classes, cf. [2,5]. Such elements, which we shall not classify into
any of proper classes, could appear for example due to an error in input signal
segmentation.

Surprisingly, the issue of rejecting foreign symbols is rarely considered in oth-
erwise very impressive research volume on pattern recognition, despite its obvious
importance. We may refer to [2] and [3], where the issue of contaminated datasets is
recalled. Among few recent papers, dealing with the issue of contaminated datasets
we can list [1] and [4]. The literature study reveals that dominating technique for
classification with rejection proposes to issue “flexible” decisions regarding class
belongingness. This does not necessarily entail application of fuzzy sets, though
in [11] authors point out that this is a viable method. Among studies oriented on
rejection in pattern recognition problems we may refer to [8,9].
c© IFIP International Federation for Information Processing 2015
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Since elements not belonging to any of proper classes are usually not known
a priori, i.e. at the stage of recognizer construction. Moreover, we cannot assume
that they form their own class(es) and we cannot use them at this stage. To
distinguish between these two types of elements the following terms are used:

– native elements for elements of recognized classes and
– foreign elements for ones not belonging to any given class.

Objectives of this study are aimed on inventing and exploring geometrical
methods that could be employed for rejecting foreign elements, to test proposed
methods on synthetic data and validate them on real data. In addition, the
study focuses on comparison of different geometrical figures used for symbol
rejection. In particular, two figures are considered: n-dimensional ellipsoid and
hyperrectangle. As a working hypothesis we assume that the latter one will
perform worse.

Let us emphasise that it is not our goal to elaborate and work on native
symbols classification, i.e. determining their class belongingness. Such techniques
are already well wrought. Nonetheless, when the need occurs we allow ourselves
to use some well-known methods of this area.

The paper is structured as follows. In Section 2 mathematical rudiments of
presented work are presented. Section 3 contains information about conducted
experiments for both synthetic (3.1) as well real data and with their transfor-
mations (3.1). Eventually, Section 4 concludes the work.

2 Preliminaries

2.1 Basic Concepts

Conventionally, a pattern recognition problem is an action of dividing a set of
objects S = {s1, s2 . . . , s|S|} into subsets, which include similar objects. Let us
assume that S = {S1, S2, . . . , S|C|} such that (∀i �= j)(Si ∩ Sj = ∅). Mapping
σ : S → C, where C = {1, 2, . . . , |C|}, constitutes a basic model for a task of
splitting.

In order to compare and assign class labels to each object we identify them
with a vector of some measurable characteristics, which are called features, and
then perform a classification. Such approach can be split into two mappings:
φ : S → X and ω : X → C, where the first one goes from the space of object
to the space of features and the second one from the space of features to the
space of classes. It can be easily seen that σ = ω ◦ φ and from now on σ can
be referred to as a classifier. In addition, throughout this paper we assume that
X = X1 × X2 × . . . × Xn = R × R × . . . × R i.e. space of features is the real
coordinate space of n-dimensions - R

n and we use lower-case and upper-case
letters to distinguish vectors and sets, respectively.

Since set S is commonly not available as a whole, we will construct the rejec-
tor only on some part of considered space. Let S ⊃ L = L1 ∪ L2 ∪ . . . ∪ L|C|
such that (∀i ∈ 〈1, |C|〉)(Li ⊂ Si). We call L a learning set. Furthermore we
split the learning set into training set(Tr) and testing set(Ts) in the following
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fashion: L = (Tr1 ∪ Ts1) ∪ (Tr2 ∪ Ts2) ∪ . . . ∪ (Tr|C| ∪ Ts|C|) such that every
class of the learning set is split into a training set and a testing set, namely:
(∀i, j ∈ 〈1, |C|〉)(Tri ∪Tsi = Li ∧Tri ∩Tsj = ∅) and Tr = Tr1∪Tr2∪ . . .∪Tr|C|
along with Ts = Ts1 ∪ Ts2 ∪ . . . ∪ Ts|C|.

It is also worthy to note that the word element is used all over this paper to
indicate examined object, as well as its features vector. Usually difference can
be distinguished from the context, but wherever it may cause any doubts we
explicitly state which is which.

2.2 Rejector Construction

Since we are interested only in evaluating whether given element belongs or not
to any of the proper classes (rather than specifying to which one exactly), each
element will be classified either as a native or a foreign one. In this case we
assume that the rejector is represented by following mapping: ρ : S → X → C̄ =
{native, foreign}.

Let Z = Z1 ∪ Z2 ∪ . . . ∪ Z|C| represent a geometrical region in R
n being

a union of some figures Zi. This region is assumed to enclose all points in training
sets, such that Zi is created based on training set Ti, for all i ∈ 〈1, |C|〉. For
convenience we assume that figures Zi are convex and compact. Such a region
will be used to determine if a feature vector from X represents native or foreign
element. We will write x ∈ Z to indicate the fact that some x from R

n belongs to
one or more figures from Z. Since precise information about geometrical objects
are defined in Section (2.3) - we are not covering any further details about Z.

Clearly, we are interested in a mapping:

λ : X → C̄ such that (∀x ∈ X) λ(x) =
{

native if x ∈ Z
foreign otherwise

In other words if a vector of features belongs to the region Z, we classify
it as native. Otherwise it will be treated as a foreign element. To sum up, we
complete ρ with a new mapping λ: ρ : S

φ−→ X λ−→ C̄, where λ is the object of
our study.

2.3 Geometry

As mentioned in the previous Section, there is still a need to precise, which
geometrical figures we will use to construct the rejector, i.e. the region Z. We
have chosen n-dimensional ellipsoids and hyperrectangles and in what follows
we define how to establish a membership to each of them. Choice of figures has
been motivated by their simplicity (hyperrectangles are really straight-forward
to compute) and intuitiveness (using ellipsoidal figures rely on the expectation
that features vectors will be normally distributed among each class).

Ellipsoids. An n-dimensional ellipsoid E can be defined as follows:

E = {x ∈ R
n : (x − x0)T A(x − x0) ≤ 1}, (1)
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where x0 ∈ R
n is the center of the ellipsoid E and A is a positive definite matrix,

cf. [10,13]. Having this in mind, it is obvious that any ellipsoid is uniquely
represented by its center x0 and matrix A.

Given volume of the unit n-dimensional hypersphere V0, we can compute
volume of the ellipsoid E in the following way:

V ol(E) =
V0√

det(A)
, (2)

Referring to Section 2.2, we define a region Z as union of ellipsoids:

Z = E1 ∪ E2 ∪ . . . ∪ E|C|

such that the ellipsoid Ei encloses all elements of the training set Tri and has
minimal volume, for all classes in C. Let us notice that according to Formula (2)
volume minimization is equivalent to maximization of the determinant. The task
of finding minimal volume ellipsoids enclosing given sets of elements was solved
by implementation of methods given in [13].

Finally, let us state that for any x ∈ X, x ∈ Z if and only if it is enclosed by
at least one ellipsoid from Z.

Hyperrectangles. Alike in the case of ellipsoids, we now construct a rejection
region Z as union of n-dimensional hyperrectangles enclosing training sets of
native elements:

Z = H1 ∪ H2 ∪ . . . ∪ H|C|
such that the hyperrectangle Hi encloses all elements of the training set Tri, its
edges are parallel to axes and it has minimal volume, for all classes in C.

More precisely, the hyperrectangle Hi enclosing the training set Tri is
a Cartesian product of the following finite intervals:

Hi = I1i × I2i × · · · × In
i

where, for all classes i ∈ C, the interval Ik
i is the minimal interval containing

values of k-th parameter for all points of the training set Tri. Assuming that
fk(x) is the value of k-th feature of an elements x, we get:

Ik
i =

〈
min

{
fk(x)) : x ∈ Tri

}
,max

{
fk(x) : x ∈ Tri

}〉

Again, let us state that for any x ∈ X, x ∈ Z if and only if it is enclosed by
at least one hyperrectangle from Z.

2.4 Evaluation

For a better understanding of how quality of classification with rejection should
be measured we adopt parameters and quality measures used in signal detec-
tion theory. Since these parameters are widely utilized, we do not refer to their
original sources here. The following parameters were used in defining several
measures outlining classification’s quality. These parameters create so called con-
fusion matrix, which is given in Table 1. The parameters given in the matrix are
numbers of elements of a testing set, which have the following meaning:
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– TP - the number of elements of the considered class correctly classified to
this class,

– FN - the number of elements of the considered class incorrectly classified to
other classes,

– FP - the number of elements of other classes incorrectly classified to the
considered class,

– TN - the number of elements of other classes correctly classified to other
classes (no matter, if correctly, or not).

Table 1. Confusion matrix for rejecting in pattern recognition problem

Classification to the class Classification to other classes

The class True Positives (TP) False Negatives (FN)

Other classes False Positives (FP) True Negatives (TN)

In this study, original pattern recognition problem is a multiclass problem.
However, from the point of view of rejection task, it is important whether a native
element is classified to any native class, even to an incorrect native class. There-
fore, the question if a native element is classified to the correct or any other
native class is not considered here. Hence, a multiclass pattern recognition with
rejection is turned to a two-class problem. Finally, the following measures were
used assess the quality of the classifier:

Accuracy =
TP+TN

TP+FN+FP+TN

Sensitivity =
TP

TP+FN

Precision =
TP

TP+FP

F–measure = 2 · Precision · Sensitivity
Precision + Sensitivity

(3)

The following comments help to understand these characteristics:

– Accuracy is a measure of a rejecting performance. This measure describes
the ability to distinguish between native and foreign elements. Of course,
the higher the value of this measure, the better the identification.

– Precision is the ratio of the number of not rejected native elements to
the number of all elements (native and foreign) not rejected. Precision eval-
uates the rejection ability to separate foreign elements from native ones.
The higher the value of this measure, the better ability to distinguish for-
eign elements from native ones.
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– Sensitivity is the ratio of the number of not rejected native elements to
the number of all native ones. This measure evaluates the rejection ability
to identify native elements. The higher the value of Sensitivity, the more
effective identification of native elements. Unlike the Precision, this measure
does not evaluate the effectiveness of separation between native and foreign
elements. The higher the value of this measure, the better ability to identify
native elements.

– Precision and Sensitivity are complementary: increasing sensitivity can cause
a drop in precision since, along with increasing the number of not rejected
native elements, there might be more not rejected foreign ones. It is there to
express the balance between precision and sensitivity since, in practice, these
two affect each other. There exists yet another characteristic that combines
them: the F–measure. The higher the value of this measure, the better bal-
ance between identification of native elements along with separation native
elements from foreign ones.

3 Experiment

Experiments are performed for two kinds of data: synthetic and real, both
described in Section 3.1. Elements of both kinds are characterized by 24 features.
In both, ellipsoids and hyperrectangles were built on chosen set of elements, cf.
Sections 2.2 and 2.3, and effectiveness of rejectors has been checked. Both kinds
of datasets have been split into learning and testing set.

In addition, we observe how rejection behaves when we start to remove some
of points from training classes and reconstruct geometric figures according to
shrunken training sets. We shrink number of elements 4 times; at each stage we
subtract 5% of points from the current cardinality of training set.

Figure 1 depicts the process of ellipsoids and hyperrectangles shrinking. In
this Figure, elements of two classes are presented in the 2-dimensional space of
features in order to keep explanation as lucid as possible.

3.1 Datasets

Synthetic Data. For this kind of data randomizing symbols demands several
stages. First of all we are generating 24 intervals (using uniform distribution),
where each interval can take values from 0 to 20 inclusively. These intervals
serve as a scope of possible values for each of features. Next, we are creating
10 different classes of symbols by assigning to them random vectors of features,
as well drawn from a uniform distribution. At this stage we have 10 points in
our features space. Next, we distort them by creating clouds of points around
each symbol. Process of spreading points is done as follows: take features vector
of some symbol and for every value of this vector add a number drawn from
N(0, 1). This is done 1500 times per each previously generated symbol. It gives
us 10 clouds of points, each having 1500 elements. We treat clouds as learning
sets, where 1000 points belong to training set and remaining 500 to testing set.
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Fig. 1. Consecutive shrinking process applied for: ellipsoids (upper part) and hyper-
rectangles (bottom part).

As for foreign symbols, two approaches were applied:
– homogeneous distribution in the space of features, which spreads elements

uniformly around the Cartesian product of features intervals. Elements acci-
dentally overlapping with natives were redrawn.

– non-homogeneous distribution - created by applying following process: for
each segment between a pair of native clouds centers find its middle point.
Treat the points as a centre of new cloud of 1000 foreign points, created
using the normal distribution.

In this way, in both manners, we get 10000 foreign points.

Real and Semi-synthetic Data. The datasets were constructed based on
the MNIST database of handwritten digits [12]. The following figure (2), repre-
sents a sample of natives elements used in the experiments:
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Fig. 2. Samples of elements of native classes.

Then, based on this database, two sets of foreign elements were constructed.
Sample of such set is represented by Figure 3.

Fig. 3. Transformed native elements: rotated by 90 degrees (upper part) and randomly
distorted (bottom part).

On the other hand, we refer to collection of foreign symbols as ‘semi-
synthetic’, because they are neither pure real, nor pure synthetic objects. They
have been created by modifying in some specific fashion (therefore synthetic)
the native set of symbols (therefore real). In this paper we incorporate two such
sets: A and B. First one comprises of native symbols rotated by 90 degrees, while
the second one of uniformly distorted native elements, cf. Figure 3.

3.2 Results

This Section is built mostly upon tables, which present results of the exper-
iments. Although we separate synthetic data measurements from real/semi-
synthetic ones, at the end there is an array concluding both of them.

Synthetic Data. First of all we present Tables 2 and 3. Each of them is divided
into considered geometric figure (upon which rejector has been based on), type
of foreign symbols distribution and consecutive steps of shrinking figures num-
bered as 1000, 950, 903, 858, 816 (number of points in each figure at each stage).
The only difference between them is that both training and testing sets are
used in the first case, while test set in the second case. One can observe nat-
ural behaviour of hyperrectangles, which in the end of the volume minimizing,
enclose more native points than ellipsoids. What is more, ellipsoids have better
foreign recognition properties, as mostly they are smaller (in terms of volumes)
than hypperrectangles. In addition, both figures work better with homogeneous
distributed foreign, which is caused by an assumption that feature’s vectors of
foreign symbols are equally likely to appear within the considered space.
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Table 2. Confusion matrices for consecutive shrinking of hyperrectangle (h-r) and
ellipsoid (ell) at training set (in %).

training set Rejector built for synthetic data sets

data set homogeneous non-homogeneous

figure h-r ell h-r ell

confusion TP FN TP FN TP FN TP FN

matrix FP TN FP TN FP TN FP TN

100.00 0.00 100.00 0.00 100.00 0.00 100.00 0.00

-0% 0.67 99.33 0.14 99.86 25.39 74.61 14.96 85.04

98.46 1.54 94.84 5.16 98.46 1.54 94.84 5.16

-5% 0.48 99.52 0.07 99.93 21.67 78.33 10.54 89.46

96.98 3.02 90.10 9.90 96.98 3.02 90.10 9.90

-10% 0.38 99.62 0.03 99.97 17.62 82.38 7.91 92.09

95.53 4.47 85.64 14.36 95.53 4.47 85.64 14.36

-15% 0.31 99.96 0.02 99.98 17.13 82.87 5.38 94.62

94.23 5.77 81.56 18.44 94.23 5.77 81.56 18.44

-20% 0.29 99.71 0.01 99.99 16.99 83.01 4.83 95.17

Table 3. Confusion matrices for consecutive shrinking of hyperrectangle (h-r) and
ellipsoid (ell) at testing set (in %).

testing set Rejector built for synthetic data sets

data set homogeneous non-homogeneous

figure h-r ell h-r ell

confusion TP FN TP FN TP FN TP FN

matrix FP TN FP TN FP TN FP TN

95.10 4.90 87.96 12.04 95.10 4.90 87.97 12.03

-0% 0.71 99.29 0.03 99.97 31.03 68.97 8.33 91.67

93.36 6.64 80.66 19.34 93.36 6.64 80.66 19.34

-5% 0.47 99.53 0.02 99.98 27.64 72.36 6.31 93.69

92.12 7.88 76.16 23.84 92.12 7.88 76.16 23.84

-10% 0.39 99.61 0.00 100.0 24.32 75.68 5.63 94.37

91.02 8.98 71.68 28.32 91.02 8.98 71.68 28.32

-15% 0.33 99.67 0.00 100.0 22.55 77.45 4.55 95.45

89.52 10.48 66.74 33.26 89.52 10.48 66.74 33.26

-20% 0.26 99.74 0.00 100.0 21.43 78.57 3.84 96.16

Real and Semi-synthetic Data. As for this type, we provided only one
Table (4), which concerns both sets: A and B. ‘h-r’ is an abbreviation for
hyperrectangle, while ‘ell’ means ellipsoid. In this case each stage of shrinking
is marked as ‘-0%’, ‘-5%’, ‘-10%’, ‘-15%’ or ‘-20%’, because our samples con-
tain approximately 1000 features’ vectors per symbol class, which causes slight
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Table 4. Confusion matrices for consecutive shrinking in ellipsoid (ell) and hyperrect-
angle (h-r) approach. Considered are sets A and B of foreign elements.

testing set Rejector built for real data set

data set A B

geometry h-r ell h-r ell

confusion TP FN TP FN TP FN TP FN

matrix FP TN FP TN FP TN FP TN

98.42 1.58 85.06 14.93 98.45 1.55 85.98 14.02

-0% 62.41 37.59 12.10 87.90 3.18 96.82 0.11 99.89

96.45 3.55 80.82 19.18 96.74 3.26 81.83 18.17

-5% 54.16 45.84 7.53 92.47 2.57 97.43 0.10 99.90

95.60 4.40 77.25 22.75 95.45 4.55 76.93 23.07

-10% 49.96 50.04 5.51 94.49 1.95 98.05 0.05 99.95

93.92 6.08 73.61 26.39 93.88 6.12 73.37 26.63

-15% 46.41 53.59 4.27 95.73 1.87 98.13 0.02 99.98

92.77 7.23 69.53 30.47 66.74 33.26 93.15 6.85

-20% 43.20 56.80 3.18 96.82 0.00 100.0 1.80 98.20

differences in number of points enclosed by each of geometrical figure, hence it
can not be generalized. Of course ‘-0%’ symbolizes situation, in which geometric
figures are based on all points in training sets. As in the previous Section, data
are presented in confusion matrices built with testing set.

First remark is that in both foreign sets hyperrectangle approach is not always
worse than the ellipsoid one - we have got 100% rejected foreign symbols in case
of hyperrectangles in B, while ellipsoids rejected 98.20%. Second observation
is that for two sets ellipsoid-based rejectors works well, while hyperrectangles
acquire rather average results in A. Hyperrectangle approach in sets A and B
manifests difference in points classified as true positive. In the first one, at stage
‘-20%’, it is 92.77% while in the second 66.74%. This reveals difference in native
elements distribution i.e. in set B they are more ‘compressed’ than in A, hence
shrinking process has created hyperectangles of a bigger volume in the case of
set A than in B. In addition in set A, ellipsoid technique, we achieved high
foreign symbols rejection rate, but at the same time the rate of native elements’
classification decreased.

Summary. As stated in Section 1, one of the main aims of this study is to
measure differences between approach based on ellipsoids and hyperretangles.
In this Section we present Table 5, which is the resume of performed tests,
based on measuring sensitivity, accuracy, precision and F-measure features, as
described in 2.4. This array helps us observing behaviour of both considered
geometrical figures.
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Table 5. Measuring rejecting results for synthetic and real data for shrunken figures
(‘-0%’, ‘-5%’, ‘-10%’, ‘-15%’ or ‘-20%’). h-r -hyperrectangle, ell - ellipsoid.

testing sets synthetic real/semi-synthetic

data homogeneous non-homogen. 90ccl AND

figure h-r ell h-r ell h-r ell h-r ell

Sensitivity 95.10 87.96 95.10 87.96 98.41 85.06 98.45 85.98

Accuracy 97.89 95.97 77.68 90.43 57.99 86.95 97.37 95.23

Precision 98.52 99.93 60.51 84.07 44.32 78.01 93.97 99.75

F-measure 96.78 93.56 73.96 85.97 61.11 81.38 96.16 92.35

Sensitivity 93.36 80.66 93.36 80.66 96.45 80.82 96.74 81.83

Accuracy 97.47 93.54 79.36 89.35 62.82 88.56 97.20 93.85

Precision 99.00 99.95 62.81 86.47 47.33 84.42 94.99 99.76

F-measure 96.10 89.27 75.10 83.46 63.50 82.58 95.86 89.90

Sensitivity 92.12 76.16 92.12 76.16 95.60 77.25 95.45 76.93

Accuracy 97.11 92.05 81.16 88.30 65.32 88.70 97.18 92.24

Precision 99.16 100.0 65.44 87.12 49.13 87.62 96.10 99.87

F-measure 95.51 86.47 76.52 81.27 64.90 82.11 95.78 86.91

Sensitivity 91.02 71.68 91.02 71.68 99.91 73.61 93.88 73.37

Accuracy 96.79 90.56 81.97 87.53 67.12 88.31 96.71 91.07

Precision 99.28 100.0 66.87 88.73 50.53 89.69 96.19 99.94

F-measure 94.97 83.50 77.10 79.30 65.70 80.86 95.02 84.62

Sensitivity 89.52 66.74 89.52 66.74 92.77 69.52 93.15 69.53

Accuracy 96.33 88.91 82.22 86.35 68.86 87.66 96.50 89.79

Precision 99.42 100.0 67.62 89.68 52.01 91.69 96.30 99.97

F-measure 94.21 80.05 77.05 76.53 66.65 79.08 94.70 82.02

We have divided the array into datasets types, foreign types (homogeneous,
non-homogeneous; set A, set B), rejector kind which has been used (‘h-r’ means
hyperrectangle; ‘ell’ describes ellipsoid) and results for consecutive shrinking of
geometrical figures.

First, we observe that in ellipsoid approach sensitivity decreases quicker than
in hyperrectangle one. Also, interesting is fact that for non-homogeneous foreign
symbols, F-measure of hyperrectangle technique actually elevates, while in all
others is getting smaller (especially in the ellipsoid type of rejectors). In all cases
during shrinking process precision rises, but some of the accuracy is lost.

4 Conclusion and Future Research Directions

We have proposed an approach to native elements recognition/foreign elements
rejection. Native elements belong to proper classes, which we plan to process,
while foreign elements may appear in a data set due to an unexpected error.
Because classification itself has not been in the scope of this study, presented
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methods may play crucial role for example in data preprocessing, where one can
firstly dispose of foreign elements and then focus on proper classification. Foreign
elements removed early from a dataset would not be subjected to a classification
process and therefore the proposed technique could improve the overall pattern
recognition process.

Two methods have been analysed: based on hyperrectangles and on ellipsoids.
Despite the fact that ellipsoid-based rejector exhibits high precision in detecting
foreign elements, it forfeits significant amount of native elements (especially in
shrinking process). On the other hand, hyperrectangular rejector detects native
elements on acceptable level but its ability to discern foreign ones is closely
related to the learning set layout. As for real life application, it is beneficial to
use ellipsoid-based rejector, without shrinking technique, but one must keep in
mind that with this method approximately 14% of native points may be wrongly
rejected.

As to future directions, we plan to employ models of bipolar uncertainty
to features and their aggregation [6,7]. Since final decision is crisp (a pattern
is either native, or foreign) preferred are univariate bipolar models based on
the uncertainty interval [-1,1] rather than bivariate models based on two unit
intervals representing negative/positive uncertainties.

Acknowledgement. The research is supported by the National Science Center, grant
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Abstract. Sonars are among the most popular navigation elements used
in autonomous vehicles. Beside their well known properties, they have
unexplored specifics offering interesting information. In this paper, we
present the results of an experiment with the drawbacks of sonars. Our
approach combined the regular information obtained from a sonar sys-
tem with information deriving from measurement aberration. The exper-
iments with an ultrasonic range measurement system of a mobile robot
showed that the usually neglected sonar drawbacks could be unusually
helpful. This paper emphasizes the effectiveness of identification, which
was calculated based on the ratio of the quantities of parallelepipeds to
cylinders. The experimental results are presented. Further work aims to
implement this idea on a robot on an HCR base. Another possibility is
also suitable implementation of map building with a relative degree of
confidence.

Keywords: Shape recognition · Sonar signal · Features extraction ·
Signal analysis · Mobile robotics

1 Introduction

Sonar sensors are famous for their robustness and unambiguous acting for quite
narrow and strictly defined work conditions. To obtain satisfying accuracy in
distance measurement, one has to pay attention mainly to the applied sensor,
the send signal, and the method of processing the received echo-information. All
attempts to identify objects using sonar have to deal with the following problems:

– physical properties of objects: size, shape, material of which the object is
made, the surface of the object;

– relationship between the sensor and the object, such as distance, angle;
– complexity and number of objects to recognize;
– repositioning, the physical properties of objects at a time;
– external factors, such as temperature and humidity.

The most common way to use ultrasonic sensors today are sonar arrays, con-
taining from 3 to 16 and more sensors. In contrast to a quite irrelevant, single
c© IFIP International Federation for Information Processing 2015
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sonar sensor measurement, a data sequence from a sonar array allows compen-
sation of the drawbacks of the acoustic signals to some level. In this paper, we
present a complimentary attempt: in addition to the classical signal recovery and
ridding of bad echoes, we sorted them and brought them into use. In our experi-
ment, we tested shape distinguishing using simple objects, such as cylinders and
parallelepipeds. A set of shape recognition rules was set and implemented in a
real-time system: NXT robot. The tests have proved the off-line assumptions
and calculations.

An important aspect of the study was to estimate the possibility of not only
identifying the objects, but also their exact orientation and collocations. Hence,
building maps to a relative degree of confidence [1] is a future aim.

2 Related Work

Themost popular uses of ultrasonic signals are distance establishment and obstacle
detection [2], localization [3] and avoidance [4]. It should not be forgotten, though,
that sonar sequences contain much information about the environment [5] from
such sources as inferential echo signals from all possible reflection surfaces in the
environment the robot is acting in [6].

Although the sonar possesses a set of well known advantages, such as its wide
accessibility, relative good accuracy and low costs, its main disadvantage are con-
nected with the conical emission area of the signal. That is the orgin of faked
measurements occurring in the signal sequences. The more complex the struc-
ture of the environment, the more additional complicating and disturbing echoes
arise. That complicates too much for direct use of sonar data for object recog-
nition or topological localization. An well-known way to solve these problems is
using neural networks [7], [8], [9], genetic algorithms [10], Fuzzy Artmap [11],
Hough transform [12] or an extended Kalman filter [13]. Researches involved the
analysis of a two objects based on Continuously Transmitted Frequency Modu-
lated ultrasonic sensor [14].

All these methods require quite many calculations and the real-time work of
sonar-based systems at times significantly slows down. But on the other hand
all these approaches consider only ultrasonic echoes, neglecting measurements
in which a non echo comes back etc.

In our work, we took into account not only the ’regular’ information, delivered
from sonar sensors, but also ’hidden’ information. We acted on signal features,
which were the result of the specific interaction between the sonar sensor and
certain objects. In comparison to the mentioned methods, we used minimal com-
putation, simultaneously keeping a very high identification effectiveness of shape
recognition.

The first information about use of sonar shortcomings are described in [15].
In this article, we present enriched experience and extended explanation of the
identification effectiveness using our shape recognition method.
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3 System Structure

We present a complimentary attempt: beside the classical signal recovery and
ridding of the bad echos, we sorted them and brought them in use. In our experi-
ment, we tested shape distinguishing using simple objects, such as cylinders and
parallelepipeds. A set of shape recognition rules was set and implemented in a
real-time system: NXT robot. Each of the mobile robots was used as an indepen-
dent data collecting vehicle. So far, the tests have proved the offline assumptions
and calculations.

Considering the specificity of sonar signals, the first stage of research involved
data processing (Fig. 1). The information gathered from the sonar system was
treated in different ways while searching for the most relevant interpretation.
The robot route is straight passing beside the obstacles. The robot maintains a
path parallel to the wall.

Observing the collected data gathered from the sonar sensors, we noticed
a number of interesting dependencies between the received reflections and the
history of scanning. Finally, a set of object features enabling effective object
recognition emerged. This can be considered the separate second stage of the
study. The most essential features are described in the next section.

 

Fig. 1. Stages of the system

We used a simple set of objects: two types of solids - parallelepipeds and
cylinders. The tests shown in the third section were done on several different
sizes of each type. The final, third stage of our system was developing recognition
rules, which had been applied to the real-time test vehicle and proved the primary
idea - to get more than the usual noise using only very simple tools.

In our experiments, we achieved over 80% accuracy in shape recognition.
The experimental results are shown in the last section. The further work aims
an implementation in mobile robot localization. A hybrid location method is
being developed to test the pattern recognition approach in real-time conditions.
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Its main point is building a relative confidence degree map to defining the vehicle
location. The method is described generally at the end of the article.

4 Simple Shape Recognition Method

The most common approach to shape recognition is to consider shape context.
The features used in this methodology are based on complex data related directly
to the analyzed objects. We present a shape recognition method that also uses
indirect data, such as reflections, which we called “glitters” in this paper. To
implement our approach, we consider the following steps: (1) primary data col-
lection, (2) initial features extraction, (3) final features extraction (4) shape
recognition rules building.

For all these phases, the robot passed a distance D scanning the environment
along its path and gathering data (Fig. 1).

4.1 Primary Data Collection

Walking a certain distance, the experimental vehicle collects a set of distance
measurements. The raw data are processed twice:

a First, the raw sonar data it was smoothed so that the registered shapes became
sharper and more reliable. The results of this smoothing was very appreciable
and observable if one visualizes the data stream.

b Simultaneously, all data exceptions and irregularity were counted exactly,
related, and compared.

All data irregularities were removed (Fig. 2). Among the registered values,
there were many ‘glitters’ - reading exceptions observed by comparison with
neighboring ones. Their quick smoothing facilitated further processing of the
received signal. Simultaneously, these irregularities were statistically assessed.

4.2 Initial Features Extraction

The first features extraction was based on regularly shaped data, obtained from
double smoothed sonar sequences. The secondary correction was focused on
larger ‘exceptions’ and smoothing of the discovered shapes (Fig. 2). The so-
called ‘exceptions’ were a result of overlapping echoes from various objects and
measurements made in sequence. This will be especially useful in the future
development of the system in the navigation area.

The very first phase of the research used a single object scene: the robot
scanned and saved data from a single object. It was indispensable to extract
all the necessary information for effective object recognition. After many obser-
vations, based on the acoustic rules and simplification derived from the chosen
work conditions, several important dependencies were found.
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Fig. 2. Raw sonar measurements and real objects

The adjustment scheme was empirically determined during the experiments
and was part of a continued refinement-cast. The primary consideration allowed
to appoint one of the most important features, used in further features determi-
nation.

Minimal measured distance: DMIN The meaning of this parameter is use-
ful for detecting if it is an edge, side or cylinder. The minimal value itself is
very important, but it becomes meaningful only after colligation with 10 to 30
contiguous distances.

4.3 Final Features Extraction

The main idea of our approach is based on investigating the irregularities in sonar
measurements, taking into account the sequences in which they appear and the
rules of this irregularity. The extracted features were used for building the shape
recognition rules. Every file with data saved from the sonar was interpreted as
a vector. The most important selected characteristics were:

Wall-greater Distances: DOV - percentage of measurements greater than the
distance to the wall NW
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The source of such values can be different: NXT sonars use value ‘255’ as
an error measurement; normally it should mean 255 cm, but in fact it means
non-response was registered; even if the obstacle is so near that the reflections of
the send signal cannot reach the receiver. The total value of DOV is calculated
as follows:

DOV =
(N255 + NGW )

N
(1)

Where:
N255 - number of ‘255’ values,
NGW - number of values greater than the distance to the wall,
N - total number of measurements.

Alien Echos: DNR - percentage of measured distances less than NW although
no object is displaced at the spot

Obviously, this is the result of delayed or side reflections:

DNR =
NLLW

N
(2)

Where:
NLLW - number of values less than the distance to the wall, cached in the

object’s free space.

4.4 Shape Recognition Rules

A set of DNR = f(DOV ) characteristics for ca. several hundred vectors were
built. Some of them will be shown in the next section. A linear dependence
(Fig. 3), which was implemented and loaded on the robot for online tests, resulted
from the characteristic families. This is the most important, next to the extrac-
tion of features, step in the process of object recognition. When the optimal set
of features has been selected, it is time to create a classifier. There are three
different methods:

1. The concept of similarity - the simplest and most common approach, known
as ‘template matching’.

2. Probabilistic approach: includes methods based on the Bayesian decision
rule, maximum likelihood or density estimation.

3. Building of decision limitations based on optimizing some error criteria:
Fisher’s linear discriminant, multilayer perceptions, decision tree.

Our approach was based on the first method. We studied the features extracted
out in the previous subsection, as well as their behavior and relations to each
other. This allowed us to discriminate parallelepipeds and cylinders with mini-
mum calculations. An optimization of these observations is proof of the simple
reliance between DOV and DNR.
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Fig. 3. Distinguishing parallelepipeds and cylinders

Example of the dependency DNR = f(DOV ) is visualized in Fig. 3. The
optimal clustering generated a linear function which was different for every group
of objects. In fact, a rule generalizing these differences can be found. Objects
clustering was determined by linear function FCL(x) = ax + b. Points located
on the same side of the line belong to the same cluster.

Finding the best function consists of several steps:

1. Defining points in a certain distance from each other on the x and y axes:
the parameters DOV and DNR got integer values from 0 to 100. Thus, we
assumed that if the distance between two points is greater than 1, it is a
sufficient condition to set an optimal line.

2. Then, a collection of lines for each of these points is appointed. Or for each
point a dozen simple lines are determined. They all differ by a factor. The
difference between the lines is 2. In a single group, at least a few thousand
had been checked.

3. By evaluating the test collection, the best of the lines was selected.

5 Identification Effectiveness

Because of observations of various orientations of the parallelepipeds, the dif-
ference in the number of scanned cylinders and parallelepipeds was significant.
Therefore, in order to ensure objective evaluation, a secondary factor S was
introduced, depending on the total number of cylinders C, and the total number
of parallelepipeds P . In this way, we could save the S = P/C. Thanks to the
difference in the number of measurements, it will not affect final effectiveness.
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The effectiveness of R identification was calculated based on the ratio of the
quantity of parallelepipeds to cylinders on the same side of the line. Indexes O
stand for objects over the line and U for those under. So, for both cases RU and
RO we obtain:

RU = SU (SU + CUP ) (3)

RO = CO
P

SO + COP
(4)

Hence, we get R1:

R1 = (RU
CUP + SU

S + C
+ RO

COP + SO

S + C
)100 (5)

Later, you could make the opposite assumptions that under the line there
are cylinders and over parallelepipeds:

R2 = 1 −R1 (6)

And finally:
R = max(R1, R2) (7)

6 Tests and Experimental Results

Through the experiments we conducted, we found that the most appropriate
way to obtain satisfactory and relevant shape recognition requires splitting the
measurements into several groups, considering the minimum read distance. This
range clustering was determined during the hundreds of tests. We generalized
several variants considering the specific effectiveness for separate distance frac-
tions and the complex effectiveness for the total experiment.

Here we present an optimal division of the distance ranges, where the complex
effectiveness manifest stability. Groups, to which we assigned individual points
were:

a) 8 - 25 cm,
b) 26 - 40 cm,
c) 41 - 60 cm,
d) 61 - 80 cm,
e) 81 - 120 cm.
In the realization of this study, we conducted over 500 tests divided into two

sets:

– Teaching set - used exclusively for deriving proprer clustering for the objects,
– Testing set - serving only for the evaluation of clustering effectiveness.
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Fig. 4. Clustering functions for different data groups: a) 8-25 cm; b) 26-40 cm;
c) 41-60 cm; d) 61-80 cm; e) 81 - 125 cm

The results of the clustering function derive are shown as a set of graphs.
The tests, repeated several hundred times, proved the calculated accuracy. When
interpreting them, you should take into account that for the largest distances
(> 100cm) most of the test objects were hardly ‘visible’ thus parameters DOV

and DNR were almost the same. Figure 4 shows the end selected separating
lines or clustering function FCL() for all five distance groups. The dependency
between the function parameters are not the center of attention for this issue. To
make things more clear, X-points are all unrecognized or incorrectly recognized
figures.

The lowest effectiveness of the clustering function FCL() was 74.05% - refers
to the nearest group of objects (Fig. 5). Its main weaknesses were parallelepipeds
parallel to the robot path. The best effectiveness 96.15% was reached in the third
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Fig. 5. Effectiveness for the distance groups

group 41-60 cm. The linearity is changing is non linear, but possesses a logical
rule: The hardware unfortunately disallows work with longer distances.

7 Conclusions

The focus of this paper was identification effectiveness, which was calculated
using the ratio of the number of parallelepipeds to cylinders. We considered not
only the ‘regular’ information, delivered from sonar sensors, but also ‘hidden’
information and acted on signal features, which were the result of the specific
interaction between the sonar sensor and certain objects.

The results of our experience with sonar drawbacks substantiate the devel-
oped method of simple shape recognition. Our approach combines the regular
information obtained from the sonar system with measurements of aberration
derivative. This original approach minimizes calculations for real-time imple-
mentation.

We presented a shape recognition rule: linear function FCL() expressing the
dependencies between the sonar signal features in the described conditions. The
average accuracy we achieved was 86.28%. The tests on the robot Lego Mind-
stoms NXT proved the effectiveness of function FCL().

Our further plans are to find general rules for shape distinguishing and also
position recognition, which we partly touched on in our studies.

We intend to explore new features based on acoustic signal dependencies and
additionally to increase the number of ultrasonic receivers. Further work also
aims to use a new mobile robot on the HCR base, which will allow to implement
this shape recognition method in building building a relative degree of confidence
maps.

Acknowledgments. This paper is supported by the S/WI/1/2013.
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Abstract. In this study, a texture analysis is applied to T2-weighted
Magnetic Resonance Images (MRI) of canine pelvic limbs in order to dif-
ferentiate between Golden Retriever Muscular Dystrophy (GRMD) dogs
and healthy ones. The differentiation is performed at three phases of
canine growth and/or disease development: 2-4 months (the first phase),
5-6 months (the second phase), and 7 months and more (the third
phase). Eight feature extraction methods (statistical, model-based, and
filter-based) and five classifiers are tested. Four types of muscles are
analyzed: the Extensor Digitorum Longus (EDL), the Gastrocnemius Lat-
eralis (GasLat), the Gastrocnemius Medialis (GasMed) and the Tibial
Cranialis (TC). The experiments were performed on five healthy and five
GRMD dogs. Each of the muscles was considered separately. The best clas-
sification results were 95.81% (the EDL muscle), 97.19% (GasLat), and
91.37% (EDL) correctly recognized cases, for the first, second and third
phase, respectively. These results were obtained with an SVM classifier.

Keywords: Golden Retriever Muscular Dystrophy (GRMD) · Duch-
enne Muscular Dystrophy (DMD) · Texture analysis · Tissue charac-
terization · Muscles · Classification · Dog · MRI T2 · Computer-Aided
Diagnosis (CAD)

1 Introduction

The Golden Retriever Muscular Dystrophy (GRMD) canine model is acknowl-
edged to be the closest to human Duchenne Muscular Dystrophy (DMD, the
most common and most severe form of muscular dystrophy) [1]. For this rea-
son it is commonly used for various pre-clinical and therapeutic trials. In
research on GRMD development or its response to treatment, great hope is
placed in Magnetic Resonance (MR) image analysis, performed with various
c© IFIP International Federation for Information Processing 2015
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 255–266, 2015.
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(semi)automatic, computer-aided techniques. Other diagnostic methods (such
as needle biopsy followed by histopathological analysis), while providing more
reliable diagnoses, are to be avoided here. They can alter muscle integrity and
weaken muscles which are already degenerated and poorly functioning due to
disease progression.

It has been shown that image texture can be a very important source of infor-
mation contained in the image [2]. Texture analysis has already been successfully
applied to many diagnostic problems, concerning a variety of tissue types and/or
imaging modalities. A broad review of texture analysis methods and applications
in the field of medical image classification can be found in several articles [3–5].

The aim of this study is to assess the potential of various MRI texture anal-
ysis techniques (statistical, model-based, and filter-based) for characterization
of different types of muscles in canine pelvic limbs: the Extensor Digitorum
Longus (EDL), the Gastrocnemius Lateralis (GasLat), the Gastrocnemius Medi-
alis (GasMed) and the Tibial Cranialis (TC). In total, eight methods of texture
analysis are used. A texture-based differentiation between healthy and GRMD
dogs is performed at three different phases of canine growth and/or disease
development: 2-4 months (the first phase), 5-6 months (the second phase), and
7 months and more (the third phase). The division into three phases is made
in reference to histological changes in muscle structure resulting from disease
progression. As early as the first 3-4 months of age, GRMD skeletal muscles dis-
play hypercontracted, degenerating or regenerative isolated fibers [6]. After this
period (up to the age of about 6 months), the number of degenerating necrotic
fibers dramatically increases [7]. At this stage, varying degrees of fibrosis and
adipose infiltration can occur. Finally, from 6 months of age, GRMD is in its
third phase, which is characterized by rather slow muscular changes, with a lower
level of degeneration and regeneration, and progressive intensity of fibrosis and
fat tissue infiltration [8]. As such changes may alter the structure of each muscle
type in different ways, each type of muscle is considered separately in this study.

The experiments are repeated using five well-known classifiers: Support Vec-
tor Machines, Back-Propagation Neural Networks, Logistic Regression, Random
Forest, and Adaptive Boosting. To the best of our knowledge, this is the first
comparative study of texture-based classification of the Canine Hindlimb Mus-
cles involving such a large number of texture analysis techniques and classifiers,
and comparing the usefulness of the textural information extracted from different
types of muscles and at each phase of canine growth / disease development.

2 Related Work

Texture analysis of different human muscle types has already been studied in
some works (for a review, please refer to [9,10]). However, there are few studies
dealing with its application to GRMD tissue characterization or characterization
of disease development over time.

One of the earliest studies on MRI texture analysis applied to characteriza-
tion of dystrophic muscles was presented in [11]. The work assessed the poten-
tial of several texture analysis techniques (based on the gray-level histogram,
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co-occurrence matrices, gradients, and run length matrices) in comparison to
the potential of visual analyses of the same ROIs carried out by several radiolo-
gists (each radiologist analyzed a single ROI). Textural features were extracted
from T1-weighted images and analyzed by Correspondence Factorial Analysis
(CFA). Automated classification of dystrophic and healthy patients resulted in
70% and 86% sensitivity and specificity, respectively. The results achieved by the
radiologists assessments were less accurate (sensitivity of 56% and specificity of
71%).

The aim of another work [12] was to evaluate the usefulness of MRI texture
analysis methods in the characterization of diseased and healthy calf muscles.
In addition, these methods were compared to standard radiological evaluation.
The authors tested a total of 282 textural features (statistical and model-based)
derived from T1-weighted images. Four different classes of calf muscle were con-
sidered, depending on the severity of the pathology affecting the muscles. The
classification results obtained with the best (selected) 7 textural features were
in 80% agreement with the categorization made by the radiologists.

Fan et al. [13] analyzed different MRI biomarkers (non-textural MR imaging-
based and texture analysis-based) for seven muscles of the proximal pelvic limbs
in GRMD and healthy control dogs. All the dogs were imaged at 3, 6, and
9-12 months of age. The aim of the study was to quantify longitudinal disease
progression and to differentiate between two groups of dogs in different stages
of canine growth and/or disease development. Texture features, based on the
gray-level histogram and run length matrices, were calculated from T2-weighted
images. The statistical test (Mann-Whitney-Wilcoxon) found all the texture fea-
tures to be significantly higher in the GRMD dogs than in the healthy controls,
in each dog age group. Moreover, classification based on Linear Discriminant
Analysis (LDA) showed that RLM-based texture features had on average better
discriminatory power than other MRI biomarkers (such as fat content and T2
relaxation time). Nevertheless, for certain muscles, texture features did not show
significant correlations with the histopathology indices.

In the work [14] texture analysis of T2-weighted MR images was used to
describe the structure of thigh soft tissues in five groups of athletes (represent-
ing differently loading sport types: repetitive non-impact, repetitive low impact,
odd impact, high impact, and high magnitude) and non-athletes. Five thigh
muscles at two anatomical levels of the dominant leg were characterized with
co-occurrence matrix-based texture features. Statistical analyses showed differ-
ences in thigh muscle textures, especially between the athletes performing high
impact and odd impact loading sports.

Another study [15], performed on a similar database (five athlete groups
and non-athletic controls), analyzed the differences in MRI texture properties
of hip muscles (on T1-weighted images). Four different muscle types were con-
sidered in the study. Six methods for extraction of texture features were used
to characterize muscular tissues (based on the gray level histogram, gradient
matrices, co-occurrence matrices, run length matrices, wavelets, and an autore-
gressive model). Significant differences in texture properties between athletes
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and non-athletes were observed for the four considered sport types for at least
one muscle type. Only between the non-magnitude loading athletes and the non-
athlete controls no significant differences were found in muscle texture.

3 Texture-Based Classification of the Canine Hindlimb
Muscles

Two stages can be distinguished in a typical system for texture-based classifi-
cation of medical images [16]. The first stage is preparation of the learning set
used to construct the classifiers. In this stage a database of images, as large as
possible, is gathered and preprocessed (if necessary). Then the Regions of Inter-
est (ROIs, the image regions subjected to the analysis) are delineated, either
manually, or by (semi)automated segmentation methods. Each ROI is assigned
a label that refers to a tissue class (e.g., healthy or pathologically changed) and
is based on a verified diagnosis. Afterwards various methods are applied in order
to characterize each ROI. In our case, these methods are based on texture anal-
ysis and result in the creation of vectors of textural features. Each feature is a
numerical measure of a specific texture property, such as coarseness, granular-
ity, regularity, entropy, or frequency of stripes, waves, edges, etc. Labeled feature
vectors form a training set, based on which several classifiers can be constructed.

Once the classifiers are created, the system can be used for recognition of
new cases that have not yet been diagnosed. In this second stage of operation
of the system, a suspicious image region is delineated by a physician or seg-
mented (semi)automatically by the methods incorporated in the system. Then
it is characterized by texture features, the same as were used in the first stage.
Finally, the system classifiers are used to indicate the most probable tissue class.
These two stages of work with the system are depicted schematically in Figure 1.
This work-flow was used in our experiments, aimed at recognition of healthy and
GRMD dogs based on muscle MRI texture analysis.

3.1 Database Description

The experiments were performed on the database provided by [17]. Five GRMD
dogs and five healthy controls were considered in the study. The dogs were bred
in a dedicated gene therapy facility at the National Veterinary School of Alfort,
France. All procedures were carried out in accordance with the Guide for the
Care and the Use of Laboratory Animals and approved by the Institutional Ani-
mal Use and Care Committee, in accordance with European legislation regarding
the use of laboratory animals. The image database was created at the Nuclear
Magnetic Resonance Laboratory of the Institute of Myology, Pitie-Salpetriere
University Hospital in Paris, France (its full description, as well as a descrip-
tion of all the acquisition protocols, can be found in [17]). Each acquisition was
performed on a 3T Siemens Magnetom Trio TIM imager/spectrometer (Siemens
Healthcare, Erlangen, Germany) with a standard circularly polarized extrem-
ity coil. The in-plane resolution was 0.56 mm × 0.56 mm, the slice thickness
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Fig. 1. Typical system for texture-based classification. Two stages of operation of the
system: training (the upper part of the figure) and learning (the lower part)

was 3 mm, and the inter-slice gap was 7.5 mm. The slice orientation was axial
with respect to the long axis of the muscle. Anesthesia was induced in the dogs
with propofol (Rapinovet R©, Schering-Plough), injected intravenously at a dose
of 0.65 ml/kg. The T2-weighted Spin Echo sequences (used in our analyses) were
acquired with the following parameters: repetition time TR = 3,000 ms, echo
time TE1 = 6.3 ms, and TE2 = 50 ms. Each image series comprised from 12
to 14 images. For each dog, from 3 to 5 examinations were performed over a
maximum of 14 months. In total, 38 examinations were used in the study. Each
examination was assigned to one of the three considered phases of canine growth
and/or disease development. In total, 14, 9, and 15 examinations were available
for the first, second and third phase, respectively.

Only 4 types of muscle were considered in our analyses (EDL, GasLat,
GasMed, and TC). Other muscle types were ignored because they occupied very
small areas on the images (less than 50 pixels within a ROI), or due to unsuitable
geometry (areas that were too narrow). For each muscle a minimum of 3 images
were segmented. Only ROIs larger than 40 pixels and having each dimension
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Table 1. Average sizes of ROIs used in our experiments

Phase 1 Phase 2 Phase3

muscle \class GRMD healthy GRMD healthy GRMD healthy

EDL 102 127 156 213 142 271

GasLat 144 123 204 170 158 212

GasMed 244 267 266 395 311 420

TC 116 162 241 248 227 314

Table 2. Numbers of ROIs used in our experiments

Phase 1 Phase 2 Phase3

muscle \class GRMD healthy GRMD healthy GRMD healthy

EDL 96 104 77 47 95 149

GasLat 67 46 38 28 45 90

GasMed 82 68 45 37 64 115

TC 104 107 92 67 105 178

Fig. 2. Examples of ROIs for each tissue type, tissue class, and phase of canine growth
and/or disease development. The size of each black square is 30 × 47 pixels

greater than four pixels were kept for further analysis. The numbers of analyzed
ROIs and their average dimensions are given in Tables 1 and 2, respectively. In
Figure 2 exemplary ROIs for each muscle type and for each muscle class (GRMD,
healthy) are presented.

Due to the differences in average image intensities between different exam-
inations, and even between different images within the same series, the images
had to be preprocessed. The preprocessing consisted in a linear image transfor-
mation, performed separately for each image, so that the reference object was
of the same average pixel intensity on all images. Owing to this procedure the
gray level interval covering all the pixels belonging to the ROIs did not exceed
256 values.
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3.2 Texture Analysis

Eight texture analysis methods (statistical, model-based and filter-based) were
considered for our investigation. They were implemented in our homemade soft-
ware MIP (Medical Image Processing). In total, 39 features were calculated:

– average, variance, skewness, and kurtosis – first order statistics (FOS),
obtained from a gray-level histogram,

– normalized autocorrelation coefficient (AC) [18],
– average, variance, skewness, kurtosis, from the gradient matrix (GM) [19],
– energy, inverse difference moment, entropy, correlation, sum average, dif-

ference average, sum variance, difference variance, sum entropy, difference
entropy, and contrast, from the co-occurrence matrices (COM) [20],

– short run emphasis, long run emphasis, gray level non-uniformity, run length
non-uniformity, fraction of image in runs, low gray level runs emphasis,
high gray level runs emphasis, and run length entropy, from the run length
matrices (RLM) [21–23],

– average, entropy, angular second moment, inverse difference moment, and
contrast, form the gray level difference matrices (GLDM) [24],

– fractal dimension based on the fractional Brownian motion model (FB) [25],
– entropy of an image region filtered with the following pairs of the Laws’

masks: (E3L3 and L3E3 ), (S3L3 and L3S3 ), (S3E3 and E3S3 ), (E3E3 and
E3E3 ), and (S3S3 and S3S3 ) [26].

Each of the aforementioned sets of features was considered separately. In
addition, a set of all the possible features (calculated with the eight enumerated
texture analysis methods) was tested. The use of a relatively large number of
texture characteristics was dictated by two facts. Firstly, various stages of the
disease were considered, and each stage results in other changes in the muscle
structure. These latter alter in different way the muscle texture of an MRI image.
Secondly, the observed changes are not the same for each type of muscle. In turn,
each texture feature is a numerical measure of other texture property, related
to the type of muscle and and/or disease development. A detailed compara-
tive study on various MRI texture analysis techniques in muscular dystrophy of
GRMD dogs, explaining the histological meaning of MRI textures, and justifying
the use of various texture features can be found in [9]).

The choice of parameter settings for each method (such as maximum pixel
distance) was strictly dependent on the properties of the ROIs. Most of the ROIs
were rather thin and narrow, so the use of some methods would have required
further elimination of dozens of ROIs. For example, in the first phase of canine
growth, the percentages of ROIs unsuitable for Laws’ method with a mask of size
5×5 were 31.50%, 42.48%, 18.67%, and 28.91% for EDL, GasLat, GasMed, and
TC, respectively. A similar problem pertained to the co-occurrence matrix-based,
gray level matrix-based, autocorrelation-based, and fractal-based approach. For
all of them the maximum considered pixel distance was set at 2.

The co-occurrence matrices and the gray level difference matrices were con-
structed separately for 4 standard directions (0◦, 45◦, 90◦, and 135◦) and for
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2 considered distances between pixel pairs (1 and 2). The same four directions
and/or two pixel distances were also considered in the run length matrix-based
method and during calculation of the normalized autocorrelation coefficients. For
all four aforementioned methods, features corresponding to different directions
of pixel arrangement and/or different pixel distances were averaged. All possi-
bilities of averaging (or not) of the features corresponding to different directions
and/or to different pixel distances were tested.

3.3 Classification

Classification experiments were performed with Weka software [27]. Five classi-
fiers were used to compare the potential of different feature sets and the useful-
ness of the information extracted from each of the 4 considered muscles:

– Support Vector Machines (SVM) [28] using a Sequential Minimal Optimiza-
tion (SMO) algorithm [29] and a second degree polynomial kernel,

– Neural Network (NN) [30] with a backpropagation and sigmoidal activating
function, having a hidden layer wherein the number of neurons was equal to
the average value of the number of features and the number of classes,

– Logistic Regression (LR) [31],
– Random Forest (RF) [32] comprising a set of 50 trees,
– Adaptive Boosting (AB) [33] using the C4.5 tree [34].

Classification accuracies were estimated by 10-fold cross-validation, repeated
10 times. The 100 partial results were averaged.

4 Results and Discussion

The best results obtained by each classifier for each type of muscle and at each
phase of canine growth / disease progression are presented in Table 3.

It can be seen from Table 3 that the usefulness of textural information is
different for each muscle. It also changes over time, with canine growth (and/or
disease development). In the earliest phase of canine life (2-4 months), the most
important information could be extracted from the EDL muscle texture. For all
the classifiers, the best classification result at this first phase was obtained for
this muscle – from 93.44% for the AB classifier to 95.81% for the SVM. For
comparison, at the same phase, only 81.70% (AB) to 83.91% (SVM) of cases
were correctly recognized with the textural features extracted from the GasLat
muscle. In contrast, the texture of the GasLat muscle proved the most useful (or
nearly the most useful) for classification at the second phase of canine life. The
highest percentage of correctly diagnosed cases (97.19%) was observed for the
GasLat-based textural features combined with the SVM classifier. Still, at the
second phase, it was the GasMed muscle that outperformed the other muscles
in terms of classification when the RF and the AB classifier were used. In the
latter case, the GasLat muscle gave slightly inferior results (by about 1% – 2%)
than the GasLat muscle. Finally, at the third phase, no clear advantage of any
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Table 3. Differentiation between healthy and GRMD dogs at different phases of canine
growth / disease evolution. The best classification accuracies [%] (and standard devi-
ations) achieved with five different classifiers (”Cl”) and for each considered muscle
of canine pelvic limbs. Each result is followed by the corresponding texture analysis
method

Cl Phase
Muscle

EDL GasLat GasMed TC

SVM

1 95.81 (4.63) RLM 83.91 (11.44) GLDM 86.72 (8.89) All 85.40 (8.42) All

2 90.72 (8.10) COM 97.19 (6.38) COM 94.92 (7.91) COM 91.65 (7.95) COM

3 91.37 (4.79) RLM 89.45 (9.00) COM 89.55 (6.82) RLM 90.81 (5.78) All

NN

1 94.83 (5.22) RLM 82.87 (12.01) GLDM 83.84 (9.61) All 85.69 (7.75) All

2 91.62 (7.52) COM 96.93 (6.20) COM 93.33 (8.86) All 89.10 (7.32) All

3 90.81 (5.87) COM 87.82 (8.38) All 89.81 (7.12) RLM 89.83 (5.86) COM

LR

1 94.72 (5.78) RLM 83.36 (11.34) GLDM 83.79 (9.64) All 83.19 (6.67) COM

2 89.83 (9.66) All 95.50 (8.11) COM 91.38 (9.40) FOS 87.30 (9.93) FOS

3 86.82 (6.38) RLM 89.76 (7.34) RLM 86.83 (7.45) COM 89.58 (5.13) COM

RF

1 93.59 (6.22) All 83.15 (10.26) COM 81.84 (9.02) RLM 83.51 (7.86) COM

2 90.83 (8.58) All 91.36 (11.15) RLM 93.14 (8.63) RLM 89.05 (8.80) RLM

3 88.94 (6.16) COM 88.03 (7.62) RLM 89.24 (5.66) RLM 89.82 (5.17) All

AB

1 93.44 (6.52) All 81.70 (11.46) COM 84.27 (9.38) All 84.65 (7.28) COM

2 92.08 (7.34) All 91.90 (10.65) COM 92.83 (9.84) COM 86.75 (8.36) All

3 88.60 (6.51) COM 87.82 (8.15) All 86.25 (8.12) RLM 90.91 (5.03) COM

one muscle could be observed, and the differences in the results obtained with
different muscles were the smallest. For the SVM and the NN classifiers, the best
results were achieved with the GasLat muscle (91.37% and 90.81%, respectively).
For the RF and AB classifiers, the best third-phase results were obtained for the
TC muscle (89.82% and 90.91%, respectively).

Given the above results, it can be concluded that the classification results
are not strongly correlated with the size of the characterized ROIs. The crucial
textural information, in terms of tissue differentiation, could be extracted from
even very small ROIs. For example, the EDL muscle occupied the smallest image
regions in almost all cases, and it was with this muscle that the classification
experiments often gave the best results.

The best overall classification results at the first, second, and third phase were
95.81%, 97.19%, and 91.37% correctly recognized cases, respectively. The signifi-
cant difference between the two latter phases is not surprising, if we consider that
the set of ROIs corresponding to the third phase was two times greater than the
one used for the second phase (see Table 1). Direct comparisons between phases
could be more reliable if equally numerous datasets were used for each phase-
problem. In our case, the original number of ROIs was small, so we preferred
not to truncate the datasets.

Finally, it could be seen that the best texture analysis methods were those
based on the co-occurrence matrices and on the run length matrices. It is difficult
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to say which of these is better, as their application very often resulted in similar
classification accuracies. The use of the COM method led to better results for
the GasLat muscle type, whereas the RLM method was the most frequently
selected for the TC muscle. In the case of the first- and second-phase classification
problem, the sets composed of all the possible textural features (derived from
the 8 classification methods) were also frequently selected as the best ones.

5 Conclusion

The study investigated the possibility of using MRI texture analysis in the
process of distinguishing between healthy and GRMD dogs at various stages
of canine growth and/or disease development. Four types of muscle located in
canine pelvic limbs were considered: EDL, GasLat, GasMed, and TC. Eight tex-
ture analysis methods were used for their characterization, including statistical,
model-based, and filter-based methods. The experiments, while conducted on a
small sample, showed that several texture analysis methods have great potential.
The best ones proved to be those based on co-occurrence matrices and run-length
matrices. Satisfactory results were also obtained with the sets comprising fea-
tures provided by all of the eight considered texture analysis methods. In this
case, the calculations required more memory to store data and more time for
classifier construction.

The classification results for each muscle were compared in order to evaluate
which type of muscle may provide the most useful information in terms of disease
detection in different phases of canine growth. At the earliest phase (2-4 months
of canine life), the best differentiation between healthy and GRMD dogs was
observed for the EDL muscle (for all classifiers used). In the second phase (5-6
months), the GasLat and the GasMed muscles were found to provide slightly
better texture characteristics than the other two muscles. Finally, in the third
phase (7 months and more), the best results corresponded either to the EDL
muscle texture analysis (with the SVM and NN classifiers), the TC muscle (RF,
AB), or the GasLat muscle (LR).

6 Future Work

Some problems occurring during our investigations are still unresolved an will be
the subject of our future research. For example, the choice of minimum accept-
able ROI size remains problematic. Moreover, it is not only the ROI size, but
also its shape that determines its suitability for texture analysis. The choice of
distances between pixel pairs should also be assessed. Certain texture properties
will not be captured when only small distances (such as 1 or 2) are considered
for the COM, GLDM, FB, or AC method. If distances were too large (5 or more
pixels), many more ROIs would have to be discarded due to their size – too small
to guarantee a large enough number of pixel pairs for feature calculation. Hav-
ing only 10 dogs for the analyses, we had to limit ourselves to consideration of
only small distances, in order not to reject too many ROIs. Similar experiments
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should be conducted on a larger data base. It will also be interesting to explore
other types of MR images (e.g. T1-weighted, fat-suppressed, acquired using the
Dixon technique, diffusion tensor sequences, etc.) and perform a multiparametric
texture classification. Other texture analysis methods (such as those based on
wavelets, the Fourier transform, or the Gabor transform) could also be tested.
Finally, it will be interesting to study the evolution of textural features during
canine growth / disease development.
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Abstract. This paper introduces a policy-based slicing of Hibernate
Query Language (HQL) based on a refined notion of dependence graph.
The policies are defined on persistent objects, rather than transient
objects, which are stored in an underlying database. We extend the Class
Dependence Graph (ClDG) of object-oriented languages to the case of
HQL, and we refine it by applying semantics-based Abstract Interpre-
tation framework. This leads to a slicing refinement of HQL programs,
producing more precise slices w.r.t. policies and we refine by using seman-
tics equivalence, according to the Abstract Interpretation framework.

Keywords: Program slicing · Hibernate Query Language · Dependence
graphs · Abstract interpretation

1 Introduction

Program slicing is a widely used static analysis technique which extracts from
programs a subset of statements which is relevant to a given behavior [24]. Some
of its worth mentioning applications are debugging, testing, code-understanding,
code-optimization, etc. [21,23]. Many program slicing algorithms are proposed
during last four decades, referring to various language paradigms, such as
imperative, object-oriented, functional, logical, etc. [9,22–24]. Recently, [10,25]
extended the slicing approaches to the case of applications interacting with
external database states. Various forms of program slicing, like static, dynamic,
quasi-static, conditioned, etc. are proposed by tuning it towards specific program
analysis aim [23].

Hibernate query language (HQL) is an Object-Relational Mapping (ORM)
language which remedies the paradigm mismatch between object-oriented lan-
guages and relational database models [2]. Various Session methods are used to
convert transient objects into persistent ones by propagating their states from
memory to the database (or vice versa) and to synchronize both states when
c© IFIP International Federation for Information Processing 2015
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a change is made to persistent objects. HQL has gained popularity to software
developers in recent years as it provides a unified platform to develop database
applications without knowing much details about the database.

Reduction of software failure rate which may happen due to the frequent
change of enterprise policies or customers requirements, always remains a seri-
ous challenge in software industry [8]. Let us consider an enterprise scenario
where new policies are often defined or existing policies are often modified in
order to ensure that the real business-data meet business challenges and goals.
This forces software developers to maintain and incorporate appropriate changes
to the associated program code even after their deployment in real world. Since
new or modified policies may also lead to an inconsistent database state, the
identification of inconsistent database parts w.r.t. the policies is also an impor-
tant issue. This motivates us to propose a slicing framework for HQL programs,
aiming at extracting a subset of program statements affecting enterprise-policies
defined on underlying databases. Unfortunately none of the existing approaches
are directly applicable to the case of HQL where high-level variables interact
with database attributes through hibernate (Session) interface – particularly
when we slice HQL programs w.r.t. the behavior of persistent objects rather
than just transient objects.

The main contributions in this paper are:
1. We construct syntax-based dependence graph of HQL, considering (a) intra-

class intra-method dependences, (b) intra-class inter-method dependences,
(c) inter-class inter-method dependences, and (d) session-database depen-
dences.

2. We apply semantics-based analysis to refine syntax-based dependence graphs
of HQL. To this aim, we define an abstract semantics of Hibernate Session
methods in a relational abstract domain (the domain of polyhedra).

3. Finally, we propose a policy-based slicing technique on semantically refined
dependence graph.

The structure of the rest of paper is as follows: Section 2 describes a running
example. In section 3, we describe the syntax-based dependence graphs of HQL.
A semantics-based refinement approach of syntax-based dependence graphs is
presented in section 4. Section 5 illustrates the running example. Finally, section
6 concludes the work.

2 A Running Example

Consider an enterprise information system where the HQL program Prog
(Figure 1a) performs three different operations (select, update, delete) on
employees information stored in the database dB (Figures 1b and 1c) based
on the user choice. Observe that the fields eid, jid, sal, age of POJO class
emp in Prog correspond to the attributes teid, tjid, tsal, tage of dB table temp
respectively. Similarly the fields jobid, jname, jcat, maxsl of POJO class Job in
Prog correspond to the attributes tjobid, tjname, tjcat, tmaxsl of dB table tjob
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1. class service {
2. public static void main(String arg[]){
3. Configuration cfg =new Configuration();
4. cfg.Configure(”hibernate.cfg.xml”);
5. Session ses =(cfg.buildSessionFactory()).openSession();
6. Transaction tr = ses.beginTransaction();
7. int i = (new Scanner(System.in)).nextInt();
8. if(i==1){
9. int id v = getparam(...);

10. List ls = ( ses.createQuery(”SELECT a.jname from emp e INNER JOIN e.Job
a WHERE e.eid

= :xid”).setParameter(”xid”, id v)).list();
11. Object obj = (Object)ls;
12. System.out.println((String)obj);}
13. if(i==2){
14. int id v = getparam(...);
15. int sal v = getparam(...);
16. int r1 = (ses.createQuery(”UPDATE emp e SET e.sal= e.sal+:xsal WHERE

e.eid �:xid”)
.setParameter(”xsal”,sal v).setParameter(”xid”,id v)).executeUpdate();}

17. if(i==3){
18. int id v = getparam(...);
19. int r2 = (ses.createQuery(”DELETE from emp e WHERE e.eid=:xid”)

.setParameter(”xid”,id v)).executeUpdate();}
20. tr.commit();
21. ses.close(); } }

(a) HQL program Prog

teid tjid tsal tage
1 3 1200 35
2 2 600 28
3 4 1000 30
4 1 2500 45
5 1 1600 20

(b) Database dB: Table temp

tjobid tjname tjcat tmaxsl tminsl
1 Asst.Prof A 3000 1000
2 HR C 1000 500
3 Asso.Prof A 3000 1000
4 Registrar B 2000 800
5 Prof. A 3000 1000

(c) Database dB: Table tjob

Fig. 1. Running example

respectively. This mapping is defined in a configuration file of hibernate frame-
work in XML format. Let us suppose that the company decides to introduce
a new policy ψ1 which respects the consistency of employees salary structure,
defined below:

The salary of employees of age less or equal to 40 cannot have a salary
greater than 75% of the maximum salary of the same category.

The policy is defined on the persistent objects which have permanent represen-
tation in the dB. We observe that Prog may violate ψ1 because statement 16
updates employee’s salary without checking his/her age.

Our slicing algorithm will allow us to identify the subset of HQL statements
responsible for such policy violation.

3 Syntax-Based Dependence Graph of HQL

In this section, we extend the notion of dependence graph representation to the
case of HQL. Let us describe its construction using our running example whose
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dependence graph is depicted in Figure 2. We consider the following three types
of dependences in HQL programs:

Intra-class Intra-method Dependences: These represent the dependences
within the same method of a class, and it follows the Program Dependence
Graph-based approach [20]. We denote these dependences by dotted edges. Edges
7 - 13, 7 - 17, 7 - 8, 18 - 19, etc. in Figure 2 are of this type.

Intra-class Inter-method Dependences: These represent the dependences
between statements of two different methods within same class and are con-
structed by following System Dependence Graph-based approach [13]. We denote
these dependences by long-dash-dotted edges. There is no edge of this type in
Figure 2.

Inter-class Inter-method Dependences:

Through Transient Objects. Inter-class Inter-method dependences occur in OOP
when a method in one class calls another method in other class. This is done by
calling the method through an object of the called-class. Therefore, additional
in-parameters corresponding to the object-fields through which the method is
called, must be considered [16]. Note that, in this scenario, a constructor-call
during object creation is also a part of the graph which follows the same repre-
sentation as of other inter-class inter-method calls. We denote these dependences
by long-dash-dotted edges (as in the case of Intra-class Inter-method Depen-
dences). Edges 3 - 4, 5 - 21, 6 - 20, 5 - 6, 4 - 5, etc. in Figure 2 are of this type.
Observe that node 4 calls “configure()” method on the object “cfg” which
is received from node 3. It configures the “cfg” object using “XML” file and
acts as a source for newly-configured “cfg” object. For the sake of simplicity,
we do not include here the details of the calling scenario at node 4. Similarly,
we hide the details of the calling-scenarios at nodes 5 (which creates the session
object by calling openSession()), 6 (which creates the transaction object by
calling beginTransaction()), 20 (when calling commit()) and 21 (when calling
close()) respectively.

Through Session Objects. Various Session methods are used to convert objects
from transient state to persistent state and to perform various operations, like
select, update, delete on the persistent objects in the database. In other words,
Hibernate Session serves as an intermediate way for the interaction between
high-level HQL variables and the database attributes. As creation of a Session
object implicitly establishes connection with the database, we consider the nodes
which create Session objects as the sources of the database (hence database-
attributes). For instance, in Figure 2 the node 5 acts as a source of dB. When
Session methods (save(), creatQuery()) are called through Session objects,
either a transient object (in case of save()) or an object-oriented variant of
SQL statement (in case of createQuery()) are passed as a parameter. For
instance, see nodes 10, 16, 19. The presence of HQL variables in the parameter
which have mapping with database attributes leads to a number of dependences
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shown by dash-lines between 5 - 10, 5 - 16 and 5 - 19. We call such depen-
dences as session-database dependences. These edges are labeled with used- and
defined- HQL variables present in the parameter. For instance, in case of “obj”
passed to save(), all database attributes corresponding to object fields act as
defined variables. Similarly, in case of update and delete as parameters in the
createQuery(), the variables in the WHERE clause act as used variables and
the variables in the action part act as defined variables. In case of select, all
variables in the parameter act as used variables.

Observe that for the sake of simplified representation, we hide the detail call-
ing scenario of “createQuery()” by nodes 10, 16, 19. The edges connecting node
5 and dB indicates the propagation and synchronization of memory and database
states. Although we connect node 4 with XML file “hibernate.cfg.xml” by an
edge, it has no role in slicing and we may omit it also.

4 Semantics-Based Refinement of HQL Dependence
Graphs

The syntax-based dependence graphs represent dependences based on the syn-
tactic presence of a variable in the definition of another variables. However, this
is not the case always if we focus on the actual values instead of variables. For
instance, although the expression “e = x2+4w mod 2+z” syntactically depends
on w, semantically there is no dependency as the evaluation of “4w mod 2”
is always zero. This motivate researchers towards semantics-based dependence
computation [12,17].

Fig. 2. Dependence Graph of the class ”service” (Figure 1)



272 A. Jana et al.

In [12], authors applied three notions: Semantic relevancy, Semantic data-
dependences and conditional dependences. This leads to a refinement of syntax-
based dependence graphs into more refined semantic-based dependence graphs,
producing more precise slices.

The extension of these notions to the case of HQL is not straight-forward
because of the existence of transient objects, persistent objects and Session
methods. Therefore, we have to treat transient objects and persistent objects
differently when we apply these semantics-based computations to HQL.

In the rest of this section, we use the following: Let Var and Val be the set
of variables and the domain of values. The set of states is defined as Σ = Var
�−→ Val⊥, where by Val⊥ we denote Val∪{⊥} and ⊥ is undefined value.

4.1 Semantic Relevancy of HQL Statements w.r.t Policies

Consider the following HQL statement on the POJO class Cls which corresponds
to the database table Tab in Figure 3a.

Q = ses.CreateQuery(UPDATE Cls SET age = age+1 WHERE age �60).executeUpdate()

Consider a company policy ψ2 (defined on Tab) which says that employees
ages must belong to the range 18 and 62 (i.e. 18 � tage � 62). We denote by
σD the state of the database D which includes the state of Tab. The semantics1

of Q in σD, i.e. S[[Q]]σD yields the result shown in Figure 3b. We observe that
the policy ψ2 is satisfied before and after the execution of Q, i.e. ψ2(σD) =
ψ2(S[[Q]]σD). Therefore, Q is irrelevant w.r.t. ψ2, assuming σD is the only
state that occurs at the program point of Q.

teid tsal tage
1 1200 55
2 1600 62
3 2000 45
4 800 18

(a) Table Tab

teid tsal tage
1 1200 56
2 1600 62
3 2000 46
4 800 19

(b) Result after execution
of Q on Tab

teid� tsal� tage�

[1, 4] [800,
2000]

[18, 62]

(c) Abstract table Tab� cor-
responding to Tab

teid� tsal� tage�

[1, 4] [800,
2000]

[19, 62]

(d) Result after execution
of Q� on Tab�

Fig. 3. Concrete and Abstract Query Semantics.

1 Interested readers may refer [11] for more details on concrete and abstract semantics
of query languages.



Policy-Based Slicing of Hibernate Query Language 273

Although this example is trivial to compute the irrelevancy of Q in concrete
domain, in case of very large database (or even when database state depends
on run-time inputs) the irrelevancy can be computed in an abstract domain
of interest following the Abstract Interpretation framework [6]. The Abstract
Interpretation framework is a semantics-based overapproximation technique to
infer program’s behavior during static time. The aim is to lift concrete semantics
to an abstract setting by replacing concrete values by suitable properties of
interest, and simulating the concrete operations by sound abstract operations.
The mapping between concrete semantics domain (Dc) and abstract semantics
domain (Da) is formalized by Galois Connection 〈Dc, α, γ, Da〉, where α : Dc → Da

and γ : Da → Dc represent concretization and abstraction functions respectively.
To illustrate, let us consider the abstract domain of intervals. The abstract

table Tab� corresponding to Tab in the domain of intervals is shown in Figure 3c.
The corresponding abstract state which includes Tab� is denoted by σ�

D. The
abstract semantics S�[[Q�]]σ�

D where Q� is

ses.CreateQuery (UPDATE Cls� SET age�=age�+[1,1] WHERE age� ��[60,60]).executeUpdate()

yields the abstract result depicted in Figure 3d. We observe that ψ2(σ
�
D) =

ψ2(S�[[Q�]]σ�
D). By following [11], we can prove the soundness, i.e.

(ψ2(σ
�
D) = ψ2(S

�[[Q�]]σ�
D)) =⇒ ∀Q ∈ γ(Q�), ∀σD ∈ γ(σ�

D) : ψ2(σD) = ψ2(S[[Q]]σD)

where γ is the concretization function [6].
There exist various relational and non-relational abstract domain in the

abstract interpretation framework. The efficiency and preciseness of static anal-
ysis vary depending on the abstract domain chosen [6]. As our objective is to
consider enterprise policies on database, we choose a relational abstract domain
– the domain of polyhedra [7] – to compute semantic relevancy of HQL code.

Domain of Polyhedra. Convex polyhedra are regions of some n-dimensional
space Rn that are bounded by a finite set of hyperplanes. Let �x =〈x1, x2, . . . ,
xn〉 and �v = 〈v1, v2, . . . , vn〉 ∈ Rn be the program variables of real numbers
and an n-tuple (vector) of real numbers. By β = �v.�x ⊗ c where �v 
= �0, c ∈ R,
⊗ ∈ {=,�}, we denote a set of linear restraints over Rn. Given a set of linear
restraints β on Rn, a set of solutions or points {σ|σ |= β} defines the polyhedron
P = (β, n). We denote this set of points by γ(p) [4,7].

Let p be a set of all polyhedra on Rn. We define a complete lattice LA =
〈p, �, ∅, Rn, , �〉 where ∅ and Rn are bottom and top elements respectively.
Given P1, P2 ∈ p: P1 � P2 ⇒ γ(P1) ⊆ γ(P2), P1 � P2 ⇒ γ(P1) ∩ γ(P2) and P1 
P2 returns convex polyhedron hull which is the least polyhedron covering both
P1 and P2 [4]. Various operations of convex polyhedra are emptiness checking,
projection, etc [4].

Given a complete lattice LC = 〈℘(Val), ⊆, ⊥, Val, ∪, ∩〉 of the con-
crete domain of values Val, the correspondence between concrete and abstract
domains is formalized by Galois Connection 〈 LC , α, γ, LA 〉 where α and γ are
abstraction and concretization functions respectively [6].
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Abstract Semantics. The transition relation is defined as T : Com × p → ℘(p)
where Com is the set of commands and p is the set of all polyhedra. It defines the
abstract semantics of a command in the domain of polyhedra by specifying how
application of a command on a polyhedron results into a set of new polyhedra.

Example 1. (Assignment) Given P=(β, n)=({x� 3, y� 2}, 2). The transition
semantics of assignment statement x := x+y is defined as: T [[x := x+y]]P = {P′}
where P′ = ({x − y � 3, y � 2}, 2).

Example 2. (Test) Given P= (β, n)= ({x � 4, y � 3}, 2). The transition seman-
tics of boolean expression x � 10 is defined as: T [[x � 10]]P = {PT , PF } where

PT = ({ x � 10, y � 3 }, 2) and PF = ({ x � 4, −x � −9, y � 3 }, 2).

We are now in position to define abstract transition semantics of Hibernate
Session methods. We denote the abstract syntax of Session methods by triplet
〈C, φ, OP〉 where OP is the operation to be performed on a set of tuples satisfying
φ in database tables corresponding to a set of classes C. The condition φ is a
first order logic formula. Four basic OP that cover a wide range of operations are
SAVE, UPD, DEL, and SEL [5].

–
〈
C, φ, SAVE(obj)

〉
=

〈{c}, false, SAVE(obj)
〉
: Stores the state of the object

obj in the database table t, where t corresponds to the POJO class c and
obj is the instance of c. The pre-condition φ is false as the method does
not identify any existing tuples in the database.

–
〈
C, φ, UPD(�x, �exp)

〉
=

〈{c}, φ, UPD(�v, �exp)
〉
: Updates the attributes correspond-

ing to the class fields �x by �exp in the database table t for the tuples satisfying
φ, where t corresponds to the POJO class c.

–
〈
C, φ, DEL()

〉
=

〈{c}, φ, DEL()
〉
: Deletes the tuples satisfying φ in t, where t is

the database table corresponding to the POJO class c.
–

〈
C, φ, SEL

(
f( �exp′), r(�h(�x)), φ′, g( �exp)

)〉
: Selects information from the

database tables corresponding to the set of POJO classes C, and returns
the equivalent representations in the form of objects. This is done only for
the tuples satisfying φ. As of [11], we denote by g, h, r, f , φ′ the GROUP
BY, Aggregate Functions, DISTINCT/ALL, ORDER BY, and HAVING clause
respectively.

Observe that as SAVE(), UPD() and DEL() always target single class, the set C is
a singleton {c}. However, C may not be singleton in case of SEL().

As there is a correspondence between HQL variables and database attributes,
we define the transition semantics Thql of Hibernate Session methods in terms
of the transition semantics Tsql in the corresponding database domain as follows:

Thql[[〈C, φ, OP〉]] =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Tsql[[〈T, φd, OPd〉]]
if C = {c1, . . . , cn} ∧ (∀i ∈ 1 . . . n. ti = Map(ci)) ∧ T = {t1, t2, . . . , tn}.

⊥ otherwise.
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Map() is a function which maps any HQL component into an equiva-
lent database component involving only database tables and attributes. Thus,
φd = Map(φ), OPd = Map(OP) are the condition-part (WHERE clause) and the
database operations (UPDATE, DELETE, INSERT, SELECT) defined on the underly-
ing database.

Example 3. Consider Figure 3 and the following Session method:

mupd ::= ses.CreateQuery (UPDATE Cls SET sal = sal+100 WHERE age �30).executeUpdate()

The equivalent abstract syntax is 〈{Cls}, age � 30, UPD(〈sal〉, 〈sal +100〉)〉. The
function Map(mupd) converts mupd into an equivalent database operation whose
abstract syntax is 〈{Tab}, tage � 30, UPDATE(〈tsal〉, 〈tsal + 100〉)〉 where

Map({Cls}) = {Tab}, Map(age � 30) = tage � 30,

Map(UPD(〈sal〉, 〈sal + 100〉)) = UPDATE(〈tsal〉, 〈tsal + 100〉)

Let us define abstract transition semantics of four different database operations
corresponding to the four aforementioned Session methods in the domain of
polyhedra.

1. Update:

Thql[[〈{c}, φ, UPDATE(�x, �exp)〉]]P = Tsql[[〈{t}, φd, UPDATE(�xd, �expd)〉]]P = {P′
T , PF }

where
PT = (P � φd).
P′

T = Tsql[[UPDATE(�xd, �expd)]]PT = Tsql[[�xd := �expd]]PT .
PF = (P � ¬φd).

By the notation �xd:= �expd we denote 〈x1:= exp1, x2:= exp2, . . . , xn:= expn〉
where �xd = 〈 x1, x2, . . . , xn〉 and �expd = 〈 exp1, exp2, . . . , expn〉, which follow
transition semantic definition for assignment statement.

Example 4. Consider table Tab in Figure 3a. The abstract representation of Tab
in the form of polyhedron is:

P = 〈{teid � 1, −teid � −4, tsal � 800, −tsal � −2000, tage � 18, −tage � −62}, 3〉

Consider the following Session method defined on class Cls:

mupd ::= ses.CreateQuery (UPDATE Cls SET sal = sal+100 WHERE age �30).executeUpdate().

The equivalent abstract syntax is 〈{Cls}, age � 30, UPD(〈sal〉, 〈sal+100〉)〉. The
abstract transition semantics of mupd on P is:

Thql[[mupd]]P =Thql[[〈{Cls}, age � 30, UPD(〈sal〉, 〈sal + 100〉)〉]]P
=Tsql[[〈{Tab}, tage � 30, UPDATE(〈tsal〉, 〈tsal + 100〉)〉]]P = {P′

T , PF } where

P′
T =〈{teid � 1, −teid � −4, tsal � 900, −tsal � −2100, tage � 30, −tage � −62}, 3〉.

PF =〈{teid � 1, −teid � −4, tsal � 800, −tsal � −2000, tage � 18, −tage � −29}, 3〉.
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2. Delete: Tsql[[〈{t}, φd, DELETE()〉]]P = {(P � ¬φd)}
Example 5. Consider the following Session method:

mdel ::=ses.CreateQuery (DELETE from Cls WHERE age � 30).executeUpdate().

The transition semantics of mdel on P is:

Thql[[mdel]]P =Thql[[〈{Cls}, age � 30, DEL()〉]]P
=Tsql[[〈{Tab}, tage � 30, DELETE()〉]]P
={P � ¬(tage � 30)} = {P′} where

P′ = 〈{teid � 1,−teid � −4, tsal � 800,−tsal � −2000, tage � 18,−tage �
−29}, 3〉
3. Insert: Let �x be the fields of a class c. Given an object obj of c, suppose �v
be the values in �x of the object. The transition relation is defined as

Thql[[〈{c}, false, SAVE(obj)〉]]P = Tsql[[〈{t}, false, INSERT(attribute(t), �v)〉]]P = {P′}

where P′ = P  {attribute(t) = �v | �v ∈ Rn}.

Example 6. Let obj be an object of POJO class Cls in Figure 3 whose fields
�x = 〈eid, sal, age〉 are set to values �v = 〈5, 600, 35〉. Consider the following
Session method mins ::= ses.save(obj). The transition semantics is:

Thql[[mins]]P =Thql[[〈{Cls}, false, SAVE(obj)〉]]P
=Tsql[[〈{Tab}, false, INSERT(〈teid, tsal, tage〉, 〈5, 600, 35〉)〉]]P = {P′}

where P′ = P  {teid = 5, tsal = 600, tage = 35} = 〈{teid � 1,−teid �
−5, tsal � 600,−tsal � −2000, tage � 18,−tage � −62}, 3〉
4. Select: The select operation does not modify any information in a polyhedron.
Therefore, the transition relation is defined as:

Tsql[[T, φd, SELECT
(
f( �exp′

d), r(�h(�xd)), φ′
d, g( �expd)]]P = {P}

5 Illustration on the Running Example

Let us illustrate our proposed approach on the running example (Figure 1) in
section 2.

Syntax-Based Slicing. The backward slice of Progw.r.t. ψ1 is depicted in Figure 4.
This is done by traversing the syntax-based dependence graph (Figure 2) in back-
ward direction w.r.t. the slicing criteria 〈21, {sal, age, maxsl}〉. Observe that the
sliced-database on which the slice performs its computation, is a part of the orig-
inal database. This has crucial role in data-provenance applications.
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1. class service {
2. public static void main(String arg[]){
3. Configuration cfg =new Configuration();
4. cfg.Configuration(”hibernate.cfg.xml”);
5. Session ses =(cfg.buildSessionFactory()).openSession();
7. int i = (new Scanner(System.in)).nextInt();
13. if(i==2){
14. int id v = getparam(...);
15. int sal v = getparam(...);
16. int r1 = (ses.createQuery(”UPDATE emp e SET e.sal=

e.sal+:xsal WHERE e.eid=:xid”).setParameter(”xsal”,sal v)
.setParameter(”xid”,id v)).executeUpdate();}

17. if(i==3){
18. int id v = getparam(...);
19. int r2 = (ses.createQuery(”DELETE from emp e WHERE

e.eid=:xid”).setParameter(”xid”,id v)).executeUpdate();}
21. ses.close(); } }

(a) Slice of Prog w.r.t ψ1

teid tsal
1 1200
2 600
3 1000
4 2500
5 1600

(b) Slice of temp w.r.t ψ1

Fig. 4. Syntax-based Slice w.r.t. ψ1.

Semantic-Based Slicing. The initial polyhedron2 corresponding to the database
dB (Figure 1b) is PdB = 〈{teid � 1,−teid � −5, tsal � 600,−tsal �
−2500, tage � 20,−tage � −45}, 3〉. The pictorial representation is shown in
Figure 5(a).

The abstract syntax of Session methods msel, mupd and mdel at program points
10, 16, 19 respectively in Prog are:

msel ::= 〈C, φ, OP〉 where C = {emp, Job}, φ = {eid = jobid, eid = id v},

OP = SEL(f( �exp′), r(�h(�x)), φ′, g( �exp)〉 = SEL(id, ALL(id(jname)), true, id)〉,
and id denotes identity function.

mupd ::= 〈{emp}, {eid = id v}, UPD(〈sal〉, 〈sal + sal v〉)〉
mdel ::= 〈{emp}, {eid = id v}, DEL()〉

The transition semantics on PdB are:

Thql[[msel]]PdB

=Thql[[〈{emp, Job}, {eid = jobid, eid = id v}, SEL(id, ALL(id(jname)), true, id)〉]]PdB

=Tsql[[〈{temp, tjob}, {teid = tjobid, teid = tid v}, SELECT(id, ALL(id(tjname)), true, id)〉]]PdB

={PdB}
2 For the sake of simplicity, we consider the polyhedron in the space involving only

three attributes teid, tsal and tage.
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Executing mudp 

Executing msel Executing mdel 

PT’ 

PF 

(5,2500,45) 

(5,2500,20) (5,600,20) 

(1,2500,45)    (1,600,45)    

(5,600,45)    

(1,2500,20)    (1,600,20) 

Executingm

T’

(5,2500,4

(5,2500,20)(5,600,20)

(1,2500(1,600,45)  

,45)  

(1,25(1,600,20)

 

Unchanged ! Changed ! Unchanged ! 

(a) Initial Polyhedron of dB 

(c) (b) 
(d) 

Fig. 5. Polyhedra representation of temp on various operation (msel,mudp,mdel).

Note that, select operation does not change the database, hence the polyhedron
remains unchanged (see Figure 5(b)).

Thql[[mupd]] =Thql[[〈{emp}, {eid � id v}, UPD(〈sal〉, 〈sal + sal v〉)〉]]PdB

=Tsql[[〈{temp}, {teid � id v}, UPDATE(〈tsal〉, 〈tsal + sal v〉)〉]]PdB

={P′
T , PF } where

PT = PdB � {teid � id v}
P′

T = Tsql[[tsal := tsal + sal v]](PT )
= 〈{teid � 1, −teid � −5, tage � 20, −tage � −45, tsal � 600}, 3〉.

PF = {PdB � ¬(teid � id v)} = {PdB}
Note that, since the updation of tsal depends on run-time input, we project-
out the upper bound of the attribute from the set of restraints in P′

T in order
to guarantee the soundness. The polyhedron representation of P’T is shown in
Figure 5(c). Also note that, PF is sound-approximated by disregarding the effect
of “teid = id v” as it depends on run-time input.

Thql[[mdel]] =Thql[[〈{emp}, {eid = id v}, DEL()]]PdB

=Tsql[[〈{temp}, {teid = id v}, DELETE()]]PdB = {PdB}
Note that, the semantics of mdel is sound-approximated by disregarding the
effect of “teid = id v” as it depends on run-time input (see Figure 5(d)).
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1. class service {
2. public static void main(String arg[]){
3. Configuration cfg =new Configuration();
4. cfg.Configuration(”hibernate.cfg.xml”);
5. Session ses =(cfg.buildSessionFactory()).openSession();
7. int i = (new Scanner(System.in)).nextInt();

13. if(i==2){
14. int id v = getparam(...);
15. int sal v = getparam(...);
16. int r1 = (ses.createQuery(”UPDATE emp e SET e.sal=e.sal+:xsal WHERE

e.eid=:xid”)
.setParameter(”xsal”,sal v).setParameter(”xid”,id v)).executeUpdate();}

21. ses.close(); } }

Fig. 6. Semantics-based slice of Prog w.r.t ψ1

Observe that the initial polyhedron of dB is covered by the polyhedron rep-
resenting ψ1. This can verified by performing the operations, e.g. interaction,
emptiness checking, etc. on the polyhedra domain. Therefore, initially ψ1 is sat-
isfied by dB. The abstract semantics-based analysis proves that mdel does not
change the initial polyhedron PdB (see Figure 5). Therefore it is semantically
irrelevant w.r.t. ψ1. The semantics-based slice is shown in Figure 6 which disre-
gards the semantically irrelevant statements w.r.t. ψ1, yielding to a slice more
accurate than the syntax-based one (Figure 4).

6 Conclusion

In this paper, we introduce a policy-based slicing of Hibernate Query Language
where the policies are defined on persistent objects, rather than transient objects.
We extend the Class Dependence Graph (ClDG) [16] of object-oriented languages
to the case of HQL, and propose a refinement of dependence graph for removing
false dependences by analyzing programs in relational or non-relational abstract
domains by following the Abstract Interpretation framework.

Our approach is comparable with conditioned slicing and specification-based
slicing (several variants exist, e.g. precondition−, postcondition−, contract−,
assertion−based, etc.) [3]. The method defined for finding a conditioned slice is
to use symbolic execution and reject infeasible paths based on the constraints
defined by the first order logic equations. Specification-based slicing approach is
proposed based on the axiomatic semantics (weakest precondition or strongest
postcondition computations) in program verification. All these approaches use
SMT solver which has exponential complexity [15]. Our proposal is based on the
semantic analysis in an abstract domain following the Abstract Interpretation
framework. The framework allows to perform analysis in a relational or non-
relational abstract domain based on the properties of interest. Analysis in the
domain of polyhedra uses Linear Problem Solver [1]. Although in some cases the
worst-case computational complexity in polyhedron domain is exponential [14,
18], but there is an opportunity to chose another less costlier weakly relational
domains such as the domain of octagons [19].
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Abstract. Deficient visibility in global supply chains causes significant
risks for the customs brokerage practices of freight forwarders. One of the
risks that freight forwarders face is that shipping documentation might
contain document fraud and is used to declare a shipment. Traditional
risk controls are ineffective in this regard since the creation of shipping
documentation is uncontrollable by freight forwarders. In this paper, we
propose a data mining approach that freight forwarders can use to detect
document fraud from supply chain data. More specifically, we learn mod-
els that predict the presence of goods on an import declaration based on
other declared goods and the trajectory of the shipment. Decision rules
are used to produce miscoding alerts and smuggling alerts. Experimental
tests show that our approach outperforms the traditional audit strategy
in which random declarations are selected for further investigation.

Keywords: Data mining · Fraud detection · Freight forwarding · Global
supply chains

1 Introduction

International trade is going through an impressive growth. Eurostat estimated
the total value of goods imported by the member states of the European Union
over 2014 at 1.6 trillion euros, which constitutes an increase of almost 64 percent
compared to 2004 [8]. Increased trade is an indication of improved economic inte-
gration and world prosperity, but at the same time suggests that fraud is more
likely to happen with more serious consequences. Particularly, freight forwarders
face problems when trade increases. The focal position of freight forwarders
in global supply chains restricts their visibility and control on shipment docu-
mentation while budget and manpower for customs brokerage are also limited.
Freight forwarders must blindly trust externally generated shipping documents
and declare goods they usually do not even see [12]. Without clear overview
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or effective risk controls in place, fraudulent declarations easily vanish in the
extensive volume that needs to be processed.

The rise of information technology (IT) proposes a shift towards automation,
risk management and intelligence in the customs brokerage practices of freight
forwarders [11]. IT allows more detailed supply chain data to be recorded. Take
radio frequency identification (RFID) as an example. The small size of the RFID
tags and their low production costs makes them useful for tracking and tracing
international cargo flows [2] and reducing delays at customs clearance locations
[14]. At the same time, IT also provides tools to share data among supply chain
participants in a fast and reliable way. Several technologies have been proposed
to connect shippers and freight forwarders in global supply chains, like electronic
data interchange (EDI) [17]. The rich supply chain data that freight forwarders
are able to collect can be analyzed to manage customs brokerage risks.

In this paper, we present a data mining approach to detect miscoding and
smuggling from supply chain data. Our approach can be applied by freight for-
warders for signaling and internal auditing purposes. Customs agents can consult
our data mining models during customs brokerage to determine if the documen-
tation of a shipment has high potential to involve fraud. Potentially fraudulent
declarations can thereby be prevented from being sent to customs. In addition,
our data mining models can improve existing auditing and risk management
procedures. Usually, freight forwarders take random samples of declarations and
audit these declarations to ensure procedural compliance. Instead of taking ran-
dom samples, our data mining models can be consulted to specifically audit only
those declarations that likely involve miscoding or smuggling.

In summary, the contributions of this paper are as follows:

1. We define decision rules for miscoding alarms and smugling alarms.
2. We present a data mining approach to automatically produce alarms for

miscoding and smuggling from supply chain data.
3. We conduct a comparative study on the performance of different classifica-

tion models.
4. We demonstrate that our data mining approach performs significantly better

at detecting miscoding and smuggling than the random audit strategy.

2 Background

2.1 Document Fraud in International Shipping

One of the oldest and most common fraud schemes in international shipping is
document fraud. Document fraud is the act of manipulating facts in contracts
or agreements with the intent to benefit by commercial gain [13]. International
logistics is an attractive target for document fraud because it heavily relies on
the exchange of formal shipping agreements. Although shipment agreements are
issued and checked by different actors in a supply chain, the exchange of agree-
ments takes the form of a serial connection. Thus, fraudulent agreements at the
beginning of a supply chain are simply adopted by others and are hard to detect
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at the end [12]. According to the World Customs Organization, the incentive to
commit document fraud in international shipping is to evade customs duties and
tax payments, or to circumvent shipping restrictions and sanctions [21].

2.2 Types of Document Fraud

Two types of document fraud are commonly committed in international shipping
documentation:

Miscoding is the act of providing incorrect or incomplete information about the
nature of goods that are being shipped. To keep track of the variety of goods, the
World Customs Organization introduced the harmonized system (HS). The HS is
an international system of codes to classify goods. Fraudsters commonly specify
HS-codes of other goods with similar properties but which are not prohibited or
require to pay lower customs duties.

Smuggling is the act of secretly shipping goods under conditions that are
against the law by any of the countries that are crossed by a shipment. Usu-
ally, goods are secretly put inside a container somewhere along the supply chain
and removed after goods have been cleared at the destination country. Drugs,
weapons, cigarettes and alcohol are goods that are frequently smuggled because
they are prohibited or require to pay higher customs duties.

2.3 Related Research

Research dedicated to the task of detecting document fraud from supply chain
data uses supervised and unsupervised learning techniques. Supervised learning
techniques assume that data about fraudulent cases is available a priori which
can be used to predict fraud in future observations. Bayesian classifiers have
been applied to detect miscoding of HS-codes [9]. The researchers built an hier-
archical Bayesian model based on values of the consignee, country of origin and
destination country that are listed on import declarations. Fraudulent behavior
is learned by training the model on a sample of correctly and incorrectly clas-
sified goods. A comparable study constructed a classifier based on association
rules [22]. The classifier aims to predict the overall risk level of shipments based
on inconsistencies in product features like prices and weights.

Unsupervised learning techniques assume that there is no a priori knowledge
about document fraud available. These techniques focus on observations that sig-
nificantly deviate from a statistical norm. Outlier detection is applied to detect
deviating product properties of goods marked for clearance [6]. The researchers
developed an application that highlights the statistical distributions of prod-
uct properties in a set of diagrams. Customs agents can use these diagrams to
inspect how much goods on an import declaration deviate from others. In addi-
tion, ranking may help freight forwarders to prioritize outliers. A related study
proposes a method to calculate a numerical ranking for price outliers in trade
data [16]. Freight forwarders can use such a ranking to identify risky declarations
that require further investigation.
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2.4 Hidden Information in Shipment Trajectories

Existing research demonstrates the ability of data mining to detect document
fraud from supply chain data. However, proposed applications mainly ignore the
trajectory by which shipments find their way through the supply chain network.
Including trajectory details in the analysis may improve the detection rate due
to two recent changes in international trade. First of all, international trade is
moving towards vertical specialization in which each country produces particular
goods for the stages of a production sequence [15]. Second, logistic services are
subject to optimization by which the trajectory of a shipment is chosen based
on a trade-off between economic considerations, like price, flexibility and service
level [4] [20]. These changes are expected to create distinct patterns in shipment
behavior which can be used to highlight cases of document fraud. Our approach
differs from existing research in that we specifically use these patterns in ship-
ment trajectories to predict the goods that should be listed on the corresponding
import declarations.

3 Fraud Detection in Supply Chain Data

3.1 Detecting Miscoding and Smuggling

We propose to detect miscoding and smuggling using an unsupervised learning
approach. Fraudulent declarations are identified by learning shipping behavior
from supply chain data, in terms of probabilities that HS-codes are declared on a
trajectory, and determining the extent to which an import declaration deviates
from this norm. We introduce some notation to formalize this problem.

Let L be the state space of all possible locations between which goods can be
transported. A trajectory is defined as a sequence consisting of a set of random
variables X = {x1, . . . , xn}, where each variable xi ∈ L represents a location
in a supply chain and n is fixed for all trajectories. Moreover, let G be a set of
indicators of HS-codes, that is, Gi = 1 if the good with HS-code i is listed on
the import declaration, and Gi = 0 otherwise.

We learn a model from data that estimates the probability of goods on an
import declaration given all other declared goods and the trajectory of the ship-
ment. Predictions of goods are compared with the goods listed on the import
declaration to determine if the declaration involves miscoding or smuggling. An
alarm is produced for miscoding when a good is declared but the probability of
this good estimated by model M is very low:

Gi = 1 ∧ PM (Gi = 1|Gj �=i,X) ≤ α (1)
Here, Gj �=i represents all goods other than the good that is currently evaluated
on the import declaration and α represents a threshold. We define the alarm for
smuggling in a similar fashion. An alarm for smuggling is produced when a good
has not been declared but the probability of this good estimated by model M is
very high:

Gi = 0 ∧ PM (Gi = 1|Gj �=i,X) ≥ (1 − α) (2)
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3.2 Construction of the Classification Models

We built probabilistic classification models to estimate the conditional probabil-
ities in equation 1 and 2. Our modelling approach is similar to the one proposed
in [23] for the construction of Bayesian chain classifiers, except that, unlike our
model, Bayesian chain classifiers are intended for multi-label classification. For
that reason the authors of [23] need to impose an order on the labels, where pre-
dicted values of labels that are prior in the order are used to predict subsequent
labels. They use a Bayesian network to define the order, and use the parents of
a node as predictors for the child node. Unlike in the multi-label classification
scenario, we observe all labels (declared HS-codes) during prediction, and can
use the Markov blanket instead of just the parent set. The construction of our
models can be broken down into two main steps.

In the first step we define associations between goods in a shipment. We do
this by learning an undirected graphical model (Markov random field) from a
data table where each row lists the goods that are contained in a shipment, that
is, Gi = 1 if good i is contained in the shipment, and Gi = 0 otherwise. To
avoid overfitting, we score candidate models using Akaike information criterion
(AIC) which penalizes model complexity. Unfortunately, finding the model with
the best AIC score from data is NP-hard [3]. To find a good (locally optimal)
model, we perform a hill-climbing search with forward selection. Still, it can take
a considerable amount of time to find such a model when the algorithm needs
to start from the mutual independence model (empty graph). Therefore, we first
generate a minimal AIC forest [7] and then use this simplified model as initial
model to speed up the hill climbing.

In the second step we evaluate two types of probabilistic classifiers: Naive
Bayes (NB) and Tree-Augmented Naive Bayes (TAN). NB is a simple classifier
that uses Bayes rule of conditional probability to compute the probability of a
label given a set of features. This computation is simplified under the assumption
that all features are independent of each other given the label. A NB classifier is
constructed for each good by determining its Markov blanket in the undirected
graphical model (Fig. 1A), and estimating the probability of the good given the
goods in its Markov blanket and locations in the shipping trajectory. The result-
ing classifier is depicted as a Bayesian network in (Fig. 1B). We incorporate
only dependent goods as additional features in the classification models to avoid
features that have poor prediction power with respect to the target good. There-
fore, term Gj �=i in equation 1 and 2 is substituted by MB(Gi). Here, MB(Gi)
refers to the Markov blanket of good Gi in the undirected graphical model.

The main drawback of a NB classifier is that it fails to capture the dependen-
cies between features due to its strong independence assumption. A TAN relaxes
this assumption by specifying a tree structure on the feature set in which each
feature only has as parent the label and at most one other feature. We use Chow
and Liu’s algorithm [5] to automatically generate TAN classifiers from data.
The structure of a TAN is generated by creating a weighted spanning tree with
mutual information weights. This spanning tree is transformed to a directed tree
by picking a root node and pointing all edges away from this root. Finally, the
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Fig. 1. An example graphical model with dependencies between HS-codes (A) and the
corresponding Naive Bayes classifier for HS-code 87 (B).

structure of the TAN is obtained by making all nodes in the directed tree depen-
dent on the label. The advantage of modeling features in a tree structure is that
it allows to make an optimal trade off between the ability to incorporate feature
dependencies and the corresponding computational complexity [10].

4 Performance Evaluation

4.1 Sample Data

We extracted a large sample from the supply chain repository of an international
freight forwarder. The sample contains data of 11,044 maritime shipments that
were shipped to the Netherlands in the period of April 2012 and June 2013. Each
shipment has data about the bill of lading that was issued by the sea carrier and
the import declaration that was send to the Dutch customs authorities. Bills of
lading related to the inland transportation were not available. For our application
we focus on six features in the sample (Table 1).

From the bill of lading we extracted the bill of lading number (BLN) and
four trajectory locations, the: origin (ORG), port of loading (POL), port of dis-
charge (POD) and destination (DES). The origin represents the location where
goods are produced. The port of loading is the first port in the shipment tra-
jectory and the place where goods are loaded and secured on a cargo ship. The
port of discharge is the last port in the shipment trajectory and the place where
goods are unloaded for transloading. This is also the place where the goods in
our sample are cleared by the Dutch customs authorities. Finally, the destina-
tion represents the location of the consignee. From the import declaration we
extracted the HS-codes (HSC) that are declared for the shipments.
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Table 1. Three example shipments in the sample data that transported goods to the
port of Rotterdam and Antwerp. The goods are transshipped from these ports to con-
signees located in Amsterdam and Tilburg. The bill of lading numbers are anonymized
for confidentiality reasons.

BLN HSC ORG POL POD DES

01234567890123 69 Shenzhen Yantian Rotterdam Amsterdam

01234567890123 94 Shenzhen Yantian Rotterdam Amsterdam

01234567890123 39 Chicago Montreal Antwerp Amsterdam

01234567890123 83 Delhi Mundra Rotterdam Tilburg

01234567890123 94 Delhi Mundra Rotterdam Tilburg

01234567890123 76 Delhi Mundra Rotterdam Tilburg

4.2 Data Pre-processing

After collecting supply chain data, we performed pre-processing to transform the
sample to the right format for analysis. We aggregated the shipments based on
their bill of lading number and transformed the HS-codes to individual binary
features. Then, we performed filter operations to ensure that we would be able
to take stratified samples to partition the sample into training sets and test sets
with equally distributed shipping trajectories. We used the following filters on the
sample: each shipping trajectory must have been taken by at least 3 shipments,
and each HS-code must have been declared for at least 15 shipments. Finally,
we extracted the first two digits of the HS-codes. This was necessary given the
small size of the sample. There are not enough observations to learn four digit
or six digit HS-codes without over-fitting the classification models. The sample
after pre-processing includes data of 10,154 shipments that transported 50 types
of goods over 625 shipment trajectories. The bnlearn package [19] in R is used
to construct the NB and TAN classifiers on this sample.

4.3 Evaluation Procedure

We evaluated the performance of the classification models by generating artificial
declaration errors and counting how many times the models produced a correct
alarm. The sample was first divided in a training set and test set based on a
75-25 percent split ratio. Then, artificial declaration errors were generated for
ten percent of the declarations in the test set. Miscoding errors were generated
by determining the joint Markov blanket of all goods listed on a declaration and
adding a random good from this blanket to the declaration. If all goods from
this blanket were already listed on the declaration, then a random good outside
the blanket was added. Smuggling errors were generated by randomly removing
a good from the declaration.

The accuracy of the miscoding alerts and smuggling alerts are reported by
calculating corresponding confusion matrices. From these confusion matrices, we
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derived three additional performance measures: precision, recall and F1. Preci-
sion and recall are defined as [18]:

Precision =
TP

TP + TN
Recall =

TP

TP + FP
(3)

Here, TP denotes true positives, TN denotes true negatives and FP denotes false
positives. Precision measures the fraction of alarms in which declarations indeed
contain miscoding or smuggling. Recall measures the fraction of fraudulent dec-
larations for which an alarm is produced. These two measures are combined to
form the F1 score [18]:

F1 = 2 · precision · recall

precision + recall
(4)

The F1 score constitutes the harmonic mean of precision and recall. It provides
a single measure to score competing classification models. We compare the F1

scores of our modes and the audit strategies and determine the model or strategy
that scores the highest F1 score.

The evaluation procedure of our models can be summarized as follows:

1. Generate training set and test set - take a stratified sample and generate a
training set and test set based on a 75-25 percent split ratio.

2. Construct the classification model - construct a classification model on the
training set. Estimate the parameters of the classifiers using Laplace smooth-
ing [10].

3. Generate miscoding and smuggling errors - generate two separate test sets,
one having a smuggling error in 10 percent of the declarations, and the other
having a miscoding error in 10 percent of the declarations.

4. Predict miscoding and smuggling - use the classification model to predict
whether the declarations in the test sets involve miscoding or smuggling.

5. Calculate confusion matrices - use the predictions to calculate corresponding
confusion matrices for the miscoding and smuggling alarms.

5 Results

The results of the performance evaluations of the NB and TAN models are shown
in the confusion matrices in Table 2. Alarms are produced at an alpha value of
α = 0.05. This means that the models must be: at most 5 percent certain that
a good should be declared to produce a miscoding alert, and at least 95 percent
certain that a good should be declared to produce a smuggling alert. Given these
criteria, we performed 25 iterations of the evaluation procedure and calculated
the mean prediction rates for the confusion matrices.

We compare the performance of our models with the post audit strategy that
suggests to audit the same number of declarations as our models but choose dec-
larations at random. We denote these strategies RNB and RTAN. The confusion
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matrices for the strategies are shown in Table 3. In this table, prediction rates of
RNB for miscoding are calculated as follows. Let A be the probability of choosing
a declaration for investigation according the prediction rate of the NB model,
and E the probability that a declaration contains a miscoding error. Given Table
2, the values for A and E are:

A = 0.0886 + 0.1297 = 0.2183 ¬A = 1 − (0.0886 + 0.1297) = 0.7817 (5)
E = 0.0886 + 0.0112 = 0.0998 ¬E = 1 − (0.0886 + 0.0112) = 0.9002 (6)

Because A and E are independent of each other, the confusion matrix can be
calculated by multiplying the following combinations:

TP = A · E TN = A · ¬E FP = ¬A · E FN = ¬A · ¬E (7)

Here, TP denotes true positives, TN denotes true negatives, FP denotes false
positives and FN denotes false negatives. After calculating the confusion matri-
ces for the models and audit strategies, we derived their precision, recall and F1

score and compared their scores, see Table 4.

Table 2. Confusion matrices for the alarms produced by the NB and TAN models
with an alpha value of α = 0.05. Rows indicate whether an alarm goes off, columns
indicate whether something is actually wrong with the declaration.

Miscoding Smuggling

NB TAN NB TAN

True False True False True False True False

True 0.0886 0.1297 0.0944 0.0938 0.0441 0.1376 0.0500 0.0410

False 0.0112 0.7705 0.0054 0.8063 0.0558 0.7626 0.0498 0.8592

Table 3. Confusion matrices for the alarms produced by the RNB and RTAN audit
strategies. Rows indicate whether an alarm goes off, columns indicate whether some-
thing is actually wrong with the declaration.

Miscoding Smuggling

RNB RTAN RNB RTAN

True False True False True False True False

True 0.0218 0.1965 0.0188 0.1695 0.0181 0.1635 0.0091 0.0819

False 0.0780 0.7036 0.0810 0.7307 0.0817 0.7367 0.0907 0.8183
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Table 4. Precision, recall and F1 scores for the NB and TAN models and their corre-
sponding random audit strategies denoted as RNB and RTAN.

Miscoding Smuggling

NB RNB TAN RTAN NB RNB TAN RTAN

Precision 0.4059 0.0998 0.5015 0.0998 0.2426 0.0998 0.5494 0.0998

Recall 0.8877 0.2183 0.9457 0.1882 0.4415 0.1816 0.5007 0.0910

F1 0.5570 0.1370 0.6554 0.1305 0.3131 0.1288 0.5239 0.0952

6 Discussion

The F1 scores show that the TAN model outperforms the other models and the
random audit strategies on both miscoding and smuggling. The model produced
close to 19 percent miscoding alarms and 9 percent smuggling alarms for the dec-
larations in the test set. Miscoding alerts are produced with an average precision
of 50 percent and a recall of 95 percent. This means that half of the time the
model produced an incorrect miscoding alarm although almost each declaration
with miscoding is detected. Smuggling seems more difficult to detect. Alerts for
smuggling are produced with an average precision of 55 percent and a recall of
50 percent. Or in other words, the model produced less than half of the time an
incorrect smuggling alarm and detected only half of the total declarations in the
test set that contained smuggling.

Alarms produced by the NB model are of lower quality. The model produced
more alarms for miscoding and smuggling, respectively 22 percent and 18 per-
cent, while the precision and recall of these alarms are lower. Miscoding alerts
are produced with an average precision of 41 percent and a recall of 89 percent,
while smuggling alerts are produced with an average precision of 24 percent and
recall of 44 percent. The NB model suggests to audit more declarations while it
captures less fraudulent declarations than the TAN model. This inaccuracy can
be attributed to the strong independence assumption of the NB model, which
assumes that the goods on an import declaration and the locations in the ship-
ping trajectories are independent of each other given the good that is being
predicted, while there clearly seems to exist interaction between these features.

Although the TAN model also does not have an exceptionally high precision
and recall, it performs substantially better than the corresponding random audit
strategy. Using the random audit strategy leads in our experiment to anti-fraud
investigations that are only worthwhile for 10 percent of the suspected declara-
tions. Furthermore, the strategy is only able to detect 19 percent of the total
miscoding errors and 9 percent of the total smuggling errors. Therefore, we argue
that the use of our TAN model is a substantial improvement over the random
audit strategy.



292 R. Triepels et al.

7 Conclusion

In this paper, we have proposed a data mining approach that freight forwarders
can apply to detect miscoding and smuggling. We performed an experiment to
determine the extent to which these types of document fraud can be automati-
cally detected from supply chain data. The experiment shows that our approach
outperforms the audit strategy in which the same number of declarations would
be audited but declarations are chosen at random. Therefore, we conclude that
our approach is a substantial improvement over this audit strategy.

We learned models from supply chain data that predict the presence of a
HS-code on an import declaration based on other declared HS-codes and the
trajectory of the corresponding shipment. Decision rules are defined to produce
alarms for miscoding and smuggling when declared goods deviate too much
from the expected norm. We proposed two different classification models for this
task and evaluated their performance. Performance is measured by generating
artificial declaration errors and counting how often the models produced a correct
alarm. The classification model based on TAN achieved the highest F1 score.

8 Future Research

Our approach to detect miscoding and smuggling from supply chain data could
be further improved. Trajectories in our models have a fixed length and there-
fore ignore stops at intermediate ports or warehouses. Intermediate stops in a
trajectory may reflect critical patterns of document fraud that, when including
them in our classification models, may improve the quality of the miscoding and
smuggling alarms. The decision rules that raise these alarms should thereby also
consider prohibited goods and incorporate the magnitude of the potential fraud
in terms of costs. Prohibited goods usually do not show up in the import decla-
rations and therefore remain undetectable by our models. In addition, including
costs is important because businesses need to find a balance between the costs
to undertake anti-fraud investigation and the savings that can potentially be
achieved [1]. We leave these issues open for future research.
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Abstract. A strategy of path planning with fuzzy logic for a telerobotic
assistant surgery is presented in this paper. Telerobotic surgery occurred
a long track in its short history. While teleconsultation proceeds to be
used today, the advent of high speed communications and increased com-
putational competence is making long distance remote control of operat-
ing instruments, called telepresence surgery, a reality. Based on laparo-
scopic technology, telerobotic surgery was tested first on animals and,
more recently, on humans with success. The technology offers several
advantages, including improved accuracy and the capability to bring dif-
ficult procedures to rural and remote locations where trained surgeons
are not available. A dynamic model is computed first for the telerobots
using Lagrange formulation. A fuzzy control strategy is used in order to
validate the path planning method and the theoretical developments in
motion constraints analysis. The paper is ended with a conclusion.

Keywords: Telerobotic surgery · Dynamic model · Path planning ·
Fuzzy logic · Laparoscopic surgery

1 Introduction

Surgery has evolved from the early rough days of trepanation and battlefield
amputations to modern procedures such as complex neurosurgeries and mini-
mally invasive laparoscopic interventions. However, the surgeon is virtually use-
less without his tools, and it is perhaps the development of these tools, which
has directly lead the evolution of surgery. While several tools such as scalpels,
stitches, loops, anaesthesia and antiseptics have each amplified the set of possi-
bilities for procedures, some of the newest tools to enter the surgical instrumen-
tation are robots and computers.

While the advantages of computer and robotic assistance in surgery, in terms
of improved accuracy and control may seem evident, one of the most interest-
ing and useful applications of this technology is to perform surgeries remotely.
Patients in rural and remote locations often do not have access to advanced
surgical care due to an absence of qualified personnel [1]. This is the case in
both wartime battlefields and third world countries, and many remote areas
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as Canada country. Surgical care in these emplacements is either impossible or
requires transportation to an urban center upon long distances.

The prime essays at remote care were really what would be appealed telecon-
sultation. The 1960s saw the beginning of electronic transmission of radiological
films, while the 1970s brought the ability for medicaster to consult with experts
remotely over video-conference systems [3]. In a surgical implementation of tele-
consultation, a remote video-conferencing system was set up in the operating
room and was linked to an expert physician at an urban center [2]. This apart
surgeon did not actively participate in the process, but instead suggested advice
or guidance to the attending surgeon at critical points. At best, electronic remote
control of the video camera was available, but little else. While accurate benefits
in terms of transmitting expertise and training inexperienced surgeons could be
realized with this setup, true remote surgical control was impossible.

This changed with the advent of a robotic system tested at assisting in
laparoscopic procedures. Laparoscopic surgery uses a miniature camera (i.e.,
laparoscope) and small surgical tools which are introduced into the body via
tiny incisions and controlled through external manipulators. Minimally invasive
surgery performed using laparoscopy provided various advantages to the patient
: less pain, a shorter hospital stay, better cosmetic outcome and faster recovery
[4]. Unfortunately, this surgical technique, in its original conception, had several
shortcomings. The laparoscope produced only a 2-dimensional view of the sur-
gical area, and hand-eye coordination was difficult due to the need to look at
a monitor instead of ones hands. Even, the laparoscope was held by an assis-
tant, and therefore direct was taken out of the hands of the surgeon. Perhaps
most importantly yet, laparoscopy, by its very nature, introduced amplification
of vibration, loss of degrees of freedom (dof) in manipulation, and the brought
the requirement for making non-intuitive motions when performing a process [4].

To cross the inherent limitations of laparoscopic surgery, research supported
by the US Defense Departments Star Wars program was undertaken in the early
1990’s to develop a master-slave tele-manipulator, consisted on a computer and
robotic instrumentation intervened between the surgeon and the patient [4].
The original goal of this technology was to allow actual manipulation of surgical
instruments by telepresence surgery [5]. This technology is hoped to be useful
in performing remote trauma surgeries on the battlefield or outer space, where
surgeons could not venture [5]. Unfortunately, while a system was developed, it
missed the required dof necessary for efficient surgery, and its large size stopped
expanded use.

In 1994, a private company developed the da Vinci robot system. This robot
builds on traditional laparoscopic technology, rectifying some of its faults while
introducing the capacity for remote manipulation. The first refinement is that
the camera platform is stable, and can be controlled by the surgeons feet or voice
commands, eliminating the need for an assistant. Second, visualization is greatly
enhanced with a 3-dimensional magnified system to simulate natural vision, or
alternately 2-dimensional displays positioned near the hand controls [6]. More-
over, since physical manipulation of the controls is processed by a computer,
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shaking can be digitally filtered out preventing excessive error. Finally, the use
of motion scaling, which reduces large movements to fine ones, allows surgeons
to perform actions which were previously impossible due to their delicacy [6].

Early telepresence surgery research was extremely limited, and being ham-
pered by technical limitations, was carried out only on animal models. Advanced
manipulation techniques were not possible due to lack of adequate computa-
tional power and communication bandwidth. An early procedure was performed
in 1993 by issuing keyboard and mouse commands to manipulate an echographic
sonde, biopsy needle and scalpel over a transatlantic fiber optic telephone link
to remove a cyst from a pigs liver. Unfortunately, transfer of real-time video over
the wired network was technologically impossible at the time due to bandwidth
constraints; consequently, relatively expensive satellite links were required [2].

One of the leading difficulties in developing clinically viable telerobotic
surgery has been the requirement of minimal time lag between the issuing of
commands, actual surgical action, and reception of visual confirmation on the
screen. This lag is influenced by multiple factors including time required for
converting video and movements into the appropriate signals and the inherent
delay in the communication network itself. Experiments have determined that
the acceptable limit for safe surgery is 330ms [7]. Even with the satellite video
link in early experiments, overall delays of approximately 2s [2] were inherent
in the technology, obviously far from acceptable for a real-time surgical proce-
dure. Accordingly, it was estimated that feasible distances for remote surgery
could not exceed several hundred kilometers [8]. This was, however, disproved
in subsequent years.

This paper is composed of the following sections : after an introduction,
the dynamic model is computed in the second paragraph using the Lagrange
equations. The development of a fuzzy path planning control is given by the
next section to analyse the telerobotic surgery behavior. the paper is ended with
a conclusion.

2 Dynamic Modelling of the Surgical Robot

2.1 Concepts

Safety, control convenience, and flexibility for use in an ample variety of surgical
applications were important factors in determining the manipulator design. In
laparoscopic applications, rigid instruments are inserted into the patient’s body
through small cannulas slotted into the abdominal wall. This settlement creates
a swivel effect, so that the instrument has only four significant motion dof (three
rotations and depth of penetration) centered at the gate. Only very constrained
lateral motions are acceptable.

If a robot is keeping an instrument, its motions obey these constraints, nec-
essary. A conventional industrial robot can, of course, be programmed move an
instrument about such a fulcrum. Unfortunately, such motions usually require
a lot of manipulator joints to make large, tightly coordinated excursions. Thus,
even relatively slow end-effector motions can require rapid joint motions. Any
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control or coordination failure can thereby represent a potential safety hazard
both for the patient and for the surgeon. Simply slowing down the actuators can
cause the entire functioning of the robot to be painfully boring. Consequently,
manipulator designs that require only low velocity actuation are preferred, they
do not have motion singularities in the normal working volume, and permit sim-
ple stable controls. Similarly, the motions required to perform a task should be
reasonably intuitive for the surgeon. Even if the control computer is handling all
the details, it is desirable not to surprise the surgeon with unanticipated com-
plex motions. Finally, a great agreement of modularity allow us to reconfigure
the system for different procedures.

The 4 dof Robotic Arm chosen in our study delivers fast, accurate, and
repeatable movement. The robot features are the Z-base rotation, the single
X-plane shoulder, the X-elbow, the X-wrist motion, and a functional gripper.

Fig. 1. 4-dof Surgical Robot architecture.

The dynamic model of the surgical robot was developed using the Lagrange
formulation. The robot is described by Figure 1, using a right-handed inertial
frame (B0 − frame) represented by (X0, Y0, Z0), and three right-handed body
frames (Bi − frame) represented by (Xi, Yi, Zi), where i is the number of dof
i = 1..4. The positive direction of the first angle θ1 is decided by a right handed
rotation about positive Z axis, the others angles θ2, θ3 and θ4 are about X axis
respectively.

Each vector V0 in the B0 −frame can be transformed into a vector Vi in the
Bi − frame by the following relation

q0 = R0,i.qi (1)

where R0,i is the rotation matrix of the Bi−frame relative to the B0−frame
determined as

R0,1 =

⎛

⎝
C1 −S1 0
S1 C1 0
0 0 1

⎞

⎠ , Ri,i+1 =

⎛

⎝
1 0 0
0 Ci+1 −Si+1

0 Si+1 Ci+1

⎞

⎠ (2)
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Fig. 2. Cinematics of the Surgical Robot.

2.2 Dynamics

The dynamic behavior can be generated using the Lagrange formulation given
by the expression as

d

dt
(
∂L

∂q̇i
) − ∂L

∂qi
= Γ (3)

where L, the lagrangian, that is the difference between kinetic and potential
energies given by L = T −V . T is the kinetic energy of the overall system and V
is the potential energy due to the internal deformation of the robot that is equal
to zero. So, the Lagrangian becomes equal to the sum of the kinetic energies
of the moving bodies. The kinetic energy of each body with mass Mi has the
general expression as follows

Ti =
1
2
(MiV

2
Gi

+ ΩT
i I(i)Ωi) (4)

where VGi
is the translation velocity vector of the center of inertia of the moving

link i and has the following form

V
(0)
Oi+1

= V
(0)
Oi

(Ri) + Ω
(0)
i (Ri) ∧ −−−−→

OiOi+1(Ri) (5)

and Ω
(0)
i (Ri) is the rotation velocity vector given by

Ω
(0)
i (Ri) = Ω̆

(i−1)
i (Ri−1) + [Ri−1,i]TΩ

(0)
i−1(Ri−1) (6)

The dynamic model can be deduced from the computation of the kinetic
energies and the derivation of Lagrange equations. It has the following expression

Mθ̈ + Kθ̇2 + Cθ̇θ̇ = Γ (7)

where M , K and C are the inertial, centrifugal and coupling forces matrices,
respectively. To simulate the surgical robot model, the real dimensions values
are given as L2 = 0.175m, L3 = 0.28m, M2 = 0.64kg, and M3 = 0.6kg.
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3 Fuzzy Path Planning Control

A fuzzy controller (FC) consists of a set of linguistic conditional statements that
are derived from human operators, and which represent knowledge about the
system being controlled. These statements define a set of control actions using
if-then rules. The FC can be considered as a fuzzy reasoning process to manifest
itself in the form of qualitative information about the process, and this informa-
tion is articulated in the if-then rules, [9].The first step to be performed by the
FC is to fuzzify each input, which is done by associating each input with a set of
fuzzy variables. In order to give semantics of a fuzzy variable a numerical sense,
a membership function is assigned to each variable. The form of a membership
function can be either discrete or continuous, and its range is varied from zero to
one. Two types of continuous membership functions commonly adopted in fuzzy
logic control are triangle and exponential forms. Fuzzified inputs are then asso-
ciated with knowledge base of the fuzzy controller, containing a set of control
rules. By matching the fuzzified inputs with each control rule activates a set of
control actions. Since the control actions are in the fuzzy sense, defuzzification
is required to transform fuzzy control actions into an exact output value of the
controller, [9].

Figure 3 illustrates the block diagram of a direct fuzzy controller applied to
the flexible manipulator. Control rules process the error between hub angle and
its desired value (e) and the change in error (ce) to synthesize a change in con-
trol for improving system performance and vibration suppression. Membership
functions are chosen triangular and symmetric. The universes of discourse are
divided to 7 fuzzy sets for the inputs and 7 fuzzy sets for the output and cho-
sen between [-1, +1]. So, scaling gains are introduced to normalize the control
system. Knowledge rule-base is composed of 7 × 7 = 49 rules.

Fig. 3. Diagram of Fuzzy Controller.

4 Simulation Results

The models of master-slave surgical robots are inserted in a simulink file. The
fuzzy controllers are then established and placed in the closed loop of the robots.
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The consign signals are chosen to put the end-point in a desired position. The
slave receive the same information after a second. Simulation results are given
by the next figures 4, 5 and 6.

Fig. 4. Responses and first angle θ1.

Fig. 5. Responses and second angle θ2.

The first Z-angle θ1 for the master and the slave robots are stables and reach
consign slowly without overshoots. The second X-angle θ2 is more fast for the
master robot and slow with some fluctuations for the slave robot. The third
X-angle θ3 is very fast with some overshoots for the master robot, and slow and
stable for the slave robot. The slave robot can easily pursuit the master robot
in its path planning in spite of the delay between the robots operations.
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Fig. 6. Responses and third angle θ3.

5 Conclusion

This paper deals with telerobotic surgery. The main task is to determine a
dynamic model of a serial surgical robot using the Lagrange formulation. A
fuzzy path planning control is then developed to command a master-slave robot
for a surgery application. Simulations results are given to compare different out-
puts variations. This work can be improved with other types of controllers and
real environment in the near future.
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Abstract. Reports on aggression acts are quite often in modern community. Its 
bigger part actively uses Internet resources. The paper considers a hypothesis 
on a presence of the relationship between real world aggressive behavior and 
behavior in Internet. The presented model assumes a conduction of aggression 
tests and monitoring web user online behavior. Gathered data serves as a train-
ing data set required for machine learning, which will let to classify an aggres-
sion through a person online behavior. 

Keywords: Online behavior · Tracking · Aggression · Machine learning 

1 Introduction 

One of the problems of nowadays community is aggressive behavior of its members. 
“Aggression is a forceful behavior, action, or attitude that is expressed physically, 
verbally, or symbolically. It may arise from innate drives or occur as a defense mech-
anism. It is manifested by either constructive or destructive acts directed toward one-
self or against others” [1].  

Aggressive behavior leads to negative outcomes and has a direct impact on a wel-
fare of the society. These facts are continuously evidenced by mass media reports. 
Investigation of aggression at persons of all ages is important. This paper deals with 
aggression discovery model at adolescent persons of 17-18 years old through their 
online behavior. 

The following is an outline of online activities that have a relationship to aggres-
sive behavior found in psychological literature: 

• Usage of violent media that includes viewing action films, playing violent comput-
er games, and visiting violence-oriented Internet sites [2,3], – Playing violent game 
[4,5]. 

• Listening to aggressive music [6,7]. Some research have discovered that aggressive 
lyrics are more significant in forecasting hostile behavior than just an aggressive 
tone [7, 8]. 

• Cyber bullying [9, 10]. 
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In other words, activities and interactions with the following Internet based re-
sources can be associated with an aggressive behavior if it possess a violent content: 

• Internet sites, 
• Online games, 
• Forums, posts in social media,  
• Online music and video. 

In order to be able to perceive a kind of activities performed onsite – violent and 
aggressive or friendly, it is vital to be able to track web user online actions with its 
content. Next, these data can be used for classification of a behavior. 

Some recent works in online behavior tracking, classification of common patterns 
and prediction are outlined further (see Table 1) with respect to (w.r.t.) four parts: 
outcomes to be achieved, monitored online activities, experiment and used methods 
and techniques. 

Table 1. Some recent works in the field (Source: self-made) 

Work by Gutschmidt  [11] 
Goals/outcomes: To find significant behavioral differences between web task categories. 

Monitored activity: Mouse pointing, clicking, scrolling.  
Experiment  

(data source, time): 
Users documented a kind of task they implemented during browsing – 
fact-finding, information gathering, just browsing (45 users, 1 month). 

Methods: Descriptive analysis, mean value comparison and correlation analysis, 
testing hypotheses with mean value comparisons, machine learning meth-
ods, descriptive statistics of behavioral attributes, discriminant analysis. 

Work by Xian et al [12] 
Goals/outcomes: To predict undesirable network behaviors; to find a relationship between 

network services and types of services provided; to find trends and types 
of services provided in the same period. 

Monitored activity: Specific patterns and rules in network user behavior; time of using campus 
network; times and trends of using types of services provided; network use 
in different periods. 

Experiment  
(data source, time): 

Web site classification based on Open Directory Project (ODP) (ODP 
catalogue, information from calendar, class, institute, user's IP address, log 
data of router, DNS catalogue, E-card log data; 1 month). 

Methods: Data mining, statistical analysis. 

Work by Canali et al [13] 
Goals/outcomes: Risk prediction based on user web browsing behavior only (probability of 

visiting malicious web pages). 
Monitored activity: 74 features grouped in: how much a user surfs the web; how diversified is 

the set of websites visited by a user; which website categories the user is 
mostly interested in; computer type; how popular are the websites visited 
by the user; how stable is the set of visited pages. 

Experiment  
(data source, time): 

Antivirus software on each of user computers that monitors user activity 
(160.000 users, 3 months). 

Methods: A correlation analysis (to see if any of the browsing factors is correlated 
with the probability of visiting malicious web pages); machine learning 
techniques to provide a prediction model that can be used to estimate the 
risk class of a given user. 



 A Model for an Aggression Discovery Through Person Online Behavior 307 

Table 1. (Continued) 

Work by Ho et al [14] 
Goals/outcomes: Model for interpreting online dialogues; classification of anomalous 

online behavior w.r.t. predefined model. 
Monitored activity: Online user social interaction through emails, blogs, online conversation. 

Experiment  
(data source, time): 

Analysis of dialogs in computer-mediated communication environments. 

Methods: Attribute assignment to certain words or actions; dyadic attribute model; 
computational analysis. 

Work by Vachirapanang et al [15] 
Goals/outcomes: To classify online game addiction level among adolescents; to find rela-

tionship between the playing data recorded and game addiction risk condi-
tions and risk behaviors. 

Monitored activity: Game-playing periods and frequency, game-playing times, text-based 
chatting, mouse clicks and keyboard typing during the game. 

Experiment  
(data source, time): 

Real-time interaction-based behavior data from a program agent installed 
in PC (20 users, 2 months). 

Methods: Semi-structured interviews; constructing the user model using Waikato 
Environment for Knowledge Analysis (WEKA); validation method by 
decision tree; backpropagation neural networks. 

 

Main objective of the paper is to propose a model that could enable to verify an ex-
istence of a relation between an aggression and person online activities in virtual envi-
ronments using techniques of computer processing and recognition. 

A research hypothesis – collected data about person behavior in virtual environ-
ments will permit to state about patterns of an aggressive behavior. 

Need and actuality of the suggested investigation topic are defined by: 

• Actual issues influenced by aggressive behavior of persons, 
• Announced in the end of 2014 and actual call of Defense Advanced Research Pro-

jects Agency in the field of Detection and computational analysis of psychological 
signals [16],  

• Recent works in the field of classification and interpretation of a behavior in virtual 
environments [11,12,13,14,15],  

• Existence of theoretical [17] and practical [18] techniques for implementation of 
behavioral change. This fact permits to consider a possibility to influence aggressive 
persons online that can be discovered using the model proposed in the given paper. 

The paper is structured in the following manner. Section 2 describes general schema 
of the model proposed in the paper and gives details on implementing the model too. 
Differences and similarities of the proposed model to the works in the alike topic are 
presented in the succeeding section. Conclusion summaries the proposed approach. 
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2 Model Construction 

2.1 General Schema 

In order to recognize a kind of aggressive behavior in virtual environments like those 
that were mentioned in the Introduction section – web portals, online games and  
social media, a supervised machine learning can be applied. A training data set for 
such a system is composed in two steps.  

At the first one, respondents are assigned with unique identifiers and are inter-
viewed using psychological aggression questionnaires1. An outcome of the interviews 
is a division of respondent groups into subgroups with respect to their aggression 
types or non-aggression property. Additionally, each respondent possesses some psy-
chological portrait drawn by conclusions of filled-out questionnaires in terms of dis-
covered additional aggression types.  

At the second step, respondents are asked to log to a dedicated web portal that con-
tains elements of the following types (see first layer at Figure 1): 

• Online game, 
• Online chat, forum, text,  
• Image gallery, 
• Hyperlinks, 
• Media clips (sound and video). 

Web portal collects data about web user interactions with or within a specific portal 
element. For example, it is possible to monitor user actions undertaken during online 
game, either to collect user votes on images of different categories. All these data joined 
with the data from the first step produce a training set (see second layer at Figure 1), 
which is used by a supervised machine learning. The later technique permits to develop 
a model for an aggression type discovery (see third layer at Figure 1). Additionally, as 
each respondent might been classified by additional aggression types, like proactive and 
reactive aggression [20], another classification and analysis experiments with the train-
ing data set are possible in order to define a behavioral pattern w.r.t. aggression types 
discovered during the first step. While building a model for machine learning, initial 
experiments are to be performed using representative training set that are generated 
using the special technique [23] based on k-nn and genetic algorithms. 

 
 
 

                                                           
1 As stated in [19], efficiency of the revised version of the inventory of psychological aggres-

sion syndrome IPSA-II [20] increases in case of application of additional inventories. Two 
more questionnaires might be applied – the aggression questionnaire by Buss & Perry [21] 
and multi-scale inventory of aggression by Choynowski [22]. Mentioned questionnaires cover 
aggression types analyzed in the paper, i.e. physical, verbal, without physical or verbal con-
tact and inward aggression [19], and may discover additional aggression types like proactive 
and reactive aggression. 
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Fig. 1. General schema of the proposed model (Source: self-made) 

Next sub-section explains model implementation issues in more detail.    

2.2 Details on Model Implementation 

A key functional point in the proposed approach is a monitoring of web user onsite 
behavior. Such data gathering is quite popular and useful for achievement of stated 
goals [11], [24].   

User behavior with web portal elements is context specific and needs to be repre-
sented in such a general form to compose a joint training data set. Such representation 
is offered in a form of a semantic network, presented in Figure 2. Here, in the Figure 
2, an action category is defined with respect to the characteristic property of the ap-
plied aggression type as shown in Table 2. 

Table 2. Characteristic properties of aggression types considered in the work  
(Source: self-made using [1], [19]) 

Aggression type 

Physical Verbal Without physical or 
verbal contact 

Inward 

° beating, 
° pushing, 
° spitting 
° destruction of property, 
° forcing to perform some 

activities. 

° insults, 
° threats, 
° blackmail-

ing. 

° grimaces, 
° hostile gestures, 
° isolation – limita-

tion of actions (e.g. 
blocking in the 
rooms). 

° destructive 
behavior 
directed 
against 
oneself. 
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Fig. 2. Discretization of different activities on the web portal for composition of a training data 
(Source: self-made) 

The semantical network shows how user behavior in web portal elements is discre-
tized into pieces of data, which are used for an analysis. The model foresees a creation 
of an online role-playing game (RPG), which players interact between themselves and 
with game bots by actions enlisted in Table 2. As seen from the Figure 2, action cate-
gory may have negative or positive values2. A number of application of actions be-
longing to certain categories is recorded in corresponding usage counters. An online 
chat consists of exchange of predefined lexemes that are of a certain category and its  
 
                                                           
2 In order to evaluate a certain aggression type, its two marginal behaviors must present – an 

aggressive and a friendly.  
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usage counters are employed in the analysis too. A number of visited web pages 
and/or read web posts of a certain category is evaluated during the analysis as well. 
Web pages and/or web posts may be assessed by certain category votes. In addition, 
as it was mentioned in the review (see Table 1), mouse operations have to be taken 
into account.  

Another important issue in this approach is assignment of categories for those web 
portal elements, which content is continuously updated or has a bigger volume – text 
and video clips. Following table briefly outlines techniques to be applied for categori-
zation of big volumes of text and video content (see Table 3). 

Table 3. Suggested categorization techniques for text and video information sources (Source: 
self-made) 

Web portal content 
type(s) 

Suggested categorization technique 

° text (song lyrics, 
chat  post, news 
feeds), 

° hyperlinks to web 
sites. 

 

Text categorization using aggressive feature selection [25] permits 
a solution of text categorization problem that are characterized by 
many redundant features using classification technique C4.5. 

° video clips. Multimodal and ontology-based fusion approaches of audio and 
visual processing for violence detection in movies [26] uses multi-
modal approach that provides binary decisions on the existence of 
violence or not, and employs machine learning techniques and an 
ontological and reasoning techniques, that combine the audio-
visual cues with violence and multimedia ontologies. 

The approach presented above outlines a model construction based on training data. 
However, in order to successfully use the model in practice, the following must be taken 
into consideration. Recent research [27,28] has shown a correlation between demograph-
ic variables like sex and location, thus, these parameters must be derived from behavioral 
data too. Location data may be obtained by querying IP address location function, while 
mining gender information from visited web pages and read texts is possible using Sup-
port Vector Machine Regression technique [29,30] as described in [31]. 

Data about user online behavior can be gathered from a website by means of Event 
Tracking method (a part of Google Analytics Tracking Code) that enables recording 
user interaction with website elements, such as embedded AJAX page element, page 
gadgets, Flash-driven element and so on which are the parts of online game. 

Planned period of data collection is influenced by a desired model accuracy and is 
equal to minimum two months duration in case of daily use of the web portal. Collected 
data from the web portal will be analyzed by methods that were outlined in Table 1. 

3 Related Works  

A review of the related works is given in Table 4 with respect to the three criteria – 
research model, differences and similarities with the topics presented in this paper. 
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Table 4. Review of the related works (Source: self-made) 

Goals Model Similarities Differences 

Work by Law et al [32] 
to investigate reactive 
and proactive online 
aggression. 

completion of 
self-reported 
questionnaires. 

use of aggression test 
inventories. 

three is no tracking 
of online behavior; 
there is no machine 
learning (ML). 

Work by France et al [33] 
to identify prevention 
efforts to impact rea-
sons for cyberbullying. 

completion of 
self-reported 
questionnaires. 

online survey on web 
portal elements similar 
to ones listed in Sec. 
2.1. 

the same as previous. 

Work by Canali et al [13] 
to test an aggression in 
an online game. 

completion of 
self-reported 
questionnaires 
before and after 
playing the game 

use of aggression test 
inventories, use of 
game. 

the same as previous. 

Work by Ho et al [14] 
to interpret online 
dialogues; to classify 
anomalous online 
behavior w.r.t. prede-
fined model. 

online RPG 
game, provoca-
tion of online 
user communica-
tion and behav-
ior 

interpretation of texts, 
behavior tracking. 

used techniques for 
text classification. 

Work by Bidel et al [34] 
to investigate various 
statistical ML models 
for the categorization 
and tracking of user 
navigation behaviors 
in rich hypermedia 
systems. 

questionnaire 
based generation 
of data related to 
user behavior on 
the web; applica-
tion of various 
ML methods. 

tracking of user behav-
ior on the web; behavior 
models and behavior 
categorization are simi-
lar to discovering differ-
ent behaviors w.r.t. 
aggression types. 

application area; 
scope and depth of 
analyzed web media. 

4 Conclusions and Discussion 

Pros and cons of the suggested model are discussed in this section. Although the pa-
per does not contain experimental part – only the model has been proposed, some 
assumptions can be made on the applicability of the proposed model.  It may serve as 
a basis for: 

• development of machine learning techniques for an analysis of a relationship be-
tween behavior in virtual environments and properties of aggressive behavior, 

• succeeding investigations of dependencies between other psychological patterns 
and actual person behavior in virtual environments, 
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• enabling a selection and classification of persons, who should be covered by ac-
tions of prophylactic either therapeutic nature with respect to discovered aggres-
sion types,  

• development of behavior impact methods using virtual environments similar to 
[17,18]. 

Weaknesses of the suggested approach are twofold – issues of implementation and 
scalability. Creation of the web portal to be so interesting and continuously updating 
in order adolescents would use it in a natural way during all period of investigations is 
a challenging task. An agreement with the existing popular web resource might be a 
solution.  Another issue is that the suggested model assumes application of several 
methods, which computational complexity has not been evaluated yet. This sets pre-
requisites for the future work.  

Acknowledgement. I express a gratitude to Professor Władysław Homenda from Warsaw 
University of Technology for his opinion and remarks on the topic presented in this paper. 
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Abstract. We consider the real-time routing of driverless vehicles in
an on-demand transit transportation system with time window. Because
fast dispatching decisions are required, decentralized decisions system
are generally used in these contexts. For that purpose, we introduce a
new multi agent-based simulation model where intelligent vehicle agents
determine their specific routes and which transportation requests to
serve. They interact with passengers, who strive for minimum waiting
time. Our approach offers several advantages: it is fast, make it easy for
vehicles to determine their specific routes and needs little information
for vehicles. We propose also a specific algorithm for the independent
vehicles’agent in order to determine their specific routes. Preliminaries
computational tests of our multi-agent model and our developed algo-
rithm prove that our approach is very promising.

Keywords: On-demand transit transportation system · Pubic trans-
portation · Simulation · Multi-agent systems

1 Introduction

1.1 Simulation Context

Transportation tools are in general very complex systems that are intertwined
with technology. They consists mainly of several decisions that involves differ-
ent entities such as vehicles, passengers, etc. These systems are generally also
the subjects of several decisions and different policies that affect their opera-
tional behavior and level of service. Decisions makers related to these complex
systems are often faced with the dilemma of exploring the different effect of
their long lasting strategic decisions without to actually implement them. That
is why, policies makers, scientists and analysts would use distinctive approaches
to understand the system under study. These approaches include benchmark-
ing, historical analysis [12], computational modeling and simulation[4]. Indeed,
these approaches are very useful in order to find effective policies for managing
complex transportation systems.
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Simulation program is mainly developed to imitate and shows the operation
of a specific system over and how it evolves . In the literature, there exists differ-
ent simulation approaches. We could note for instance discrete event simulation,
dynamic system, etc . However, there exists one specific simulation approach that
has the ability to study complex systems at the level of individual behavior. This
approach is named the agent-based modeling and simulation (ABMS).

1.2 Background of the Paper

On the other hand, due to the huge advance in computers, robotic, commu-
nication, control, location, information, sensors, and artificial intelligence, we
have observed a growth in the development of intelligent transportation systems
(ITS). ITS is generally a term used to define complex systems to improve trans-
portation and drivers experience. Examples and applications of ITS include the
in-vehicle eCall [5], collision avoidance systems, dynamic traffic light sequence,
Personal Rapid Transit (PRT), etc.

A specific focus could be given to the PRT system. PRT have emerged as a
very effective and intelligent transportation system. PRT is a concept a person-
alized urban mass transit system. PRT can be seen as the combination of indi-
vidualized passengers transportation tool and mass public transit transportation
mean. In fact, PRT use small electric driverless vehicles that could take from one
to six passengers. PRT have been introduced to many urban contexts such as the
Heathrow airport London UK, Morgan town West Virginia USA, Masdar City
Abu Dhabi UAE, etc. PRT is seen as an efficient and sustainable transportation
tool which has the ability to bring a new insight to the way that people are
moved in cities. However, PRT literature is at its infancy.

1.3 Related Literature

For managerial aspects, there exists a few studies that tackled the PRT system.
One could note network design [13], station locations [14], fleet size [8], the
waiting time for passengers [6], [3] and energy consumption [10], [9]. As for
simulation, many simulation approaches have been developed to simulate PRT
system [1]. However, these models does not tackle battery issues for the
PRT electric vehicles. Batteries for PRT represents an important feature as
they provide energy supplies for the system and need to be periodically charged
in specific locations. Simulation model that developed battery issues for PRT
was developed by Mueller and Sgouridis [11]. However, they used discrete
event simulation approach to model the PRT system. According to us,
ABMS requires a specific attention in the PRT literature due to its huge ability
to simulate the PRT’vehicles behavior. In fact as the PRT vehicles are driverless,
agent based simulation represents the perfect tool to model efficiently how the
PRT vehicles are operated in this system.



318 O. Chebbi and J. Chaouachi

1.4 Contributions of the Paper

Starting from the statements that the PRT system deserves a more decentralized
management approach and the related simulation literature to PRT have been
focused on discrete event simulation, we:

1. Define a Multi Agent simulation model for simulating PRT systems.
2. Suggest a decentralized management strategy to solve the problem of man-

aging driverless vehicles in PRT systems.
3. Validate our model on data sets generated following a field study in the case

study of Corby in the United Kingdom.

1.5 Outlines of the Paper

The structure of this paper is as follows. In Section 2, we present briefly the PRT
system. In Section 3, we present our problem definition. Section 4 explains the
model-driven development process for simulating PRT system. In Section 5, we
present results and analysis of our simulation model. Finally, Section 6 concludes
and gives directions for future research.

2 The Personal Rapid Transit System

Personal rapid transit (PRT) is an automated transit system in which small vehi-
cles move to transport small number of passengers on demand to their desired
destinations. Transportation service in PRT is done by means of non-transfer,
nonstop and on its own right-of-way. PRT vehicles (also called pods) run on
exclusive small tracks also called guideways.

The guideways are designed as elevated facilities above the ground, for pur-
pose of eliminating at-grade crossings or interferences with other transportation
modes.

A PRT system offers a taxi-like transportation service. In fact in PRT, users
are served only on demand. There isn’t any predetermined schedule for PRT as
by other conventional mass transportation system such as bus or train. More
specifically, the transportation service is done as follow: at PRT station, a pas-
senger or a group of passengers first select the desired PRT destination station.
Then, the control system dispatch a specific PRT vehicle to the station to take
the passenger of the group of passengers to their desired destination. Transporta-
tion service in PRT is done without any intermediate stops. In fact, PRT stations
are placed offline. This feature allows PRT vehicles to embark/disembark passen-
gers on auxiliary guideways without interfering with the vehicles movements on
the main line. Consequently, PRT vehicles could move without any unnecessary
stops at intermediate stations.

Due to the latest advances in technology and robotics, PRT vehicles are
electric and are under computer control. Therefore, PRT vehicles don’t need a
human driver. The size of a PRT vehicle can accommodate one to six passengers
in general. PRT systems was developed in several real world applications recently,
including in Korea, Sweden, London and United Arab Emirates.
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2.1 Related PRT Literature

In recent decades, different microsimulators have been developed to model the
behavior of individuals and automated vehicles. One could note the PRT Inter-
national (USA)1, RUF International (Denmark)2 TrakEdit: PRT Simulator from
Taxi 2000 (USA)3, Mueller and Sgouridis PRT simulator in 2011 [11], etc. More
details about PRT simulators are given in [1].

However, what is missing in the literature is a powerful agent based simulator
that could take into account different characteristics of the PRT systems in term
of battery management, dispatching decisions and route choice. Mainly, the main
difference that battery vehicles bring is the additional movement for the vehicles
to charge their battery in the specific charging locations. One should note also
that routing and dispatching decisions for PRT vehicles follows strictly central
control system decisions. These decisions concern specifically the empty vehicle
management (EVM). EVM is a specific control function that has big influence
on the routing and dispatching of empty PRT movement. In fact, the empty
vehicles flows in station need to be balanced between inbound and outbound
flows. Using agent based simulation approach has the possibility to offer a more
decentralized control option for PRT system and therefore, bring new insight
into PRT management options.

3 Problem Definition of Distance Minimization and
Waiting Time of PRT with Multi-agent System

In this section, we present the formal problem definition to be treated in this
work.

Within the PRT transportation system network N , passengers arrive at sta-
tions and ask the PRT system in order to request to carry them from their
specific departure PRT station origin to a specific PRT destination station. N is
composed by a set of M stations and one depot station. Passengers arrive in each
station following a poisson process of rate λ. Transportation requests should be
done immediately and served as soon as possible. No rejection is allowed. PRT
system satisfy the transportation requests using a set of electric PRT vehicles.
The vehicles are supposed to have a limited battery capacity denoted by B.
We consider also to have a specific cost matrix that defines the cost of moving
between each couple of stations. All vehicles are supposed to be initially located
at the depot. Vehicles charging operations are supposed to be done only in the
depot. In this paper, the vehicles are supposed to be autonomous. A dispatching
decisions refer to assigning a vehicle to a specific transportation request. The
dispatch decisions in a PRT system must be decided quickly and as soon as the
passenger requests are received. This ensures a reduced waiting time for passen-
gers and therefore a high quality of service. However, the decision of dispatching a

1 www.prtnz.com
2 http://www.ruf.dk/
3 http://www.taxi2000.com/

www.prtnz.com
http://www.ruf.dk/
http://www.taxi2000.com/
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vehicle to a specific transportation request requires all the current PRT’network
data. That is why the dispatching decisions should be made while evaluating all
the possible dispatching alternatives in order to optimize the vehicle behavior
and the overall system performance.

The information of the coming of the passengers is known gradually as the
PRT system serves its passengers. This is the most crucial point in assigning
vehicles to transportation requests because the limited battery capacity don’t
allow the vehicles to serve all the transportation requests. Therefore, a limit is
imposed on the PRT vehicles while traveling a route to serve passengers.

3.1 Objectives

The following two objectives have to be achieved in regard to the problem context
formulated above.

1. On the one hand, a minimization of travel and transportation costs has
to be faced. This objective can be subdivided into the sub-objectives of
minimizing travel distances and minimizing the number of vehicles in use.
Concerning travel distance, this objective could be reached by minimizing
the total empty movement for PRT vehicles as the distance of satisfying
transportation request is considered as a fixed cost. Whereas the evalua-
tion of the needed number of PRT pods could be more complicated as it
is pre-defined and related to the strategic level of decisions of PRT system.
However, one should note that saving in the exact number of used vehicles
in a pre-optimization step could offer a high flexibility to the system. In
fact, as we could save in the exact number of used vehicles, the system could
enhance its customer service as more free vehicles would be available.

2. On the other hand, a maximization of customer satisfaction has to be
addressed by the minimization of the total waiting time of passengers. The
focus in this contribution is, besides the minimization of travel cost, on the
maximization of customer satisfaction by the minimization of the total wait-
ing time of passengers.

4 The Proposed Simulation Model

In the following subsections, we will first describe the used simulation software.
Then, we describe the developed PRT simulation model.

4.1 The Used Simulation Software

Different simulation software was evaluated in order to develop our multi agent
simulation model for the PRT system. Among evaluated software we could note
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Entreprise dynamics4, Jadex5, etc. Our decision was made in favor of the Any-
logic software6. The Anylogic is a java based simulation software. It offers the
advantages of combining three major simulation methodologies: Discrete event
simulation; System Dynamic and Agent based simulation. The Anylogic offers
modular and hierarchical modeling of complex models. The Anylogic provides
also different tools such as diverse library which helps users to better build
their models. This software offers also the possibility to work with action chart,
state chart and a huge number of statistics tools. This makes possible for any
developed simulation model to evaluate their output using the different built-in
statistical tools.

4.2 Agent Based Simulation for Modeling Trips in PRT System

To have a specific simulation model that allows us to model all the designs of
a single trips, we choose agent based modeling using the Anylogic simulation
software. Intuitively, the PRT vehicles are the only agents that need to be rep-
resented in our model. However, we used in our model two types of agents:

1. PRT vehicles are the agents representing the fleet of vehicles in the PRT
system. The number of these agents is determined by the strategic decisions
related to PRT system.

2. Passengers represent the specified users of the PRT system.

These different agents developed in this works are considered as the percep-
tive entities having the ability to think, take decisions and react according to
the current situation of the system. The PRT vehicles mainly achieves four main
functions:

1. Passengers’transportation and Request satisfaction,
2. Charging operation,
3. Collecting travel statistics.

The passengers’agents mainly imitate the passengers’behavior. Each PRT vehi-
cle day begins in the depot. The passengers’transportation demands will trigger
a series of events and make the vehicle agents’ properties and behaviors change.
For a single trip, the PRT’passengers customer ask to be transported from their
specific station to their destination station. A vehicle agent takes the request and
handles it according to the principle of Close first. This means that the empty
vehicle available in the station of the passengers will handle the transportation
request. If there is more than one empty vehicle in the station of the transporta-
tion request, the vehicle agent with the high level of energy in its battery will
handle the transportation request. Otherwise, if there isn’t any vehicle in the
4 Source: http://www.incontrolsim.com/enterprise-dynamics/

enterprise-dynamics.html
5 Source: http://www.activecomponents.org/bin/view/AC+Tool+Guide/

09+Simulation+Control
6 Source: www.anylogic.com/

http://www.incontrolsim.com/enterprise-dynamics/enterprise-dynamics.html
http://www.incontrolsim.com/enterprise-dynamics/enterprise-dynamics.html
http://www.activecomponents.org/bin/view/AC+Tool+Guide/09+Simulation+Control
http://www.activecomponents.org/bin/view/AC+Tool+Guide/09+Simulation+Control
www.anylogic.com/
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station of the transportation request, the closest empty vehicle to this location
will be assigned to serve the specific trip. Details about PRT’vehicle behavior
are shown in Algorithm 1. We should note also that if a vehicle agent finished
serving a transportation request and there isn’t any passengers waiting to be
transported a principle of first come first serve is applied to serve transportation
requests in others stations in the network.

Algorithm 1. Algorithm of a Agent Vehicle()
1: if CurrentState=Waiting then
2: for all Waiting Passengers Pi in this.CurrentStation do
3: if this.Batterylevel Allows the vehicle to serve Pi then
4: Assign Pi to Vehicle
5: Exit FOR
6: end if
7: end for
8: end if
9: if CurrentState=Waiting then

10: MinDistance=Big −M .
11: AffectedPassenger=NULL.
12: for all Waiting Passengers Pi in the PRT network do
13: if this.Batterylevel Allows the vehicle to serve Pi and Pi isn’t in the current

station of the vehicle then
14: MinDistance= Distance Between Current Station of Vehicle and the current

station of Pi

15: AffectedPassenger=Pi

16: end if
17: end for
18: if not (AffectedPassenger == NULL) then
19: Assign Pi to Vehicle
20: end if
21: end if

After the vehicle agent successfully deals with a transportation request, its
level of energy in its battery is updated. The vehicle will begin to check its
battery’energy level as soon as it successfully deals with an order. If it found
that its level of energy is less or equal to the energy needed to returning to the
depot in addition to a specific reserve value, the vehicle will then go back to
its depot station to charge its battery. The passengers’ agent mainly simulates
the behavior of actual PRT users in stations. They also simulate the process of
asking for a PRT’vehicle in order to study its behavior.

5 Computational Results

In this section, we report the computational results obtained for testing the multi
agent simulation model for the PRT system. As for the network configuration,
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Fig. 1. The Corby network

we used the Corby use case which represents a real PRT network [2]
(see Figure 1). This configuration is based on a multiple depots shape. As we
supposed in our works to have a single depot network topology,we generated
4 different networks while taken into consideration only one depot.

As for PRT’ transportation requests, we used carefully generated scenarios
based on the already developed PRT works [7] [6]. More specifically to obtain
the different scenarios, traveling requests from any station i to station j were
generated according to a Poisson process with rate λij ∈ [0.789, 17.902]. These
rates are publicly available and are given the ATS/CityMobil software7. For each
tested network, we used 5 different generated scenarios. In our simulation
tests, we supposed to have 200 as a PRT’ fleet size. The battery capacity
was taken as 40 minutes [10]. The reserve parameter(Algorithm 1) was supposed
to be equal to be the tenth of the total battery capacity of the PRT vehicles. The
results are shown in Table 1. The estimated wasted energy as well as effective
energy are reported in Table 1. We report also for each scenario the average
waiting time for passengers. Wasted energy denotes the energy used for the

7 ATS/CityMobil PRT source: http://www.ultraprt.com/prt/implementation/
simulation/

http://www.ultraprt.com/prt/implementation/simulation/
http://www.ultraprt.com/prt/implementation/simulation/
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Table 1. Computational Results of our Multi-agent Decentralized Strategy

Scenario Network Wasted Energy in % Effective Energy in % Average Waiting Time in Seconds

1 D1 20.434 79.566 937.078
2 D1 34.943 65.057 700.699
3 D1 34.855 65.145 755.855
4 D1 35.187 64.813 773.932
5 D1 31.645 68.355 578.453
6 D2 34.708 65.292 747.547
7 D2 38.511 61.489 683.355
8 D2 40.369 59.631 754.456
9 D2 39.016 60.984 859.082
10 D2 39.902 60.098 786.457
11 D3 40.438 59.562 280.051
12 D3 35.191 64.809 256.676
13 D3 35.874 64.126 297.712
14 D3 41.846 58.154 403.273
15 D3 36.660 63.340 262.621
16 D4 37.040 62.960 822.613
17 D4 40.949 59.051 780.078
18 D4 42.119 57.881 752.612
19 D4 35.836 64.164 797.523
20 D4 38.879 61.121 748.360

Average 36.720 63.280 648.922

empty movements of vehicles. Waiting Time of passengers denotes the difference
in time between the rise of the demand and the fulfillment of this demand. To
interpret this huge number of results, we conduct correlation analysis. We used
the Multiple Pearson correlation tests to understand the effects of the design
parameters in general. This latter includes the effects of network configuration,
scenarios and their interactions. The effects of some of the studied parameters
are intuitive and have already been reported in the literature.

In order to determine the design parameters that have the most significant
effect on the wasted energy, multiple correlation Pearson tests was performed
using GraphPad software8. Tables 2, 3 represent the resultant Pearson outcomes
for the wasted energy and average waiting time. Values

Table 2. Results of the Correlation tests Related To The Scenario

Statistic Scenario vs. Wasted Energy Scenario vs. Average Waiting Time in Seconds

Pearson r

r 0.5752 -0.2055
95% confidence interval 0.1778 to 0.8113 -0.5941 to 0.2608
R square 0.3308 0.04225

P value

P-value (two-tailed) 0.008 0.3846
Significant? (alpha = 0.05) Yes No

8 more details about GraphPad software could be found in http://www.graphpad.
com/

http://www.graphpad.com/
http://www.graphpad.com/
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Table 3. Results of the Correlation tests Related To The Network

Statistic Network vs. Wasted Energy Network vs. Average Waiting Time in Seconds

Pearson r

r 0.5332 -0.1949
95% confidence interval 0.1186 to 0.7895 -0.5869 to 0.2711
R square 0.2843 0.03798

P value

P-value (two-tailed) 0.0155 0.4103
Significant? (alpha = 0.05) Yes No

The multiple Pearson tests’ results indicate that all main the two-way inter-
actions are significant at a level of significance of 0.05 for the wasted energy. On
the other hand, most of waiting time of passengers interactions are not signifi-
cant. This significance of the two-way interactions for the wasted energy proves
that the network topology and the scenario factors are interrelated. This proves
the importance of the different strategic decisions on our PRT system. In the
other hand, these factors have no real significant impact on the waiting time of
passengers. Explaining the effects of the network topology on the wasted energy
is simple and straightforward. An increase in the average distance between the
depot and the different stations should be directly translated to an increase in
the travel distance.

6 Conclusion and Future Research Directions

In this paper, we introduced a new Agent based simulation model for modeling
PRT system. Based on agent method, this paper describes the PRT dispatching
system simulation model using AnyLogic software. In this model the customers’
demand can’t be estimated ahead. That is why, it was important to consider
specific rules for the different agent in order to reduce total traveled distance
and waiting time of passengers. Simulation experiment verifies the exactness
of this model and concludes that our simulation model by considering vehicles
as autonomous agent is a powerful approach to model and optimize the PRT
system. Extension to our work includes developing enhanced routing policies for
the PRT system based on this model.

References

1. Anderson, J.E.: Some history of PRT simulation programs (2007)
2. Bly, P., Teychenne, P.: Three financial and socio-economic assessments of a personal

rapid transit system. In: Proceedings of the Tenth International Conference on
Automated People Movers, p. 39 (2005)
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41, Rue de la Liberté - Bouchoucha, 2000 Bardo, Tunisie
2 Institut des Hautes Etudes Commerciales de Carthage,
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Abstract. In this paper, we address the problem of determining the
optimal fleet size for Personal Rapid Transit system (PRT). In our prob-
lem, we consider electric battery and distance constraints which are found
in real world application of the PRT system. To tackle this problem, we
propose two valid mathematical formulations that are able to find opti-
mal fleet size. Extensive computational experiments show that the edge
based formulation performs impressively well, in terms of solution quality
and computational time in comparison to the node based formulation.

Keywords: Personal Rapid Transit · Public transportation · Fleet-
sizing · Vehicle routing problem

1 Introduction

1.1 Background

Private vehicles automobile are highly successful as a private transportation
tool around the world. In fact, private vehicles provide their users with a nearly
unlimited mobility option. Those who own and operate a vehicle could go almost
anywhere. Private vehicles offer the advantage of offering an on-demand trans-
portation service 24 hours a day between any origins and destinations in a pre-
defined urban area. However, the increase in the use of private automobile has
brought many environmental and social disadvantages. Among these, we could
consider congestion, deaths and injuries, air pollution, increasing rate of car-
bon emissions and the continuing need for more roads, etc. Private vehicles are
also responsible for a high percentage of the world’s energy and oil usage. This
results on a high pressure on the world petrol reserve and in an increase in the
oil ’prices. We should note also that public transportation tools in cities such
as buses and trains are losing ridership for many years. In fact, those public
transportation tools offer a non-flexible transportation option where users need
to adapt their transportation needs to a fixed non flexible schedule and routes.
The latter results on small use’ rate of public transportation tool. That is why
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an increasing attention was focused on providing a viable public transportation
system to urban areas that could replace private vehicles. Much attention in
the United States and the European Union is being focused on the development
of Personal Rapid Transit (PRT) systems. PRT is a class of automated fixed-
guideway transit systems. Transportation service in PRT is provided by a set of
small electric driverless vehicles (see Figure 1). PRT vehicles (also called pods)
could take from one to six passengers. PRT’ vehicles offers a set of auto-like
characteristics (comfort, privacy, speed, etc). These features make PRT a viable
alternative to the use of private automobile while being a public transportation
system. PRT vehicles runs on a dedicated network of private guideways with
stations positioned off the mainline. PRT’ networks involves many guideways
and closely spaced PRT’ stations. This involves easy access of passengers to the
PRT vehicles. Various descriptions and definitions of PRT are provided in the
literature. Nowadays, there is general unanimity among PRT experts that there
are five key characteristics that defines any PRT systems [1]:

1. On-demand, origin-to-destination service: transportation service in PRT is
done on demand directly from an origin station to a destination station
without any intermediate stops This is done through the specific topology
of the PRT network that include offline stations which permit this feature.

2. Small, fully automated vehicles: PRT vehicles are driverless and small. As no
driver is needed for a PRT system, a reduced operational cost in comparison
with traditional transportation service is obtained.

3. Small, exclusive-use guideways: As the PRT vehicles are small, a use of
small guideway is possible. This engenders a small construction costs for a
PRT’network . Network of PRT is exclusive to the PRT pods. This helps to
relieve congestion on the roads.

4. Off-line stations: This feature is one of the unique characteristics of PRT.
In fact, stations are located on the sideline. It permits vehicles that don’t
need to stop at a specific station to by pass-it towards its destination. This
results on a short transportation time.

5. Anetworkof fully connectedguideways:ThenetworkofPRTis fully connected.
This feature allow any vehicles to go from any station to any another stations.

The PRT transportation mode has been first introduced in 1953. Nowadays there
is different real implementation of PRT around the world. We could note the
Heathrow Airport PRT, London UK, the Morgantown PRT , West Virginia,
US or the Masdar City PRT, Abu Dhabi, UAE. Unfortunately, the transporta-
tion literature related to PRT is at early stages. Special focus was put on the
feasibility of PRT system and only recently there were focus on strategic and
operational issues related to PRT [2]; [3].

1.2 Objectives of The Paper

This paper focuses on a specific related problem to the strategic level of deci-
sions. More specifically, we aim to treat the problem of fleet sizing of a PRT
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Fig. 1. An Example of PRT Vehicle 1

system under battery constraints. The fleet sizing is a really important problem
for PRT. In fact, if the fleet size for PRT is large enough, small waiting time for
passengers could be reached as passengers will always find empty vehicles avail-
able at stations. This engenders a high operational level for such an intelligent
system. However, for real case and for rush hours, the fleet size of PRT is mainly
subject to different constraints such as financial constraints which don’t allow
having a perfect zero waiting time for passengers. More specifically, in practice,
for high peak demand, the fleet size is subject to financial constraints and will
not be so large that all passengers can have zero waiting time. In fact, driver-
less PRT vehicles are expensive. The investment of purchasing PRT vehicles
contributes mainly to the total investment of building PRT system. We could
note for instance that purchasing’ vehicles contributes on about 10% of the total
investment of a PRT system [4].

That is why, optimizing of the fleet size of a PRT system is of a high impor-
tance for any PRT system. To the best of our knowledge, this problem was
treated only by Li Jie [5]. However, their work doesn’t consider battery con-
straints of PRT vehicles. Battery constraints involve that vehicles would be
unavailable for serving passengers as they needs to periodically charge their
battery. This could result on a pressure on the fleet of PRT vehicles in order to
offers a high level of operational service.

To do so, we study in this paper a relative routing problem related to PRT
in order to give decision related to the PRT’ fleet size. We aim at our problem
by minimizing the total number of used vehicles while respecting the battery
capacity of the PRT vehicles.

To the best of our knowledge, there is no significant contribution in the liter-
ature to address the above PRT presented problem. In this paper to tackle the
considered problem, we propose as a first step two valid mathematical formula-

1 source: http://www.vincentabry.com/wp-content/uploads/2011/09/
Personal-Rapid-Transit.jpg

http://www.vincentabry.com/wp-content/uploads/2011/09/Personal-Rapid-Transit.jpg
http://www.vincentabry.com/wp-content/uploads/2011/09/Personal-Rapid-Transit.jpg
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tions for solving our problem. Studying the performance of different valid math-
ematical formulations for our problem is of a high interest in order to perceive
the general structure of the problem under study. The proposed formulations
differs in term of defining the decisions variables. The proposed two valid math-
ematical formulations are numerically shown to be efficient to address small
instances size for the treated problem.

1.3 Motivation of the Paper and Related Literature

Comparing valid mathematical formulations is of a high interest while studying
new problems as the one treated in this paper. In fact as Demir and Isleyen state
[6], “although mathematical programming formulation is not efficient solution
method due to the NP-hard structure of routing and combinatorial problems,
it is considered as a first step prior to developing an effective heuristics and
useful to understand the structure of the problem” [6]. That is why scientists
should be aware of the relative efficiency of routing models through studying the
performance of valid mathematical formulations.

In the literature, several papers proposed to compare mathematical formu-
lation for various problems. Kara [7] studied to compare two mathematical for-
mulations for distance constrained vehicle routing problem (DCVRP). Fatnassi
et al. [8] proposed to compare two valid mathematical formulations for the PRT
case to minimize total traveled distance. Blazewichz et al. [9] proposed to study
mathematical models for single-machine, parallel-machine and job shop schedul-
ing problems. Focus on mathematical models for scheduling problems. Pan [10]
proposed to compare mathematical formulations for both job-shop and flow-shop
scheduling problems. Keha et al. [11] provided a comparison of various mixed
integer linear programming (MILP) formulations for single machine scheduling
problems. Other works on comparison between mathematical formulations for
combinatorial problems include the works of Pan and Chen [12], Unlu and Mason
[13], etc.

As presented above various survey papers have appeared on mathematical
programming formulations for scheduling problems over the years. But in our
search, only two papers focused on mathematical formulations for routing prob-
lems. The exceptions are the papers presented by Kara [7] and Fatnassi et al.
[8]. They developed an integer linear programming model for DCVRP in order
to minimize the total traveled distance.

In this paper, literatures related to routing problems are investigated in order
to look for similarities between the proposed problem related to PRT and other
works in the literature. By assuming the objective function is to reduce the fleet
size of PRT vehicles, computational efficiency of the proposed two mathematical
formulations models is compared and analyzed.

1.4 Contributions of The Paper

The contributions of this paper are several:
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1. We propose a relative problem to the strategic level of decision for PRT
system to reduce and minimize the use of PRT vehicles.

2. We propose two valid mathematical formulations to tackle our proposed
problem.

3. We compare the efficiency of our two formulations in term of solution quality
and computational effort through various analysis and statistical test.

1.5 Outline of The Paper

The remainder of this paper is organized as follows: in Section 2, problem def-
inition of minimizing fleet size of PRT and notation of models are presented.
In Section 3, a valid road based formulation is proposed. Sections 4 and 5
describe the two mathematical formulations for the proposed problem.In Section
6, computational results of models compared. Finally the conclusions of study
are drawn in section 7.

2 Problem Definition

In this section, we present the problem definition as presented in [3],[14].
Let us consider a network of PRT N that contains

– a set of stations S = {s1, s2, ..., sM} of cardinality M .
– one depot D.
– We suppose also that the network N ensures connectivity constraints. This

is possible by having enough guideways that make possible to reach any PRT
station from any another one.

– We suppose also that a set of electric battery powered vehicles ensure the
transportation service within the PRT network.

– Each vehicle have a limited electric battery capacity B.

In this paper, we treat the problem of fleet sizing in a static deterministic
context. For that purpose, we suppose to have a deterministic list of trips (cal-
endar or schedule) T = {1, 2, ..., n} has to be performed. Each trip i ∈ T is
characterized by :

– Dti: the departure time of trip i.
– Dsi ∈ S: the departure station of trip i.
– Ati : the arrival time of trip i.
– Asi ∈ S : the arrival station of trip i.

We suppose that the transportation service is done under the following
assumptions:

– An unlimited number of PRT vehicles are available in the depot to guarantee
all the trips. The exact number of vehicles needed will be the objective of
our problem.

– The charging Operation of the batteries could be done only in the depot.
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– The consumed energy for a vehicle from the depot visiting some stations in
N and returning to the depot, must never exceed B

– We relax time needed to load and unload passengers at PRT stations.
– We suppose that the transportation move between any couple of stations is

done following the shortest path. The cost of the shortest path between any
pairs of stations is defined by the cost matric sp. The shortest paths between
all stations could be determined by using the Floyd Warshall algorithm [15].

The objective of our problem is to assign the trips to vehicles in order to
reduce the number of used PRT vehicles. For that purpose, three linear pro-
gramming formulations are presented based on specific network representation.

Let G = (V,E) be a graph, with V the set of nodes and E the set of the
arcs. Each trip i is represented by a node, in addition of two dummy nodes s
and t, thus V = T ∪ {s, t}. V ∗ = V \ {s, t}. The set of the arcs E is defined as
follows.

– If i, j ∈ T such that Ati + Sp(Asi, Dsj) ≤ Dtj then we add an arc (i, j)
with cost cij , representing the required electric energy to move from arrival
station Asi of trip i to depart station Dsj of trip j in addition to the required
electric energy to move from depart station Dsj to the arrival station Asj
of trip j.

– for each node i we add an arc (s, i) and the cost of this arc is csi, representing
the consumed electric energy to reach the arrival station Asi of trip i from
the depot while passing through its departure station Dsi .

– for each node i we add an arc (i, t) with cost cit , representing the electric
energy used to move from the arrival station Asi of trip i to the depot.

From this graph representation, we can see that our problem is similar to
the asymmetric distance-constrained vehicle routing problem (ADCVRP). The
distance-constrained vehicle routing problem is a variant of the vehicle routing
problem (VRP) in which each route is assigned some maximum length or time
constraint [16]. Here, this constraint is represented by the maximum distance
that the battery capacity B allows each vehicle to run. The problem is asym-
metric because the graph G is directed. In fact, the cost of arc (i, j) is generally
different than that of arc (j, i). We can also note the low sparsity rate of the
graph G, and this could be considered as the main difference between our PRT
problem and the basic ADCVRP. In fact, for nodes i, j ∈ V ∗, if the arc (i, j)
exists, the opposite arc (j, i) does not exist. This problem is proven to be NP-
hard [3]. As [17] state, the ADCVRP has not been studied as comprehensively
as other versions of the VRP, such as the constrained VRP or the VRP with
time windows. To the best of our knowledge, only two papers have studied to
minimize the total distance traveled by vehicles for this problem [18],[17]. In this
work, we present a novelty as we study to minimize the total number of used
vehicles.
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3 Road Based Formulation

In this section, we propose a road-based formulation to the PRT routing problem.
The following indices variables and notations are introduced :

–
xij =

{
1 if node j is visited after node i
0 Otherwise

– cij is the cost need to go from node i to node j.
– δ+(i) is the set of edges that have i as a root.
– δ−(i) is the set of edges that have i as a sink.
– V ∗ = V \{s, t}.

For each (l, k) ∈ E the following notations and definitions are given:

– Roadab represent a subsequence of connected edges in G starting from node
a to reach node b. More specifically, Roadab is a sequence of selected edges
from the graph G that connect the node a to node b.

– InfR is the set of all infeasible Roads in G. InfR represents all the roads
in G where the total consumed energy exceed the battery capacity of PRT
vehicles B.

The PRT model is written as follows:

Minimize
∑

(s,i)∈E

xsi (1)

∑

j ∈ δ+(i)

xij = 1 ∀i ∈ V
∗ (2)

∑

j ∈ δ−(i)

xji = 1 ∀i ∈ V
∗ (3)

∑

(i,j)∈Roadab

xij ≤ |Roadab| − 1 ∀Roadab ∈ InfR (4)

xij ∈ {0, 1} ∀(i, j) ∈ E (5)

In this model, constraints (2),(3) are assignment constraints. They ensure
that the degree of each node is equal to 1. Constraints (4) ensure that there
exist no unfeasible roads in the final obtained solution. In fact, they eliminate any
unfeasible roads by setting constraints on the cardinality of its related decisions
variables. Unfortunately, there are an exponential number of constraints in (4)
since the number of unfeasible roads is exponential. Therefore, we should employ
reformulations and specific solution methods to be able to solve the problem in
a reasonable time.
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4 MTZ-Based Formulation

In this section a mixed integer programming formulation, which is based on the
classical work of Miller, Tucker, and Zemlin (MTZ) (1960)[19] in the context
of the Asymmetric Traveling Salesman Problem (ATSP), is presented. This is
a valid mathematical formulation that was presented in [3],[14] for the case of
energy minimization in the case of PRT. To that aim the following decision
variables and notations are introduced.

– zi is the consumed electric energy by the vehicle that reaches the depart
station Dsi of trip i ∈ V ∗. This decision variable (zi) is introduced to indicate
the amount of the remaining electric energy for the vehicle arriving at Dsi,
in order to check the possibility of performing another trip before returning
back to the depot.

– ai = csi for i ∈ V ∗.
– bi = B − cit for i ∈ V ∗.

Hence, the minimum electric energy assuring all the trips is the optimal value
of the following programming model:

Minimize
∑

(s,i)∈E

xsi (6)

Equations 2,3.

zi + cij ≤ zj + (bi − aj + cij)(1 − xij) ∀(i, j) ∈ E∗ (7)

ai ≤ zi ≤ bi ∀i ∈ V ∗ (8)

xij ∈ {0, 1}∀ (vi, vj) ∈ E∗ (9)

zi ≥ 0 ∀i ∈ V ∗ (10)

The objective (6) is to minimize the number of used vehicles.
Constraints (7) are an MTZ constraints. They involve that the electric energy,

for the vehicle visiting Dsj immediately after Asi (xij = 1), satisfies zi+cij ≤ zj
for i, j ∈ T . Clearly, for the other case xij = 0, the inequalities zi + cij ≤
zj + (bi − aj + cij) holds since zi − bi ≤ 0 ≤ zj − aj (i, j ∈ T ) .

Constraints (8) present bounds on the electric energy needed to perform the
trip i. They ensure that the electric energy consumed by the selected roads
don’t exceed the battery capacity. Finally, Constraints (9) indicates that xij are
binaries variables and (10) zi are real positive variables.
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5 Flow-Based Formulation

In this section, we present a flow-based mathematical formulation (FB) for our
problem. This formulation was presented in [7] for the Asymmetric Distance
Constrained Vehicle Routing Problem (ADCVRP). We first introduce the fol-
lowing integer variable:

zij= the electric energy used to travel from the depot to trip j as i is the
predecessor of j.

Minimize
∑

(s,i)∈E

xsi (11)

Equations 2,3.
∑

(i,j)∈E′
zij −

∑

(i,j)∈E′
zji −

∑

j∈V ∗
cijxij = 0 ∀i ∈ T (12)

zij ≤ (B − cjt)xij ∀(i, j) ∈ E (13)

zij ≥ (cij + csi)xij ∀i �= {s, t},∀(i, j) ∈ E∗ (14)

zsi = csixsi ∀i ∈ E∗ (15)

The objective (11) is to minimize the total number of used vehicles to cover
all the trips.

Constraints (12) ensure that the energy consumed zij from any node i to any
node j in a route is equal to the energy consumed between the depot to the node
j in addition the electric energy consumed from node j to node i. Constraints
(13) are battery constraints. In fact, they guarantee that the amount of electric
energy a vehicle consumes to reach trip node j from the depot is less than its
battery capacity minus the cost of returning to the depot.

In addition, according to constraints (14), the total electric energy consumed
used to reach node j from the depot is greater than, or at least equal to, the
direct link between the depot and node j. Finally, constraints (15) provide the
initial values for zsi, which should be equal to the electric energy consumed while
moving from the depot to trip node i.

6 Computational Results

We compared these two mathematical formulations in terms of GAP in %, CPU
time and number of variables. For comparison, test problems’ generator from the
literature developed by Mrad and Hidri [3] and Mrad et al. [14] is used to generate
190 instances. The size of the problem instances varies from 10 to 100 in a multiple
of 5.We generated randomly for each class’size 10 instances. The two models were
coded in C++ and CPLEX 12.2. Test problems are run on PC with an Intel i3 CPU
2.53GHzprocessor and3GBofRAM.Cplexparameterweremodified insuch
away that the runs are terminated after 100 seconds. This is made in order
to test the efficiency of the two mathematical formulations.

We used two performance measures to assert the efficiency of our two tested
mathematical formulations. These measures include:
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Table 1. Results for the Flow-based formulation and the MTZ Formulation

Size Number of variables
MTZ Formulation Flow-based Formulation
GAP % Time(sec) GAP % Time(sec)

10 41.80 0.00 0.32 0.00 0.24
15 80.40 10.85 0.39 10.85 0.23
20 131.20 11.59 2.33 11.59 0.84
25 197.80 11.21 30.45 11.21 1.36
30 271.00 14.85 82.99 8.32 24.04
35 356.50 19.46 103.76 14.21 44.88
40 455.80 19.41 109.47 11.69 49.06
45 556.20 22.14 105.94 12.44 84.35
50 684.00 23.98 104.31 12.51 86.55
55 812.70 25.76 105.25 13.56 90.29
60 976.80 28.50 105.48 12.38 93.87
65 1124.60 32.44 105.12 13.35 91.17
70 1290.70 35.92 103.13 11.43 92.88
75 1480.20 38.30 102.18 14.33 99.71
80 1656.30 38.25 101.33 11.03 86.04
85 1870.70 43.66 101.68 13.86 100.45
90 2116.40 43.45 101.45 12.98 93.12
95 2345.90 41.61 102.04 17.83 100.86
100 2546.80 41.75 101.50 18.26 100.64

Average 999.78 26.48 82.59 12.20 65.29

Table 2. Results of the comparison between the two formulations based on the
Wilcoxon matched-pairs signed-rank statistical test

P value < 0.0001

Significantly different? (P < 0.05) Yes

One- or two-tailed P value? Two-tailed

Sum of positive, negative ranks 0.0 , -8515

Sum of signed ranks (W) -8515

– GAP = ( (SOL−LB)
LB )×100, where LB is the maximum of the linear relaxation

of the two mathematical formulations presented in this paper (MTZ and FB).
– CPU time is the time in seconds needed to find the obtained results.

Comparisons of these performance measurements are presented in Table 1.
In Table 1, for each instance size, the average value among the 10 instances is

given in terms of gap and solution time. The last row of this table provides a global
average assessment over all the instance sizes. Table 1 presents also information
about the size of the generated graph expressed as the number of variables.

All the instances were not solved to optimality using the two mathemati-
cal formulations. The MTZ formulation found the optimal solution 41
times, and the FB formulation found the optimal solution 80 times out
of 190 instances. We should note also that mathematical formulations can-
not obtain optimal solution as the size of the problem increase. This
latter proves that our problem is relatively hard to solve.
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Statistical analysis using the Wilcoxon matched pairs signed rank test in term
of solution quality is provided in Table 2. More details about this statistical test
could be obtained from [20].

In terms of objective function, FB formulation is superior to the MTZ for-
mulation. This was confirmed by statistical analysis provided in Table 2. Table 1
shows that for small size instances, the two formulations can find optimal solutions.
Mathematical formulations cannot obtain optimum solution as the problems size
increases in the limited time (100 seconds) due to the increasing number of vari-
able. For the MTZ formulation, the use of decisions variables related to the nodes
rather than the edges (as in the FB formulation) have contributed on the decrease
number of constraints and the relatively bad quality solutions of this formulation in
comparison to the FB. This is the reason of differences in the performance between
the two formulations. We could note that the CPU time grows exponentially as the
size of the problem increases. The second performance criterion is CPU times. As
seen in the Table 1, Model FF is the best in terms of CPU time. In fact in term of
CPU time, there occurs significant difference between the FB and the other MTZ
models especially in medium-large sized problems due to the specific structure of
the decisions variables related to the FB formulation. We should note that as we
put a maximum limit of 100 seconds for both the mathematical formulations, the
computing time seems rather constant between a problem size of 40 and 100. This
is due to the fact that the mathematical formulation for instances great or equal
to 40 trips don’t find optimal solutions. In fact, the two mathematical formula-
tions reach the maximum time limit of 100 seconds and exit with the best feasible
solution. This confirms that our considered problem is hard to solve especially for
medium and large size instance. Therefore, specific adapted heuristics could be
developed to tackle large size instances of our problem.

A final conclusion obtained from our study and contrary to the case of min-
imization of total traveled distance for PRT [8], FB performs better than the
MTZ formulation for the case of the minimization of the fleet size.

7 Conclusion

This paper proposes to study a related routing problem to optimize the fleet
size for a PRT system. The proposed problem considers the battery constraints
related to PRT which is a major operational issue for such a system. Two math-
ematical formulations are proposed to tackle this problem in order to provided
valid fleet sizing for PRT system. Our formulations are applied on different sized
test problems. For the proposed routing problem, good quality solutions are
obtained. We remarked also that as the size of the problem increase the compu-
tation time increases exponentially. This work provides a good reference in order
to analyze the cost-effectiveness of the PRT system. Our formulations also help
us to determine an approximate fleet size of PRT system.
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Abstract. Nowadays, different changes from the economical, societal
and environmental contexts are happen in cities. In fact, cities are gen-
erally the best place to endorse and enhance various experience in order
to improve the quality of life of its citizens. In this context, the new
vision of Smart Mobility fill into this context. The concept of Smart
Mobility as a means to enhance the mobility experience of citizen has
been gaining increasing importance in the agendas of cities stakeholder.
It represents the best balance the economic, environmental and soci-
etal aspect of current transportation tools. The implementation of the
smart mobility concept in the case of Tunis city is the subject matter of
the paper. In fact, we focus on considering the Personal Rapid Transit
system as an effective and efficient tool to bring smart mobility experi-
ence to Tunis city. This paper also presents and study the viability of
implementing PRT in our specific context. An extensive simulation and
economic feasibility study is conducted to validate our proposal. Com-
putational results prove the different advantages of our proposal in the
studied context.

Keywords: Smart city · Smart mobility · Personal rapid transit ·
Simulation

1 Introduction

It have been observed recently a tremendous increase of urbanization rate. In
fact, more and more people tend to move to cities seeking for a better quality
of life. The urban population is estimated to represent 53% of the whole world
population. It is expected that 4.5 billion of peoples will be living in cities in
20251.

Many cities essentially in Asia and Latin America are expected to have more
than 10 million inhabitants and 70% of the world population are expected to

1 Source: UN World Urbanization Prospects, World Business Council for Sustainable
Development.
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be living in urban areas by 2050.Pressure generated by this high urbanization
rate has a main impact on the mobility of peoples and goods in cities. As an
example we could note that commuting delay is expected to double to over 100
hours per year per person in 2050. Consequently, it becomes necessary for cities
stakeholders to organize and manage urban space and mobility tools to prevent
all the negative impact of urbanization on cities.

Cities are generally considered as the right place to develop new initia-
tives and ideas. In fact, they can contribute to develop and build new inno-
vative ecosystem which could develop new perspectives and opportunities. In
this respect, the concept of smart city appears very promising. Smart city con-
cept englobe mainly six different elements (see Figure 1). Among, these elements
one could focus on smart mobility and smart environment concepts. These two
essential elements of smart cities are closely related to urban mobility. They
tends to promote the use of smart public transportation tools that have the
least impact on environment.

Smart 
Ci�es

Smart 
Economy

Smart 
Governance

Smart Living

Smart People

Smart 
Environement

Smart 
Mobility

Fig. 1. Smart City Concepts

The recent experience related to smart mobility and smart environment con-
cepts seem to shows that single and individual initiative of a single operating
transportation mode to reduce energy consumption and CO2 emissions are note
very effective approach is rather necessary to implement the concepts of smart
mobility and smart environment. Generally, there is two ways to deal with urban
sustainability issue: i) enhance the performance and quality of the already exis-
tent transportation tools. ii) Invest and build a completely new sophisticated
smart transportation tool.
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In our work, we focused on the second alternative. In fact, the paper is con-
cerned by implementing the concept of smart mobility and smart environment in
the case of Tunis city. We aim in our project to introduce a new intelligent trans-
portation tool called Personal Rapid Transit (PRT) and Freight Rapid Transit
in Tunis city. The different theoretical aspects related to PRT and FRT are
subjects to a close identification in this paper.

The subject of this work is the feasibility of implementing PRT system in the
specific context of Tunis city. For that purpose, we develop a new proposal for
implementing PRT as an integrated part of a city. We also validate our proposal
through simulation and economic feasibility.

In this work and based on the ideas of Smart city and mobility concepts, we
propose a combined and integrated PRT/FRT system to be implemented and
developed in the case of Tunis city. Next, a formalization of the treated problem
is proposed. Then, we ’ll focus on an strategic context of the PRT/FRT system to
study the economic feasibility of our proposal through the tools of optimization
and simulation. Finally, we conclude our paper with general conclusions and
insights about our work and present our future research directions.

2 Smart City and Mobility Concepts

Smart city is concerned as a relatively new concepts. Smart city is also a highly
context dependent. In the literature, there is no clear definition of what smart
city is. In fact, in the literature the frontier between smart city concepts and
other similar concepts such as intelligent city or creative city is not well defined.
That is why many individuals claim that specific city is being smart without
following specific directive and standards. However, one could consider that the
smart city concept is the natural evolution of cities from a cities as a simple
scientific center to a compact enhanced form in which cities use information and
communication technologies to increase the efficiency of its different components
such as infrastructure, mobility tools, etc [1].

Therefore, one could consider smart city as a conceptual urban development
model which is mainly based on the human collective knowledge and technolog-
ical advance in order to enhance the prosperity and the development of urban
centers. That is why the concept of smart city should combine different elements
such as the concept of knowledge based cities [2]. Literature about smart cities
provides the six most common indicators of smart cities [3]:

– Smart economy: cities should offer a highly attractive economic environment.
This should include highly innovative and productive climate as well as a
flexible labor market.

– Smart people: Smart people are considered as the results of social and ethnic
diversity, creativity, tolerance and so on [2]. To raise the global qualifications
as well as a social capital cities could offers online courses or workshop [4].

– Smart governance: Specific city system management are required to reach
development in this areas. Services such as e-government and social media
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combined with a transparent decisions making process could lead to smart
governance city.

– Smart living: This notion involves the improvement of the quality of live in
term of service, environment and social infrastructure. Smart living includes
also e-health, social services and specific developed public safety tools. This
latter include specific emergency service and surveillance system network [5].

– Smart environment: an efficient smart city should optimize energy consump-
tion as well as reduce the carbon emissions. This could be done through the
use of renewable energy sources as well as the implementation of a specific
resources management strategies based on sustainability principles.

– Smart mobility: Through specific planning practices, cities could effectively
reach the objective of smart mobility. Urban planning strategies would nec-
essarily imply to turn the focus from individuals to collective smart tool of
transportation via the use of enhanced information shared and communica-
tion technologies.

Focusing on the latter principle, one could note that the idea of smart mobil-
ity is crucial for the development of smart cities. Development of smart mobility
system means that a city is accessible for its different inhabitant through a safe,
robust, eco-friendly and smart transportation tools. The emergence of smart
mobility tool would necessarily imply to reach sustainable mobility.

Therefore, developing smart mobility concepts is necessary for any smart city.
In the rest of this paper, we present the PRT as an enhanced sophisticated tool
to reach the objective of smart mobility.

3 Personal and Freight Rapid Transit

The Personal Rapid Transit (PRT) provides a new and innovative system of
transportation. PRT offers an ondemand direct transit from origin to destination
stations. PRT is oriented to serve passengers in urban areas and is designed
to work and act as any traditional taxi system. Therefore, the PRT is highly
attractive for its users in comparison with traditional mass transit like bus or
subway systems. The Personal Rapid Transit use small electric driverless vehicles
(also called pod cars). PRT vehicles run on dedicated guide way in order to
provide direct nonstop trips between origin and destination stations. This is
made possible by the use of the offline station that is placed off the main line.
This specific feature of PRT avoid for pod cars to stop at unnecessary stations.
Guideways on such a system can be at grade, on tunnel or elevated and are
segregated from other urban traffic and pedestrian. PRT systems contrary to
other traditional tools run on a network of guideway rather than a group of
simple lines. The network of guideway and the offline stations have the main
advantage of being able to be integrated with existent building which reduce
the visual intrusion and the time needed to get access to such a system. This is
resulted from the small size of the infrastructure as the PRT system use small
vehicles. Vehicles in PRT are made to take from 1 to 6 passengers. Therefore,
the service quality of PRT is more similar to taxi rather than a bus.
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Fig. 2. Example Of PRT2and FRT Vehicle3

On the other hand, Freight Rapid Transit is automated people movers that
share the same infrastructure and characteristics of a PRT system. However, it
is made and designed to transport goods and waste. FRT vehicles could handle
up to 1500 Kg and could be adapted to handle different waste freight.

The combination of both PRT and FRT on the same network of guideways
presents an interesting alternative for urban zone to mix the flow of passengers
and goods on the same shared system. These two intelligent systems combined
with all the new technologies that exist nowadays could represent a valid replace-
ment for private vehicles and trucks. This is achieved mainly through different
feature and specific characteristics of PRT and FRT:

– They both use electric energy which make them environmentally friendly
and energy efficient.

– As the vehicles are driverless, it requires far less human power than other
traditional mass transit system.

– As the transit operations are generally made on demand, PRT/FRT offer a
better service quality than other transportation systems.

– PRT/FRT are faster than any other transit tools.

4 Formalization of the Treated Problem

Implementing PRT system in an urban context require to solve various problems
and issue related to that specific urban context. However, these issues could be
formalized into a PRT’ guideway network design problem. Next, we present the
formal problem definition of PRT’ guideway network design problem[6].

Generally, a PRT/FRT system contains a guideways network (GN) and a set
of PRT and FRT vehicles moving on the network. The GN could be modeled as
a partition of a complete directed graph G = S, γ where S = 1, 2, ..., n represents
the set of n stations and γ = (i, j)|i, j ∈ S, i �= j represents the set of n(n− 1) of
possible directed links between each couple of stations in γ. The length of each
possible link (i, j) is denoted by dij . The number of vehicles needed to travel
from a location i to a location j is denoted by tij .

The input of the GN are the station locations, the set of dij and tij where i
and j ∈ S and i �= j. For a GN, two main problems exists: the GN design and the
3 source: http://www.ultraprt.net/multiVehicle.htm
3 source: http://www.2getthere.eu/?pageid=912/

http://www.ultraprt.net/multiVehicle.htm
http://www.2getthere.eu/?pageid=912/
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station design problems. The objective of the GN design is to find the least cost
possible for building a PRT network while respecting connectivity constraints
related to PRT. Connectivity constraints include the possibility for each vehicle
to move from any station to any other station. On the other hand, the station
design problem is to find the least cost option possible to design a PRT station
subject to traffic constraint.

The formal GN design problem definition could be defined as follow:

– Given : G, S, γ, dij and tij .
– Minimize : fc(x), ft(x).
– Subject to connectivity constraints.

Where fc(x) represents the construction costs and ft(x) represents the traffic
congestion over the PRT network.

We should note that fc(x) could be defined as follow :
fc(x) = Σdijxij , where xij is a binary variable equals to 1 if the link between

i and j is selected in the final solution.
On the other hand, ft(x) is a function that aims to minimize the number

of vehicles passing a point in the GN in a unit of time. This objective aims to
ensure a fluid traffic in the GN.

To evaluate a designed GN, an empty vehicle problem (EVP) could be used.
The EVP could be formulated as follow[7].

Given a PRT Network with (S) stations, one depot D and enough links to
make possible the move between each couple of stations. This problem deals with
empty vehicles movement over a designed GN in a static deterministic context.
Therefore, we suppose to have a predefined list of trips (Θ) of size ν. Each trip i
is defined by the following: i)Depart time Dti, ii) Depart station Dsi, iii) Arrival
time Ati, iv) Arrival Station Asi.

We suppose to have an unlimited number of vehicles initially located at the
depot. Each vehicle have a Battery capacity B. The problem is defined on a
Graph χ = V,E where V is the set of nodes and E the set of arcs.

The set V contains ν nodes that represent the ν trips plus two dummy nodes
ς and τ that represent the depot. We define also V ∗ = V/{ς, τ}. The set of edges
E defined on the following rules:

– for each node i, j ∈ V ∗ with j > i and , the arc (i, j) exists if Ati +
cost(Asi,Dsj) <= Dtj the cost of this arc will be the cost of moving from
the arrival station of trip i to the arrival station of station j.

– for each node i ∈ V ∗ the arc (ς, i) exists and have as a cost the energy used
to go from the depot to the arrival of station of trip i.

– for each node i ∈ V ∗ the arc (i, τ) exists and have as a cost the energy of
moving from the arrival station of station i to the depot.

The objective of solving our problem is to evaluate a designed GN while treated
a specific scenario determined by the list of trips Θ. Therefore, finding a set of least
cost vehicles roads that satisfy the different trips in Θ could be used as a valid
benchmark to evaluate a designed GN. Such a scenario could be obtained using
historical data of traveling passengers in a predefined urban areas.
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5 Proposal of Implementing PRT

This work aims to evaluate the feasibility of implementing PRT as a smart
mobility tool in Tunis city. Tunis city is suffering like many a high urbanization
rate phenomena with all its negative impact on people mobility. It is a strong
intention from the city authorities to launch different measures that could relieve
the already existent transportation tools. Thus making the urban center more
attractive to visitors, tourists and residents.

5.1 Local Characterization

Tunis city is the capital of Tunisia located at the north east of the country. It
presents a total area of 212,63 and it has a total population of 728, 453 which
corresponds to a density of 3 426 inhabitant/km2. The total Tunis metropolis
area have a total number of 2 721 227 habitant. Considering only the areas
regarded as the Tunis urban center (see Figure 3), it has been reported in [8] that
it has a total of 10% of the whole population of the metropolitan area of Tunis
with 30% of the total jobs [8]. It will remain for topographical reasons a center
place of crossing for the main urban and goods flows within the metropolitan
area. The main and only available public transportation tool to move in Tunis
urban center is the light rail transit (LRT).

LRT (also called Metro Leger in French but it is more like a tramway than
a metro) was first implemented in 1985 by operating the south line after it was
decided in 1980. The implementation of the LRT network has suffered many
uncertainties due to the various policies makers that disagreed its implementa-
tion. But finally, the whole project was implemented while constructing 6 dif-
ferent lines during the period 1988-2008. The LRT current network have a total
length of 45 Km of double track, 6 lines, two main transfer stations (Barcelone
and La République which are located at the urban center of Tunis). The total
LRT ridership was around 35000 daily passengers[9]. The LRT in Tunis city suf-
fers from many limits. Among them one could consider its limited capacity. The
loading rate of the LRT cars is about 100% and for various lines, it excess 100%
especially in the morning peak.

An estimation of the real modal share give the majority of the urban trips to
private cars with 60%. This fact is suggested by the high ridership rate of 100%
of the LRT line. This results of the difficulty for the private cars drivers to leave
their cars for a public transportation tool.

Therefore, we could state that the context of Tunis urban center is charac-
terized by a high use of private cars, a high rate of congestion with a limited
option for implementing new mass transit solutions.

Following all these conditions, it becomes of a high interest to impose the
quality and the capacity of public transportation tools in Tunis urban center. In
the next, we propose an illustrative example and study into the urban center of
Tunis with LRT to improve the quality of public transportation tools.
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5.2 Integrated PRT Solution for the Urban Center of Tunis

After the different conclusion exposed in the last section, it appears necessarily
to launch a new public transportation plan to overcome different issues. As
underlined above, the systematic view of PRT is crucial for its integration in
the current transportation practices. To append this systematic view on PRT, a
mutualisation of the available resources (the LRT stations, available urban areas
in the urban center, etc.) for a specific joint usage. It is also of a high interest to
plan for a shared usage between PRT and LRT as it offers various options for
city planner and managers. In fact, the opportunity to plan for a shared travels
is among the recent trends in managing transportation systems.

We also foreseen a specific interest to design beforehand an integrated PRT
network in order to allow persons to benefit from a highly sophisticated intel-
ligent transportation tool fully connected to the LRT network. We should note
also that the LRT network in the Tunis urban center is not dense and do not
covers many essential commercial areas in the urban center and the last mile
delivery has to be developed and implemented.

Therefore and to better explain our PRT implementation proposal, an exam-
ple is depicted in Figure 3. In this illustration, we propose to implement a PRT
network that follow the line of the LRT network. Our proposition aims to use
elevated guideways in a specific way as shown in Figure 3. We also aim to use
the already existent main station as intermodal facilities in order to allow users
easily for LRT to PRT. Our option don’t interfere with other urban projects
as the areas that will be used for PRT is already in use by the LRT. Also, the
small size of PRT guideways and station allows easy integration with its urban
context. Our proposal encompass 8 stations and 4.5 km of one way guideways.

Fig. 3. Proposal Of Implementing PRT in Tunis City
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This connected option between LRT and PRT in a high dense urban area
is very beneficial for the users of LRT as they could easily be transferred from
LRT vehicles to PRT vehicles in order to reach easily their destination.

This scheme is designed to solve the recurrent problem of congestion and
capacity for LRT in urban center of Tunis. This option aims also to offer a
smart mobility tool for the resident of Tunis and a new image for the city center
which will be very beneficial as tourists could be attracted to the city center. It is
clear from this proposal of an integrated LRT/PRT in the center of Tunis must
go through three levels of decisions: It is clear that the implementation of an
integrated PRT/FRT network, must go through a three levels decision-making
process in order to determine:

– How to design the network and its transit capabilities (deployment, vehicles,
stations).

– How to plan and schedule for the number of PRT/FRT and their capacities.
– How to optimize the travels in terms of energy use and transit time.

The rest of this paper will focus on the feasibility of such a proposal and its
related economic benefits.

6 Simulation and Economic Feasibility

In order to test the feasibility of our proposal it was necessary to perform sim-
ulation study. In the literature, there are several simulation software for PRT.
We used in this work, the ATS/mobile simulation software. In fact, this soft-
ware enable its users to import specific maps and draw and test PRT feasibility.
Demand scenarios was calibrated according to real condition on the LRT net-
work. We run our simulation for 2 hours. We performed 10 different tests in
order to eliminate any variability issues 4.

The simulation output shows that the PRT would offer an average waiting
time of 19.354 seconds for its users( see Figure 4). The PRT in just 2 hours was
able to perform and satisfy on average 1986.9 trips. This with a projection on a
typical whole working day (7AM to 19 AM) makes the PRT able to satisfy up
to 20,000 trips per day. This feature allows it to attract many users as it offers
a really low waiting time.

6.1 Economic Feasibility

In this section, we present a preliminaries economic feasibility of implementing
PRT in the PRT urban center. The overall proposed system costs are the sum
of the annual capital costs, maintenance costs and day to day operations costs.
In order to estimate the PRT fare which exceeds the total system costs, we
performed a calculation based on the general costs and on the simulation results
to estimate the operational costs.
4 The experiments were performed on a computer with a 3.2 GHZ CPU and 8 GB of

RAM.
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Fig. 4. Results of The Simulation

Computing system costs The system costs involves mainly all the different invest-
ments that need to be made in order to implement the proposed PRT system.
The capital costs englobe the infrastructure costs (station, tracks, etc.), the cost
for the different communication systems as well as the cost for the purchasing
the PRT vehicles. The costs are then distributed over the period of time until
that all the assets need replacement. Following this methodology allow us to
obtain specific annual capital costs. We also supposed to use debt as a financing
resources for the initial investment. Following these assumptions, interest rate
should be considered.

Operating costs on the other hand are represented by the energy costs to run
the PRT vehicles and the salaries for the workers on the PRT system. Finally,
maintenance costs occurs for repairing, cleaning the vehicles and the different
infrastructure. After obtaining all these values, the annual systems costs is com-
puted as shown in table 1.

Computing the PRT fare After obtaining the costs for a PRT system, we need
to estimate the PRT fare per Km which could cover the total system costs. For
that purpose, we used the different simulation output in order to estimate the
PRT fare which corresponds to the simulated PRT trips ’demand per day as well
as the average trips length in Km.

From the obtained results, we should note that a minimum of 0.19$ per km is
required to cover the total system costs. We should note that the system covers
zones that are not mainly covered by other transportation tools except for LRT.
We should note that buses and LRT in Tunis costs , LRT costs 0.16$ and taxi
costs 0.59$ per km. Those transportation tools are less convenient than PRT.
Hence, a fare between 0.2$ and 0.3$ per Km could be well acceptable by the
population.
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7 Conclusions

During this study, it was possible to realize the importance of implementing
smart mobility tool in dense urban area in a developing country. We presented
PRT as a promising transportation tool to enhance the efficiency of the already
existent transportation options. In that way, we proposed a specific PRT pro-
posal which would integrate PRT to the urban context in Tunis city. We then
performed a simulation and feasibility study in order to test the feasibility of
our proposal. Our preliminaries results are very insightful on how our proposi-
tions could be improved. In our future work, the development of an enhanced
simulation study could be done. Also, we would like to extend on managerial
insight on how PRT could be successfully implemented and integrated with other
transportation tools.
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Abstract. System identification, in practice, is carried out by perturbing pro-
cesses or plants under operation. That is why in many industrial applications an 
optimal input signal would be preferred for system identification. In this case, 
the objective function was formulated through maximisation of the Fisher in-
formation matrix determinant (D-optimality) expressed in conventional Bolza 
form. As setting such conditions of the identification experiment we can only 
say about the D-suboptimality, we quantify the plant trajectories using the D-
efficiency measure. An additional constraint, imposed on D-efficiency of the 
solution, should allow to attain the most adequate contents of information from 
the plant which operating point is perturbed in the least invasive way. A simple 
numerical example, which clearly demonstrates the idea presented in the paper, 
is included and discussed. 

Keywords: System identification · Optimal input signal · D-optimality ·  
D-efficiency 

1 Introduction 

The choice of an input signal used for actuation of the system is critical in the task of 
model building and parameter identification. System identification is the process of 
constructing an accurate and reliable dynamic mathematical model of the system from 
observed data and available knowledge. It is a common practice to perturb the system 
of interest and use the resulting data to build the model [1, 2]. The accuracy of param-
eter estimates is increased by the use of optimal excitation signals [3]. 

The pertinence of a model is the critical factor for proper tuning of a controller, 
usually performed as a model-based optimisation task. Inaccurate model can signifi-
cantly influence the performance of the control loop, and finally deteriorate the qual-
ity of the plant product. The control performance assessment has a large impact on the 
economic aspect of the production process. It was found that about 66% - 80% of the 
advanced control systems are not able to achieve the desired performance [4].  

The input design problem with respect to the intended model application, which is 
often a control task, has received considerable attention in the last two decades [5, 6]. 
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It was reported that model development absorbs about 75% of the costs associated 
with advanced control projects [7]. System identification, in practice, is carried out by 
perturbing processes or plants under operation. In many industrial applications a plant 
friendly input signal would be preferred for system identification. Plant friendly iden-
tification experiments are those that satisfy plant or operator constraints on experi-
ment duration, input and output amplitudes or input rate [8, 9]. Techniques for syn-
thesising multi-harmonic signals with low crest factors, which are attractive from a 
plant friendly perspective, have been reported in [2]. It was demonstrated that plant 
friendliness demands are often in conflict with requirements for accurate and reliable 
identification [10]. Hence, plant friendly input design is inherently multi-objective in 
nature. There have been some reports on multi-objective optimisation based methods, 
applied to identification and control [11, 12]. 

However, the papers mentioned above present the optimisation methods of design-
ing the parametric signals which meet the assumed friendliness criteria. In the ex-
periments described in this paper we present different approach – a design of an opti-
mal input signal via the optimisation procedure with respect to the cost function D-
efficiency constraint has been attempted. In some our previous works, in the design of 
optimal and plant friendly inputs for system identification the sensitivity of the state 
variable to the unknown parameter has been maximised. The results of optimal and 
plant friendly input signal design utilising Mayer’s canonical formulation of the per-
formance index for the simple first-order inertial system case study were presented in 
[13, 14]. In this study we present the formulation of the performance index for opti-
mal dynamic system identification and assess the qualitative measure of accuracy of 
parameter estimation in the second-order torsional spring system case study. In order 
to design an optimal actuation signal for the one degree of freedom torsional spring 
system parameter estimation, it was necessary to scale the model of the system. One 
of the problems to be solved was to find the value of the scaling factor between the 
angular position and the angular velocity of the real plant. 

2 The D-Efficiency Constraint Formulation 

In the paper the design of optimal inputs for system identification with multiple un-
known parameters is considered. In the design of optimal excitation signals for esti-
mating more than one parameter, a suitable scalar function of the Fisher information 
matrix M must be selected as the performance criterion. The criterion, which is often 
used, is the trace of the matrix M, wherein the sum of diagonal elements of the Fisher 
information matrix is maximised. Other measures of identification performance are as 
follows [15]: 

• A-optimality: tr(M-1), minimises the average variance of the parameters, 
• E-optimality: λmax(M

-1), minimises the maximum eigenvalue of M-1, 
• D-optimality: minimises the volume of the ellipsoidal confidence region of param-

eter estimates. 
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However, the choice of the experiment criterion is important, as it is possible that 
inputs obtained based on some criteria may not be persistently perturbing [1]. 

The input signal employed in the identification experiment should simultaneously 
yield two results: the acceptable accuracy of the system parameter estimates and the 
system should be perturbed in the least invasive (the most friendly) way. Such a com-
promise can be reached applying an approach, which relies on the notion of the D-
efficiency [15]. Any optimality criterion can be associated with the efficiency func-
tion, defined as a measure of the relative performance of any given experiment e 
compared to that of the optimal experiment e*. The D-efficiency, which may be con-
sidered as a measure of the D-suboptimality of given input trajectories, is specified by 

( ) ( )( )
( )( ) ,

det

det
1

*

k

DE








=
eM

eM
e                                               (1) 

where k is the number of parameters to be identified, and e* stands for the D-optimal 
trajectories which can be determined earlier. Following the reasoning and derivations 
presented in [16], we set a reasonable positive threshold η < 1 and impose the con-
straint on the D-efficiency value: 

( ) .η≥eDE  .                       (2) 

Such an approach will yield a D-suboptimal, yet reasonable solution.  The inequality 
(2) is equivalent to the constraint: 

( )[ ] ,D≤Ψ eM                              (3) 

where ( )[ ] ( )( )eMeM detlog=Ψ  and ( )[ ] ( )ηlog* kD −Ψ= eM . 

The objective of such an experiment is formulated through maximisation of the FIM 
determinant (D-optimality) with respect to D-efficiency inequality constraint (3). 

The purpose of the current work is to formulate the optimisation problem for optimal 
input design with respect to the D-efficiency constraint. In that way (i.e. by setting such 
a constraint to control the level of the D-optimality loss) we can obtain the friendliest 
input signal, reducing the rapid changes of the mass or energy inflow to the system. 

3 Optimal Input Design with Respect to the Cost Function  
D-Efficiency Constraints  

To illustrate the properties of the above approach to parameter identification, using 
the optimal input signal and with respect to the assumed level of D-optimality, we 
have selected the second-order linear dynamic system. The mass-spring damper sys-
tem represents many similar physical plants. Thus the plant model order may be as 
high as six with either four, two, or no zeros. 

The dynamic model for the one degree of freedom (1 DOF) plant is shown in be-
low figure. 
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Fig. 1. The dynamic model for the one degree of freedom plant (free-clamped). 

The equation of motion is as follows: 

( ),11111 tTkcJ =++ θθθ                     (4) 

where J1, k1, c1, T(t), θ1 are, respectively: disk inertia, spring coefficient, damping 
ratio, force signal, position of the first disk of the plant. For notational convenience, 

let us introduce 11 θ=x  and 112 xx  == θ . Then, the problem of synthesising an opti-

mal input in the time domain for a torsional spring plant (1 DOF) can be described by 
the following single input, single output state space model: 
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where a = -k1/J1, b = -c1/J1, c = 1/J1. In order to design an optimal input signal, it was 
necessary to scale the model of the system as follows: 
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Utilising equation (6), the state space model (5) can be expressed as: 
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Assuming that the parameter p = 1, from equation (6) we obtain ξ1 = x1. Then the 
above problem can be suitably modified by defining the state space model as: 
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where x1 = x1(t; a, b, c), x2 = x2(t; a, b, c) and model parameters a, b, c are constant. 
The principle of the design of optimal input signals for system identification is to 
maximise the sensitivity of the state variable or the observation to the unknown pa-
rameter [3]. The justification for this approach is the Cramer-Rao lower bound, which 
provides a lower bound for the estimation error covariance. Providing this feature of 
the input, we obtain the parameter estimate or observation sensitivity which tends to 
be lowered for an optimal input 

[ ]( ) .,,cov 1M−≥cba               (9) 

The Fisher information matrix (FIM) for the torsional spring (1 DOF) model (8) 
can be expressed as: 

( ) [ ] ,
0

222111

2

2

2

1

1

1





























≅
T

cbacba

c

b

a

c

b

a

dtxxxxxx

x

x

x

x

x

x

TM                        (10) 

where: xia = ∂xi/∂a, xib = ∂xi/∂b, xic = ∂xi/∂c, i = 1, 2. 
Then the problem can be suitably modified by defining the augmented state equa-

tions as [3]: 
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An optimal input for exciting the torsional spring (1 DOF) system is formulated 
through maximisation of the Fisher information matrix determinant (D-optimality) in 
the form of a conventional integral-criterion optimal control problem. The problem of 
synthesising an optimal input signal for an inertial system, utilising Mayer’s canonical 
formulation of the performance index, has been solved in literature [13, 14] 
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the FIM can be modified as follows: 
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and mij = mji. 
Then the equivalent optimal control problem utilising Mayer’s canonical formula-

tion, which maximises the performance index with respect to the D-efficiency equal-
ity constraint, is 

( )[ ],det fTJ M=                                        (15) 

subject to: 

( )[ ]
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Tttu

DTf

∈≤≤−

=M
                   (16) 

where D is D-efficiency constant. 
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4 Experimental Results for Torsional Spring Case Study 

For numerical solution of the above optimal control problems one of existing packag-
es for solving dynamic optimisation tasks, such as Riots_95, Dircol or Miser, can be 
employed. We were employing the Riots_95 package [17], which is implemented in 
Matlab, has efficient tools for solving the constrained problems of dynamic optimisa-
tion and can be easily merged with other Matlab facilities (e.g. simulation of models 
developed in Simulink environment, with graphical user interface). The Matlab tool-
box Riots solves a very large class of finite-time optimal controls problems that in-
cludes: trajectory and end-point constraints, variable initial conditions, free final time 
tasks and problems with cost functions endpoint. System dynamics can be integrated 
with fixed step-size Runge-Kutta method, a discrete-time solver or a variable step-
size method. The software automatically computes gradients for all functions with 
respect to the controls and any free initial conditions. 

The main program in Riots is based on thick sequential quadratic programming 
(SQP). Hence, the program is not well-suited for high discretisation levels. One of the 
major limitations of Riots is that it is not well-appointed to deal with problems whose 
dynamics are unstable.  

All computations were performed using low-cost PC (Atom, 1.66 GHz, 1 GB 
RAM) running Windows 7 and Matlab 7.12 (R2011a). Optimal and sub-optimal sig-
nals are computed for nominal values of parameters a = -88.95, b = -0.42, c = 52.02 
assumed termination time Tf = 10 seconds and the scaling factor g = 105 utilising SQP 
algorithm. The system is assumed to be at an initial state x1(0) = 0.393, the initial 
value of the input signal is u(0) = 1 and -5 ≤ u(t) ≤ 5. The system dynamics was inte-
grated using the fixed step-size fourth-order Runge-Kutta method with grid intervals 
of 0.2 seconds. The D-optimal input signals obtained for different desired values of 
the D-efficiency constant D (according to (3)) are shown in below figures. As the 
minimisation algorithms implemented in RIOTS_95 guarantee convergence only to a 
local minimum, we made use of the typical way to reduce the risk of “trapping”, i.e. 
repeating the computations several times, starting from different initial conditions 
from the range [-0.4, 0.4] around the ‘nominal’ initial state x1(0) = 0.393. The D-
optimal excitation signal obtained when there was no constraint on the D-efficiency 
value (i.e. the coefficient η = 1 in the inequality (2)), is shown in black colour in Fig-
ure 1. It corresponds to the optimal experiment e*, where the maximal possible value 
of the FIM determinant is obtained and in such a case the value Deff = 100%·Deff, opt. 
The control signals obtained for decreasing values of D-efficiency from the interval 
[70%, 100%] of its maximum value are shown in Figures 2-5. As we can see, when 
the desired value of D-optimality decreases, the shape of the optimal input signal 
substantially changes. While for the optimal experiment (in the sense of (2)) there are 
the abrupt changes of the input, the control signal obtained for Deff < 70%·Deff, opt is 
almost constant, so the FIM determinant component was dominated by D-efficiency 
constraint value of the maximised performance index. 
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Fig. 2. Optimal input signal to the torsional spring system. 

 

Fig. 3. Sub-optimal input signal to the torsional spring system for Deff = 90%·Deff, opt. 

The optimal excitation signal obtained when there was no constraint on the D-
efficiency component (i.e., for Deff = 100% and J = 4.14 × 1032) is shown in Figure 2. 
The D-efficiency constraint value increased (Fig. 5) to obtain the critical value of the 
maximised performance index J = 2.89 × 1032 at the level of Deff = 70%. For compari-
son, Figure 3 shows the sub-optimal input signal, which corresponds to the objective 
function value J = 3.72 × 1032 at the level of Deff = 90%. Figure 4 contains the graphi-
cal display of the non-optimal signal obtained for J = 3.10 × 1032, where the FIM 
determinant component was maximised to the level of Deff = 80%.  
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Fig. 4. Sub-optimal input signal to the torsional spring system for Deff = 80%·Deff, opt. 

 

Fig. 5. Sub-optimal input signal to the torsional spring system for Deff = 70%·Deff, opt. 

According to expectation, the constraint (16) was active in the optimal solution as 
shown in the above figures. 

The signals u(t) computed for different values of D-efficiency as solutions of the 
optimisation task (15) with the set of constraints (16), were then used as inputs in the 
parameter identification procedure. Figure 6 summarises the flow of information in 
the system identification process: we act on the physical system through the input u(t) 
and collect information through the observations of its output y(t). The presence of the 
white noise with different variance from the interval 0.0 ≤ σ2 ≤ 0.7 makes the obser-
vations random variables. The model corresponds to the theoretical representation of 
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the system (8), which depends on a vector of unknown parameters θ = [a, b, c]T. The 
objective of the system identification task is to find the best values of model parame-
ters θ in terms of the performance criterion. The two hundred runs have been made 
for minimisation of the integral (within the time period from t0 = 0 to the termination 
time Tf = 10 sec) of the squared difference between the output of the system and the 
output of the model. The initial state of the torsional spring (1 DOF) model was cho-
sen from the interval -0.4 ≤ x1(0) ≤ 0.4 [rad] and angular velocity from the interval 0 ≤ 
x2(0) ≤ 4 [rad/s]. The optimisation was performed using the Nelder-Mead method. 

 

Fig. 6. Flow of information in the parameter identification system. 

Figures 7(a)-7(d) show the result of the simulation experiments, i.e. the optimal 
values of parameters a and b computed as results of optimisation for each run, when 
the system starts from different initial state condition and the measurement noise in-
fluencing the system output has different variance. Figure 7(a) shows the results with 
the input signal obtained for the maximal value of FIM determinant (i.e. 
Deff = 100%·Deff, opt), the successive figures show the results (for the same combina-
tions of initial states and noise variance) with the input signals were computed when a 
certain loss of D-optimality was assumed as (Deff / Deff, opt = 90%, 80% and 70%, re-
spectively). Analysis of the confidence regions of the torsional system parameter 
estimates confirms the following regularities. The optimal input signal, obtained for 
Deff / Deff, opt = 100%, yields the minimal volume of the ellipsoidal confidence region 
of parameter estimates. When the desired ratio of Deff / Deff, opt decreases (i.e. we ac-
cept bigger loss of D-optimality), the cluster occupied by the optimal values of identi-
fied model parameters increases its size – for the same initial conditions and noise 
characteristics as in the above experiment. Decreasing the desired ratio of Deff / Deff, opt 

yields the input signal, which is more “friendly” for the plant, i.e. in that way we 
avoid abrupt changes of the control valve settings in the real-life identification exper-
iments. The results of the simulation experiments for other combinations of the tor-
sional system parameters a, b and c are very similar to those shown in Figure 7. The 
purpose of this case study was to show that the requirements of high friendliness of 
the input signal and the accuracy of parameter estimation are, in some sense, opposite. 
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a) Optimal input signal for De ff = 100%
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b) Sub-optimal input signal for Deff = 90%

-89,4 -89,2 -89,0 -88,8 -88,6 -88,4

a

-0,55

-0,50

-0,45

-0,40

-0,35

-0,30

b

c) Sub-optimal input signal for Deff = 80%
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d) Sub-optimal input signal for Deff = 70%
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Fig. 7. Confidence regions of the torsional spring model parameter estimates; the model was 
excited utilising: (a) Optimal input signal (Deff = Deff, opt). (b) Sub-optimal input signal 
(Deff = 90%·Deff, opt). (c) Sub-optimal input signal (Deff = 80%·Deff, opt). (d) Sub-optimal input 
signal (Deff = 70%·Deff, opt). 

5 Conclusions 

An optimal input signal design problem for system identification was formulated in 
the paper and the method of the problem solution was outlined. In the presented ap-
proach the input signal is a solution of a dynamic optimisation problem, where the 
FIM determinant is maximised, at the same time providing a guaranteed level of  
D-efficiency. The second order dynamic system case study of optimal input signal  
design with guaranteed D-efficiency was presented in the paper. The experiments 
confirm that we can provide a compromise between the friendliness of the plant exci-
tation in the identification process and the accuracy of estimates (observed as a rea-
sonably small volume of the confidence ellipsoid) for a wide range of measurement 
noise at the system output. One of the most important steps in the approach presented 
in the paper was the transcription of the proposed problem formulation into an equiva-
lent optimal control task expressed in the Lagrange form with the appropriate set of 
constraints. The optimal input trajectories were then computed using one of existing 
packages for solving dynamic optimisation problems. An optimal input signal design 
for solving free final time parameter estimation problem in the time domain will be 
presented. 
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Abstract. The article presents an application of fuzzy sets with trian-
gular norms and balanced fuzzy sets with balanced norms to decision
making modelling. We elaborate on a vector-based method for decision
problem representation, where each element of a vector corresponds to an
argument analysed by a decision maker. Vectors gather information that
influence given decision making task. Decision is an outcome of aggre-
gation of information gathered in such vectors. We have capitalized on
an inherent ability of balanced norms to aggregate positive and negative
premises of different intensity. We have contrasted properties of a bipolar
model with a unipolar model based on triangular norms and fuzzy sets.
Secondly, we have proposed several aggregation schemes that illustrate
different real-life decision making situations. We have shown suitability
of the proposed model to represent complex and biased decision making
cases.
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1 Introduction

Consumer decision making is an area extensively studied by specialists in vari-
ous domains. In the pursuit of gaining the ability to model and predict human
behavior neuroscientists unravel mysteries of human brain, social scientists study
decisions in their social context, while economists relate decisions with money,
markets and economies. The role of information science in research on decision
making is critical, as it provides language for formal description and application
of findings of the aforementioned domains. Information science faces a very chal-
lenging task, because quality of formal models could either hinder or enhance
research in the other domains. Hence, it is of an utmost importance to work on
frameworks for decision making modelling that are flexible and able to reflect
real-world phenomena well.

It has been established that consumer decision making is a stimuli-driven
process. Decision is an outcome of various influences recorded and evaluated
c© IFIP International Federation for Information Processing 2015
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consciously or unconsciously. Stimuli driving our actions are often called needs,
premises, factors, etc. We can generalize by saying that the decision making
process is an outcome of information processing.

In this light, objective of the research underpinning this article is to elab-
orate on selected methods for describing and processing unipolar and bipolar
information. We take under investigation fuzzy sets with triangular norms and
balanced fuzzy sets with balanced norms. We apply a straightforward method
for formal description of a decision problem, where forces influencing given deci-
sion are gathered in vectors. Secondly, we propose new information aggregation
schemes for this model, which mimic consumer decision making processes.

The novelty aspect presented in this paper is the discussion on various infor-
mation aggregation schemes for processing with balanced fuzzy sets and bal-
anced norms. This analysis covers not only issues of information polarity, but
also order of arguments’ aggregation. Though the area of decision making itself
is well-recognized, problems raised in this paper have not been analyzed in the
context of consumer decision making.

The organization of this article is as follows. In Section 2 we introduce the-
oretical background of our decision making modelling framework. In particular,
we elaborate on operators of interest. Section 3 presents application of standard
and balanced norm to different decision making problems. A brief case study is
provided to illustrate our approach. Section 4 concludes the paper and highlights
future research directions.

2 Methodology

2.1 Brief Literature Review

Multiple criteria decision making is a thriving area of research with a wealth of
contributions. Research relevant to the content of this study has been reported
in [3], where a clear distinction between unipolar and bipolar information in
a decision making problem has been addressed and elaborated on. A compre-
hensive perspective on fuzzy decision making could be found in [2], where the
author summarizes key contemporary research streams of the domain. Interest-
ing survey of multi-criteria decision-making can also be found in [6].

In a wealth of studies on multi-criteria decision making we can distinguish:

– unipolar,
– bipolar univariate,
– unipolar bivariate models.

Unipolar approach focuses on processing information of the same nature only,
for example fuzzy sets, [13]. Bipolar univariate approaches, for example balanced
fuzzy sets, [5], use single scale, typically divided by a neutral point to two zones
to represent bipolar information. Unipolar bivariate models models, for example
intuitionistic fuzzy sets, [1], use two separate scales, one for positive, second for
negative information representation.
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In this paper we look closely at the first two approaches. We are interested in
modelling consumer decision cases, where attitudes could be expressed flexibly
and intuitively. The unipolar bivariate models are a viable alternative to the
bipolar models. Both share the ability to describe information of different nature
(positive and negative). However, in our opinion, the bipolar univariate model is
more straightforward. Its advantage is that information is always related to the
same scale.

2.2 Decision Problem

Let us discuss certain decision problem. We have a decision maker, who is able
to recognize all forces influencing give decision. Let us denote the number of such
forces as n. Let us gather all these forces in an n-elements vector X:

X = [ a1, a2, ..., an ]

The decision maker is able to evaluate polarity and intensity with which each
force influences given decision. In this paper we discuss fuzzy sets and balanced
fuzzy sets. Hence, scale is either [0, 1] in the first case or [−1, 1] in the second.

Causality is captured by introducing consecutive input arguments vectors.
Following schema is modelled: input arguments are evaluated twice. Initially,
they are gathered and processed in premises vector. Secondly, in priorities vector.

Premises describe attitudes towards certain features or possibilities associ-
ated with an object of the decision. In terms of cognitive perspective on decision
making, premises are motivational stimuli, which elicit, control, and sustain cer-
tain behaviours. They are general factors relevant to the current motivational
state. Premises can be somehow called an initial or an a priori motivation.

Priorities is the second term we use. This term is applied in the context of
a second set of beliefs (second set of motivational stimuli evaluations). Priori-
ties concern qualitatively exactly the same arguments as premises, but they are
evaluated later, in the context of a particular product. Priorities allow to take
into account reassessed attitudes towards a particular choice. Priorities provide
a perspective of how one particular choice satisfies stated conditions. In this
context, they may be perceived as an a posteriori motivation, arising when the
decision maker reasons about a particular item. Of course, a set of priorities
evaluations might be drastically different than premises.

Priorities are moderating premises. We are able to capture causality, because
the decision takes into account not only final attitudes towards one particular
product (priorities), but also general attitudes (gathered in premises vector). On
such input data processing with chosen aggregators is performed.

Proposed technique mimics real consumer decision making processes, as
reported by psychologists, for example in [10], where a decision could be viewed
as an outcome of prior beliefs (here represented with premises) and current
stimuli encouraging or discouraging us (priorities). Roots of mathematical rep-
resentation of a decision making processes with two or more vectors representing
causality could be found in [8].
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2.3 Fuzzy Connectives

Let us recall basic notions of fuzzy sets and generalization of fuzzy connectives
min and max to triangular norms and conorms. We are expressing fuzzy sets in
the form of membership functions. Namely, a fuzzy set A defined in the universe
X is a mapping μ : X → [0, 1] or μA,X : X → [0, 1], if the names of the set and
the universe should be explicitly stated. The Zadeh’s model of fuzzy sets is clearly
interpreted as ([0, 1]X ,max,min, 1−), where [0, 1]X states for mappings from the
universe X into the unit interval [0, 1], i.e. [0, 1]X is the space of membership
functions, and max, min and 1− applied to membership functions implement
qualitatively different operators on imprecise information.

Triangular Norms and Conorms. Triangular norms have been introduced
in [9] and then studied in [7,11].

Triangular norms and conorms (t-norms and t-conorms in abbreviated form)
are mappings q : [0, 1] × [0, 1] → [0, 1], where q stands for both t-norm t and
t-conorm s, satisfying axioms of associativity, commutativity, monotonicity and
boundary conditions. t-norms and t-conorms are dual operations in a sense that
for any given t-norm t, we get the dual t-conorm s using the De Morgan’s laws:
s(a, b) = 1 − t(1 − a, 1 − b) and t(a, b) = 1 − s(1 − a, 1 − b)

Let us focus on one well-known pair of dual t-norm and t-conorm: Lukasiewicz
and bounded sum (max(0, x + y − 1)/min(x + y, 1)) and on one pair of strict
triangular norm and conorm generated by additive generators. We do not discuss
decision making based on other standard triangular norms and conorms, because
it is a topic thoroughly reported in the literature.

It is worth to recall that t-norms and t-conorms are bounded by min t-norm
and max t-conorm, i.e. for any t-norm t, any t-conorm s and any x, y ∈ [0, 1] the
following inequality holds:

t(x, y) ≤ min(x, y) ≤ max(x, y) ≤ s(x, y) (1)

Additive Generators. Triangular norms can be generated by additive or mul-
tiplicative generators, c.f. [7,11]. Let us focus on additive generators for defining
triangular norms and conorms. Let f : [0, 1] → [0, d] be a non-decreasing map-
ping with [0, d] being closed subintervals of the extended real semiline [0,+∞].
Then the formula f−1 : [0,+∞] → [0, 1] such that f−1(y) = sup{x ∈ [0, 1] :
f(x) < y} defines the pseudo-inverse of the mapping f . Similarly, if the map-
ping f is non-increasing, then the pseudo-inverse is defined by the formula
f−1 : [0,+∞] → [0, 1] such that f−1(y) = sup{x ∈ [0, 1] : f(x) > y}. We restrict
our discussion to strictly monotonic and continuous bijections with f(0) = 0
for increasing mapping and f(1) = 0 for decreasing mapping f . Therefore we
get (f−1)−1 = f in the interval [0, 1] and f−1(y) = 1 for y > d for increasing
mapping f and f−1(y) = 0 for y > d for decreasing mapping f . A mapping
q : [0, 1]2 → [0, 1] such that q(x, y) = f−1(f(x) + f(y)) is a t-norm for decreas-
ing f and t-conorm for increasing f . Moreover, such norms are monotonic and
continuous, hence they are called strict norms as they are assuming strict mono-
tonicity. Detailed discussion on additive generators is in [7].
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We apply following additive generator of t-conorm and its pseudo-inverse
mapping:

• f : [0, 1] → [0,+∞] and f−1 : [0,+∞] → [0, 1] such that:
• f(x) = arcsin(x) and f−1(x) = sin(min(x, π/2)).

2.4 Balanced Connectives

Classical models of information processing were generalized by introducing new
connectives defined on the unipolar unit interval and the unipolar unit square as
well as the bipolar unit interval and the bipolar unit square. The former ones are
uninorms and nullnorms with domain and codomain based on the unipolar unit
interval, c.f. [7,12]. The latter ones are balanced norms and conorms (b-norms
and b-conorms) with domain and codomain based on the bipolar unit interval.
Initial considerations on bipolar connectives were published in [4] and then bal-
anced norms and conorms were introduced in [5]. Uninorms/nullnorms are fuzzy
sets connectives, while b-norms/b-conorms are balanced fuzzy sets connectives.

Balanced Fuzzy Sets. Fuzzy sets in represent both positive and negative infor-
mation. Positive information is dispersed in the unit interval (0, 1] while negative
information is concentrated in the crisp point 0. The idea behind balanced fuzzy
sets is to disperse negative information over the interval [−1, 0]. Such disper-
sion is analogical to the dispersion of positive information accumulated in the
numeric value 1 into the (fuzzy) interval [0, 1], c.f. [5].

Let us illustrate with a simple example what positive, negative and neutral
information stands for. A customer needs to buy a car for transporting goods and
for travelling with family. A lorry would provide superior cargo transportation
(strong positive evaluation), but it would not be a good fit for travelling with the
family (strong negative evaluation). In contrast, a notchback would be a good fit
for travelling with the family (strong positive evaluation), but it would not be
useful for goods transportation as its trunk space is not that impressive (strong
negative evaluation). Finally, purchasing a minivan is a compromise as it meets
moderately positive information in both aspects. On the other hand, a brand
of the minivan may be unimportant, what would create a neutral information
(neutral purchasing argument). Notice that strengths of arguments may differ
and depend on circumstances, c.f. for instance [5].

Recalling basic notions, balanced fuzzy set is a system F = ([−1, 1]X ,bmin,
bmax,bneg, I), where with X is a universe of discourse, bmin, bmax and bneg
are balanced counterparts of min, max and 1− fuzzy connectives, c.f. Section 2.3:

- bmin equals min for positive arguments, equals max for negative arguments
and vanishes for arguments of different signs,

- bmax equals to max for positive arguments, equals to min for negative argu-
ments. bmax is in-between arguments of different signs and may be defined
as equal to argument of greater absolute value. For arguments of opposite
values it is undefined,

- bneg is the counterpart of 1− and may be defined as changing sign,
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- I is a one place binverse operator. It does not have its fuzzy counterpart and
may be defined as I(a) = sgn(x) − x for x �= 0 and undefined for x = 0.

In this paper connectives bmin and bmax are replaced with balanced norms and
conorms, an inverse operator is not used.

Balanced Norms and Conorms. Notice, that until the standard system F =
([−1, 1]X ,bnorm,bconorm,−) is considered, the concepts of balanced norms
and conorms (b-norms and b-conorms for short) are isomorphic with uninorms
and nullnorms. Roughly speaking, a binverse operator I distinguishes systems
([0, 1]X ,uninorm, nullnorm, negation) and ([−1, 1]X , b-norm, b-conorm,
b-negation,b-inverse) and in this way its implementation may distinguish
between b-norms/b-conorms and uninorms/nullnorms, c.f. [5,12] for details. We
use balanced norms and conorms rather than uninorms and nullnorms, because
they model positive and negative information in a more intuitive way. More-
over, balanced norms and conorms represent positive and negative knowledge in
a straightforward fashion, with the use of a single [−1, 1] scale, c.f. [4,5].

In this paper we employ operations corresponding to triangular norms and
conorms, which are generated by additive generators. A balanced norm T and
balanced conorm S are mappings Q : [−1, 1] × [−1, 1] → [−1, 1], which are
associative, commutative, increasing, and satisfy boundary conditions, c.f. [5].
Note that Q stands for both balanced norm and conorm. Boundary condition of
balanced conorms is: S(0, a) = a for all a ∈ [−1, 1]. Due to associativity prob-
lem, the values S(−1, 1) and S(1,−1) are both defined either as −1, or as 1, or
as undefined, for instance c.f. [7]. For balanced norm T we have T (1, a) = a
whenever a ∈ [−1, 0] and T (−1, a) = a whenever a ∈ [−1, 0]. It is worth to
underscore, that balanced norms must vanish for arguments of different signs.
This is a direct conclusion drawn from monotonicity and boundary conditions.
Note, that balanced norms and conorms restricted to the unipolar square domain
[0, 1] are t-norms and conorms, respectively. Alike, balanced norms and conorms
restricted to the unipolar negative square domain [−1, 0], when linearly trans-
formed to the unit interval [0, 1], are t-conorms and t-norms, respectively.

Additive Generators. Alike in the case of triangular conorms, we can con-
struct balanced triangular conorms using additive generators. Roughly speak-
ing, an odd function being an additive generator of a symmetric balanced
conorm (i.e. S(a, b) = −S(−a,−b)) is obtained by reflection of an additive
generator of a triangular conorm in the origin of coordinate system, c.f. [5].
Additive generators of non-symmetric balance conorms are composed of differ-
ent generators for nonpositive and nonnegative arguments. Namely, a function
F : [−1, 1] → [−d, d][−∞,+∞], which is strictly increasing continuous map-
ping with [−d, d] being closed subintervals of the extended real line [−∞,+∞],
F (−1) = −d, F (1) = +d and F (0) = 0. The function S : [−1, 1] × [−1, 1] →
([−1, 1] − {(−1, 1), (1,−1)}, S(a, b) = F−1(F (a) + F (b)), is a balanced conorm,
where F−1 is the pseudo-inverse of F (defined by analogy to Section 2.3), i.e.
the function defined as follows: F−1(y) = sup{x ∈ [0, 1] : F (x) < y} for y ≥ 0
and F−1(y) = inf{x ∈ [−1, 0] : F (x) > y} for x < 0.
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In this study authors consider balanced conorm and norm generated by tan-
gent additive generator:

• F : [−1, 1] → [−∞,+∞] and F−1 : [−∞,+∞] → [−1, 1] such that:
• F (x) = tan(π/2 ∗ x) and F−1(x) = 2/π ∗ arctan(x),

Additive generators of balanced norms are defined analogously to additive
generators of balanced conorms. Reflection of an additive generator of a triangu-
lar norm in the origin of the coordinates’ system gives an additive generator of
a balanced symmetric norm. Gluing two different generators gives a generator of
a non-symmetric balanced norm. It is worth to notice, that additive generators
of balanced norms are undefined for 0. Additive generators of balanced norms
are not discussed here. For the study presented in this paper De Morgan laws
are sufficient for switching from balanced conorms to balanced norms.

3 Comparative Overview of Modelling Capabilities of
Selected Triangular and Balanced Norms and Conorms

The goal of this section is to illustrate how the discussed theoretical framework
could be employed for decision making modelling. To achieve clarity of presenta-
tion the discussion is limited to simple examples: fixed number of premises and
priorities (either 5 or 10), repeated values of premises/priorities, computationally
simple norms/conorms and derived operators, etc.

Such examples could be easily extended by adding more arguments or by ana-
lyzing various operators. A real-world source of information needed to conduct
such study could be, for example, a survey.

3.1 Modelling Decision Making with Triangular Norms

The decision is obtained with a 2-step procedure. First, we aggregate premises
with priorities. Second, we compute the final decision. Selected pairs of dual
t-norms/t-conorms are involved in the process. Considering vectors of premises
[p1, . . . , p5] and priorities [r1, . . . , r5], we come to the decision support (decision
in the form of a number from the [0, 1] interval):

d = s
(
t(p1, r1), t(p2, r2), t(p3, r3), t(p4, r4), t(p5, r5)

)
(2)

where d is a decision support, t is a t-norm and s is the dual t-conorm. Here, asso-
ciativity of the t-conorm s is assumed, which guarantees validity of this notation.
Otherwise, since s is a two place operator, this formula should be rewritten, for
instance, in the form s(t(p1, r1), s(t(p2, r2), s(t(p3, r3), s(t(p4, r4), t(p5, r5))))).

Assuming that all premises are set to the value b and that k priorities change
in the unit interval x ∈ (0, 1] and other are equal to b:

p1 = p2 = p3 = p4 = p5 = b, r1 = . . . = rk = x, rk+1 = . . . = r5 = b (3)

and utilize the formula 2 we get:

d = s
(
t(b, x), t(b, ·), t(b, ·), t(b, ·), t(b, b)

)
(4)

where · stands either for x, or for b, depending on the value k.
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Fig. 1. Modelling decision making with Lukasiewicz/bounded sum (top row) and
arcsine generated dual norms (bottom row). Decision is based on 5 pairs of
premise/priority. All premises are equal b. Priorities are vectors with k arguments
of strength x, remaining 5 − k elements are equal b.

Standard Triangular Norms. Let us start with presentation of decision mak-
ing results with selected pair of dual t-norms/t-conorms: Lukasiewicz/ bounded
sum. We consider vectors of premises and priorities and utilize the scheme for
computing decision support as in Formulas 2 and 3.

Figure 1 demonstrates how a modification of arguments of one type influ-
ences the decision assuming other type arguments on a fixed level for a vari-
ety of operators. The following observations regarding plots in Figure 1 can be
made: Lukasiewicz t-norm/bounded sum t-conorm are insensitive for values of
arguments low (t-norms) or high (t-conorms) enough. These operators achieve
lower/upper saturation state for values of arguments smaller/greater than some
threshold. The impact of upper and lower thresholds is distinctly visible in dif-
ferences between plots, where b = 0.2 and b = 0.8. The first one has all premises
equal to 0.2. As a result, only for very strong priorities (greater than 0.8) we can
get the decision greater than 0. In contrast, for strong arguments (like b = 0.8)
the decision gets drawn to the upper threshold level and it is equal to 1, unless
premises are combined with very small priorities. It happens only for k = 5 and
k = 4, which are in this decision problem relatively big numbers of weak priori-
ties. The middle plot (for b = 0.5) shows decisions for moderate arguments and
transition between the extremes. In this case both lower and upper thresholds
are clearly visible. Right plot concerns strong positive premises (b = 0.8). For
such strong premises set the only case where the consumer is not able to make
a positive decision is when all priorities are very small (for k = 5 and x in the
range [0, 0.2]).
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Second pair of operators of interest are arcsine generated dual norms, for
which decision making results are in the second row of Figure 1. We see simi-
larity between plots in the first and the second row. For both pairs of operators
decisions vanish (are set to 0) for small input arguments and get saturated (to
1) for high arguments. In the case of Lukasiewicz t-norm and bounded sum the
critical (threshold) point is sharp and easy to identify on the plot, while for
arcsine generated dual norms the transition between 0 and 1 is smooth.

First column in Figure 1 shows that if positive premises influencing the deci-
sion are of weak intensity (first column, b = 0.2), then the consumer makes a
positive decision only if all priorities are close to 1. This agrees with a com-
mon sense. We expect weak positive premises to vote over priorities. In contrast,
if premises were higher at the beginning (middle and right plots, b = 0.5 and
b = 0.8 respectively) it is easier to reach positive decision. Also in real life, we
would expect that if our convictions about certain issue were high at start, we
would have necessary motivational background to encourage certain decisions.
In our model, priorities could be interpreted as the hot system described by W.
Mischel in [10]. Evaluation of priorities under biased or emotional circumstances
could lead to unexpected strong feelings towards certain products, for example
chocolates. Though the rational cold system, here represented with premises,
knows that in order to be healthy we should not be eating chocolate, strong
positive stimuli of the hot system (priorities) could outvote it.

3.2 Discussion on Selected Balanced Norms

The application of balanced norms and conorms is an objective of this paper
and it is an original input of the authors to the field of decision making based on
both positive and negative forces. We use balanced norm and conorm associated
with tan(π/2 ·) in the [−1, 1] domain.

We consider vectors of premises [p1, . . . , p10] and priorities [r1, . . . , r10]. The
elements of both vectors are assumed to hold positive and negative values. It is
assumed that the corresponding elements in vectors of premises and priorities
are either both positive or both negative. Any case of different types of values
(negative and positive) in corresponding elements is not considered.

Alike in Section 3.1, there are 5 pairs of positive premises/priorities. Positive
values of premises are constant and equal b. k priorities change in the unit interval
x ∈ [0, 1] - the reference is on the OX axis. 5 − k positive values of priorities
remain fixed at the same level as premises (b). There are j pairs of negative
premises/priorities. Pairs of negative premises and priorities are set to the same
negative constant value c, while the other 5 − j pairs of premises and priorities
are not considered.

Unlike in Section 3.1, computing decision support may not be straightfor-
ward. Balanced norms obtained with generators such as arctangent hyperbolic
and tangent are associative and commutative with the only exception for numeric
values of different signs, c.f. Section 2.4. However, associativity and commuta-
tivity are not satisfied by norms generated, for instance, by arcsine. Therefore,
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computing with balanced norms following Formulas 2 and 3 is not valid. Instead
we employ more complex assumptions.

Let us remind that at first corresponding premises and priorities are moder-
ated with a balanced norm. Secondly, results of such balanced norm aggregation
are aggregated with a balanced conorm. Let us introduce two different schemes
of aggregation with a balanced conorm are applied: batch aggregation and one-
by-one aggregation.

Batch Aggregation - positive and negative results moderated with a balanced
norm are aggregated separately with a balanced conorm. Then, both results
computed by the balanced conorm are aggregated with the same conorm:

S

(
S

(
T (pi1 , ri1), . . . , T (pi5 , ri5)

)
, S

(
T (pi6 , ri6), . . . , T (pi5+j

, ri5+j
)
))

(5)

where:
– pi1 , ri1 , . . . , pi5 , ri5 � 0 and pi6 , ri6 , . . . , pi5+j

, ri5+j
� 0

– T is a balanced norm and S is a balanced conorm.

This formula is valid due to associativity of balanced triangular norms for non-
negative arguments and for non-positive arguments as well as commutativity of
balanced conorm for two arguments.

One-by-one Aggregation - consecutive results of a moderation with balanced
norm are aggregated with a dual balanced conorm according to the following
formula:

S
(
S

(
. . .

(
S

(
T (p1, r1), T (p2, r2)

)
, T (p3, r3)

)
, . . .

)
, T (p5+j , r5+j)

)
(6)

Following orderings of negative and positive values and corresponding vectors of
premises and priorities are proposed:

1. 5 positive values first and then 5 negative ones:
p1 = p2 = p3 = p4 = p5 = b and p6 = p7 = p8 = p9 = p10 = c
r1 = r2 = r3 = r4 = r5 = x and r6 = r7 = r8 = r9 =10= c
Prem = [b, b, b, b, b, c, c, c, c, c] and Prior = [x, x, x, x, x, c, c, c, c, c]

2. 5 negative values first and then 5 positive ones:
p1 = p2 = p3 = p4 = p5 = c and p6 = p7 = p8 = p9 = p10 = b
r1 = r2 = r3 = r4 = r5 = c and r6 = r7 = r8 = r9 = r10 = x
Prem = [c, c, c, c, c, b, b, b, b, b] and Prior = [c, c, c, c, c, x, x, x, x, x]

3. 5 positive values first and then j negative ones:
p1 = . . . = p5 = b and p6 = . . . = p5+j = c
r1 = . . . = rk = x, rk+1 = . . . = r5 = b and r6 = . . . = r5+j = c
Prem = [b, b, b, b, b, c, c, . . .] and Prior = [x, . . . , x, b, . . . , b, c, c, . . .]

4. alternate positive/negative values beginning with a positive one:
p1 = p3 = p5 = p7 = p9 = b and p2 = p4 = p6 = p8 = p10 = c
r1 = r3 = r5 = r7 = r9 = x and r2 = r4 = r6 = r8 = r10 = c
Prem = [b, c, b, c, b, c, b, c, b, c] and Prior = [x, c, x, c, x, c, x, c, x, c]
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Fig. 2. Decision making modelling with dual balanced norms associated with tangent.
Batch aggregation with scheme no. 3 is applied. Decision problems are based on 5 pairs
of positive premises of strength b and priorities of strength x (on the OX axis) and j
negative pairs of premise/priority both of strength c.

5. alternate positive/negative values beginning with a negative one:
p1 = p3 = p5 = p7 = p9 = c and p2 = p4 = p6 = p8 = p10 = b
r1 = r3 = r5 = r7 = r9 = c and r2 = r4 = r6 = r8 = r10 = x
Prem = [c, b, c, b, c, b, c, b, c, b] and Prior = [c, x, c, x, c, x, c, x, c, x]

Various aggregation scenarios are constructed to represent different real-
world decision making problems. We aimed at proposing processing schemes
that would have the capacity to illustrate a wealth of real-life situations.

Figure 2 illustrates decision making results based on balanced norms associ-
ated with tangent additive generator. Tangent-based norms overestimate weak
arguments. Emphasizing effect is clearly visible in two top lines (for zero or few
negative input pairs: j = 0, j = 1 and j = 2) in the bottom row. Emphasizing
effect causes also that in the top left plot (for b = 0.2 and c = −0.6) decisions
computed with tangent are higher, than if we would have had applied arcsine or
arctangent hyperbolic-based connectives. Tangent-based operators reflect well
consumer behaviour. Overestimation of weak arguments is a behavioural bias
of decision making - persistent deviation we observe. If we aggregate strong
premises/priorities the strengthening effect is not present and results are in-
between decisions computed with arcsine and arctangent hyperbolic norms.

With growth of the number of negative arguments decisions become weaker.
Lines on the left plot in the bottom row of Figure 2 are placed one above another.
For j = 0 lines are higher than for j = 1, j = 2, j = 3, j = 4 and j = 5 and
so on. Decisions computed with tangent are relatively high, but with an upper
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boundary. Saturation effect is well-visible in right plots, which present decision
cases with strong positive result. Similarly, we see a clear threshold for a negative
decision in top left plot (for j = 4, b = 0.2 and c = −0.6).

Other norms are not considered here due to space constraints.

4 Conclusion

The article presents an approach to decision making modelling. The method
is based on aggregation of premises influencing given decision. We emphasize
the distinction between the two schemes: unipolar and bipolar. The unipolar
approach, which could be represented with fuzzy sets and triangular norms, is
able to process positive information only. The bipolar approach realized with
balanced fuzzy sets and balanced norms overcomes this limitation and could be
applied to represent positive and negative premises of different intensity. Build-
ing on the assumption that there is a relation between decision and an order,
in which consumer acknowledges premises influencing this decision we have dis-
cussed various aggregation schemes that mimic different real-life decision making
scenarios. Presented ideas have been illustrated with a brief case study, where
we apply and compare different operators in several decision making problems.
The study confirms advantageous modelling capability of the proposed methods.
In future, we plan to continue the development of this framework. In particular,
we plan to use it to describe basic behavioral biases in decision making.
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Abstract. This paper presents a heuristic method for minimization of incom-
pletely specified finite state machine with unspecified values of output va-
riables. The proposed method is based on two states merging. In this method, 
such optimization criteria as the power consumption and possibility of merging 
other states are taken into account already at the stage of minimizing internal 
states. In addition to reduction of the finite state machine (FSM) states, the me-
thod also allows reducing the number of FSM transitions and FSM input va-
riables. Experimental results for various styles of state assignment are pre-
sented. The results show that this approach to minimization of FSM in most of 
cases is more effective than classical methods in respect of power consumption. 

Keywords: Finite State Machine (FSM) · State minimization · Low power  
design 

1 Introduction 

A finite state machine (FSM) is a model used in the design of various computation 
structures like sequential circuits, digital control systems, microprocessor control 
circuits, digital communication systems, iterative networks, communication protocols, 
etc. For various reasons the transitions between the FSM states or the FSM outputs 
may be not completely specified. An incompletely specified finite state machine 
(ISFSM) is the one where either the next state or the output is not specified for at least 
one input vector. Minimization of  ISFSMs is an important task in the optimal design 
of sequential circuits. 

A general theory for incompletely specified machines was first developed in [1]. 
The standard approach to solution of the problem of ISFSM’s state reduction is based 
on a generation of sets of compatible states (or compatibles) and finding of a minimal 
closed cover. The problem of minimization of ISFSMs is an NP-complete problem [2] 
and has been studied by a number of authors. In [3], a program called STAMINA that 
runs in exact and heuristic modes and uses explicit enumeration for the solution of 
state minimization problem is presented. In [4], an exact state minimization algorithm 
based on mapping of ISFSMs to FSMs tree is presented. In [5], a branch-and-bound 
search technique for the identification of sets of compatible states is described.  

The conventional approach to the synthesis of FSMs includes the following stages, 
which are executed sequentially: minimization of the number of internal states, state 
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assignment and synthesis of the combinational part of the FSM. However, classical 
approach often contradicts the FSM optimization goal at the stage of logic synthesis 
because both the minimization of the number of internal states and their assignment 
completely ignore the features of the technological base and the requirements of logic 
synthesis. In [6-8], the implementation cost is minimized simultaneously with the 
minimization of the power consumption at the stage of state assignment. In the major-
ity of these works, genetic algorithms are used. In [9], the minimization of power 
consumption and delay is considered for asynchronous FSMs. The concept of a low 
power semi-synchronous FSM operating on a high frequency is proposed that can be 
implemented and tested as an ordinary synchronous FSM. In [10], a two-level struc-
tural model is proposed to minimize the power consumption, area, and delay. The first 
level of this model consists of sequential units, while the second level consists of 
combinational units of limited size. 

The analysis of available studies showed that there are no works in which the num-
ber of internal states and power consumption are simultaneously minimized.  In this 
paper, we propose a heuristic method for minimization of incompletely specified 
FSMs with unspecified values of output variables. This method is based on an opera-
tion of two states merging. In this method, such optimization criteria as the power 
consumption and possibility of merging other states are taken into account already at 
the stage of minimizing internal states. In addition to reduction of internal states this 
method minimizes the number of FSM transitions and FSM input variables.  

2 Preliminaries 

An ISFSM can have incompletely specified outputs and incompletely specified transi-
tions. Incompletely specified outputs take place when the value of the output variable 
does not influence on functioning of the controlled object, e.g. when a carry voltage is 
not applied to the controlled object. Incompletely specified transitions arise when 
some input vectors never appear on FSM inputs, e.g. the codes of hexadecimal figures 
A-F at work in a decimal notation.  

In practice, designers usually redefine the unspecified transitions by transitions to 
the present state, or to the reset state, or to an additional state, where an error signal is 
generated. It makes it possible to increase the functional reliability of the digital sys-
tems. In the offered approach we define the unspecified values only of the output 
variables and do not change the unspecified transitions.  

Let us denote by L the number of FSM input variables of a set X = {x1,…,xL}, by N 
the number of FSM output variables of a set Y = {y1,…,yN}, by M  the number of FSM 
internal states of a set A = {a1,…,aM}, and by R the minimal number of bits required 
to encode internal states, where R = intlog2M.  

A FSM behavior is described by the transition list. The transition list is a table with 
four columns: am, as, X(am,as), and Y(am,as). Each row of the transition list corres-
ponds to one FSM transition. The column am contains the state where the transition 
begins (a present state), the column as contains the state where the transition ends (a 
next state), the column X(am,as) contains the set of values of the input variables that 
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initiates this transition (a transition condition or an input vector), and the column 
Y(am,as) contains the set of values of the output variables that is generated by FSM at 
this transition (an output vector). An ISFSM output vector is represented by ternary 
vector. For example, Y(am,as)=”01-0”, where 0 denotes  zero value, 1 denotes unity 
value, and dash (“-“) denotes a don’t care value of the corresponding output variable.  

The transition condition may be described in the column X(am,as) in the form of 
conjunction of FSM input variables. The transition condition can also be represented 
by a ternary vector. For example, X(am,as) = “1-10-0” where unit (1) means that the 
corresponding input variable is included in conjunction in the direct form, zero (0) 
means that the corresponding input variable is included in conjunction in the inversed 
form, and dash (“-“) means that the value of the input variable does not affect the 
FSM transition. Since the FSM behavior is deterministic, all the transition conditions 
from every FSM state should be mutually orthogonal. Two transition conditions are 
orthogonal if they have different significant values (0 or 1) at least in one position.  

Two FSM states ai and aj can be merged, i.e. replaced by one state ai_j, if they are 
equivalent. Equivalency of two FSM states means that FSM behavior does not change 
when these states are merged in one. FSM behavior does not change after states ai and 
aj merge, if the transition conditions from the states ai and aj that lead to different 
states are orthogonal. If there are transitions from states ai and aj that lead to the same 
unique state, then the transition conditions for such transitions should be equal. More-
over, the output vectors that are generated at these transitions should be not orthogon-
al. Note also that under two FSM states merging wait states can be formed.  

Under FSM states merging the output vectors with unspecified values can be 
merged only if they are not orthogonal. Thus the significant values (0 or 1) remain 
without changes, and the unspecified values are replaced by the corresponding signif-
icant values. For example, let Y(ai,as) =”1-0-0” and Y(aj,as) =”-1010”, and let the 
states ai and aj assume merging, then the output vector Y(ai_j,as) =”11010” will be 
formed at the transition from the new state ai_j to the state as.  

The main strategy of the offered approach consists in finding the set D of all the 
pairs of FSM states satisfying the merging conditions. Then for each pair of states 
from D the trial merging is carried out. Finally a pair (ai,aj) for merging is selected in 
such a way that it leaves the maximal possibilities for other pairs of FSM states merg-
ing. The given process repeats as long as there exists a possibility for at least one pair 
of FSM states merging. The method was described more precisely in paper [11]. 

In distinction from [11], in the present paper we chose for merging at each step the 
pair (ai, aj) that best satisfies the optimization criteria in terms of power consumption, 
and leaves the maximum possibilities for merging other pairs in G. This procedure is 
repeated while at least one pair of states can be merged. 

Let (as, at) be a pair of states in G, where Pst is the estimate of power consumption, 
and Mst is the estimate of the possibility to merge other states. Then, with regard  
to the above considerations, the FSM minimization algorithm can be described as 
follows. 
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Algorithm 1 (general algorithm for FSM minimization) 

1. Using the method described in [11], form the set G of pairs of states that admit 
merging. If G = ∅ (no pairs can be merged), go to step 5 

2. For each pair of states (as, at) in G, calculate the estimates Pst, and Mst  of the opti-
mization criteria. 

3. According to the specified order of optimization criteria, choose a pair of states (ai, 
aj) for merging.  Among all the pairs in G, choose a pair (ai, aj) for which Pij = 
min; if there are several such pairs, then choose among them the one for which Mij 
= max. 

4. Merge the pair of states (ai, aj). Store the results of minimization (transition list and 
corresponding Pst value ). Go to step 1. 

5. Among all saved results of minimization select one with minimal Pst value. 
6. Minimize the number of transitions in the FSM. 
7. Minimize the number of input variables in the FSM. 
8. Stop. 

Merging of the states ai and aj (step 4 of Algorithm 1), minimization of the number of 
transitions (step 6 of Algorithm 1) and minimization of the number of input variables 
(step 7 of Algorithm 1) are performed as described in [11]. 

Algorithms of  minimization of the number of transition an input variables are 
based on some observations. Suppose, for instance, that one transition from a state a1 
under condition x1 leads to a state a2 and the second transition from a1 under condition 

1x  leads to another state a3 and on each of these transitions not orthogonal output 

vectors are formed ( 1x  is an inversed form of the variable x1). Suppose that the states 

a2 and a3 can be merged. After merging a2 and a3, a new state a23 is formed. Now two 
transitions lead from a1 to a2_3, one under condition x1 and the second under condition 

1x . The latter means that the transition from a1 to a23 is unconditional and two transi-

tions can be replaced by one unconditional transition. Notice that in general transition 
conditions from a state a1 can be much more complicated. 

At minimization of the number of FSM transitions one can arrive at a situation when 
certain input variables have no impact on the transition conditions. Suppose, for in-
stance, that one transition from a state a1 under condition x1 leads to a state a2 and 
another transition from a1 under condition 1x  leads to a state a3 and the variable x1 does 

not meet anywhere else in transition conditions of the FSM. Suppose that after the states 
a2 and a3 have been merged, the transition from the state a1 to the state a23 becomes 
unconditional, i.e. it does not depend on values of input variables. The latter means that 
the variable x1 has no impact on any FSM transition and therefore it is redundant. 

3 Estimation of Optimization Criteria 

To estimate the optimization criteria, all pairs of states in G are considered one after 
another. For each pair of states (as, at) in G, a trial merging is performed. For the re-
sultant FSM, its internal states are encoded using one of the available methods that 
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will later be used in the synthesis of the FSM, and the system of Boolean functions 
corresponding to the combinational part of the FSM is built. Next, for the pair (as, at), 
power consumption Pst, and the possibility of minimizing other states Mst are esti-
mated. The optimization criteria for each pair of states (as, at) in G are estimated at 
step 2 of Algorithm 1 using the following algorithm.   

Algorithm 2 (estimation of optimization criteria) 

1. Sequentially consider the elements of the set G. 
2. For each pair of states (as, at) ∈ G, make a trial merging. 
3. Encode the internal states using one of the available methods. 
4. Estimate the power consumption Pst. 
5. Estimate the possibility of other states minimization Mst. 
6. Return to the original FSM (before merging at step 2). 
7. Execute steps 2-9 for all pairs of states in G. 
8. Stop. 

The estimate Mst is determined by the number of pairs of the FSM that can be merged 
after merging the pair (as, at). To provide the best possibilities for merging other 
states, Mst should be maximized. Using the method described in [11], the set Gst of 
pairs of states that can be merged upon merging the pair (as, at) must me find. After 
that, the parameter Mst can be calculated as the cardinality of the set Gst (Mst = | Gst |). 

To estimate the power consumption of an FSM, we use the procedure proposed in 
[12] because it is the most universal and suitable for any hardware components. In 
addition, this procedure is adapted for the CMOS technology. The procedure de-
scribed in [12] makes it possible to calculate the dynamic power consumption of an 
FSM based on the encoding of its internal states and the probability of occurrence of 
one (zero) at each input of the FSM. The power consumption depends on the encod-
ing of internal states. For performing experiments the binary and one-hot encoding 
styles are used. In the one-hot encoding only one bit of the code has ‘1’ value and all 
other bits have ‘0’ value.  In addition, the sequential encoding algorithm for low pow-
er design [13] is proposed to use.  

According to [12], the power consumption of the FSM is determined by the rule: 

  
= =

==
R

r

R

r
rDDr NfCVPP

1 1

2

2

1
 (1) 

where Pr is the power consumed by the flip-flop r, VDD is the supply voltage, f is the 
frequency at which the FSM operates, C is the capacity of flip-flop output, and Nr is 
the activity of the flip-flop r.  

Let ki be a binary code of a state ai ∈ A. Denote by i
rk  the value of the bit r in the 

code ki of the state ai. Then, the activity Nr of switching the memory flip-flop r of the 
FSM satisfies the equation 
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where P(am → as) is the probability of transiting from the state am to the state as (am, 
as ∈ A) and ⊕ is the XOR operation. The FSM must be encoded first to find the activ-
ity of each flip-flop. 

The probability P(am → as)  of transiting from the state am to the state as (am, as ∈ 
A) is given by the rule: 

 ( ) ( ) ( )( )smmsm aaXPaPaaP ,=→  (3) 

where P (am) is the probability of the FSM to be in the state am and P(X(am, as) is the 
probability of appearing the vector X(am, as) initiating the transition from am to as at 
the input of the FSM.  

The probability P(X(am, as) of the vector X(am, as) to appear at the input of the FSM 
is given by the rule: 
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where d ∈ {0, 1, '-'} and P(xb = d) is the probability that the input variable xb in the 
input vector X(am, as) takes the value d. In this paper, we assume that 0 and 1 appear 
at each input of the FSM with the same probability; therefore, P (xb = 0) = P (xb = 1) 
= 0.5 and P (xb = '-') = 1 (the probability that 0 or 1 appear at each input of the FSM is 
equal one  because symbol '-' means logic zero or logic one and any other values can-
not appear at input). For a specific FSM, P (xb = 0) and P (xb = 1) may be different; 
however, it must hold that P (xb = 0) + P (xb = 1) = 1.  

The probability P(ai) to find the FSM in each state ai can be determined by solving 
the system of equations 

 ( ) ( ) ( )( )
=

=
M

m
immi aaXPaPaP

1

, , [ ]Mi ,1∈  (5) 

If there are no transitions between the states am and ai, then we set P (X (am, ai)) = 0. 
If there are several transitions, then P(X (am, ai)) is the sum of the probabilities of 
appearing each input vector initiating the transition from am to ai.  

System (5) is a system of M linear equations with M unknowns P(a1),…, P(aM), 
which can be solved by any available method, for example, by the Gauss method. 
Since the FSM is always in one of its internal states, it holds that  

 ( )
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To simplify the solution of system (5), one equation in (5) can be replaced with (6).  

4 Experimental  Results 

The method for minimization of incompletely specified finite state machines was 
implemented in a program called ZUBR. To estimate the efficiency of the offered 
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method we used MCNC FSM benchmarks [14]. Each of tested FSM benchmarks was 
encoded using binary and one-hot encoding and sequential low power algorithm [13]. 
A power consumption estimation parameter was calculated using following values: 
output capacitance C = 3pF, frequency f = 5MHz, supply voltage VCC = 5V, input 
probability P(xi = 1) = 0,5. The power was calculated for the initial FSM, the FSM 
after minimization using method described in paper [11], the STAMINA program [3] 
and the method described in this paper. 

The experimental results for binary encoding are presented in Table 1, where M0 

and P0 are, respectively, the number of internal states and dissipated power (in mW) 
of the initial FSM; M1 and P1 are, respectively, the number of internal states and dis-
sipated power (in mW) after minimization without taking in consideration power 
consumption (method described in [11]); M2 and P2 are, respectively, the number of 
internal states and dissipated power (in mW) after minimization using STAMINA and 
M3, and P3 are, respectively, the number of internal states and dissipated power (in 
mW) after minimization using proposed method (with taking in consideration power 
consumption).  P0/P3, P1/P3, and P2/P3 are ratios of the corresponding parameters; and 
Average is the geometric mean value.  

Table 1. The experimental results for binary encoding 

Name M0 P0 M1 P1 M2 P2 M3 P3 P0/P3 P1/P3 P2/P3 

bbara 10 62.141 7 62.090 7 57.812 8 61.706 1.01 1.01 0.94 

bbsse 16 226.014 13 226.014 13 232.976 13 226.014 1.00 1.00 1.03 

beecount 7 113.275 5 91.889 4 75.116 5 91.889 1.23 1.00 0.82 

lion9 14 192.569 4 93.750 4 109.375 4 84.375 2.28 1.11 1.30 

s27 6 192.751 5 163.078 5 157.300 5 163.078 1.18 1.00 0.96 

sse 16 226.014 13 226.014 13 232.976 13 226.014 1.00 1.00 1.03 

tma 20 158.348 18 135.475 18 122.372 19 126.884 1.25 1.07 0.96 

train11 12 101.902 4 78.125 4 93.750 6 68.452 1.49 1.14 1.37 

Average                 1.26 1.04 1.04 

 
The analysis of Table 1 shows that application of the proposed method using bi-

nary encoding allows to reduce the number of internal states of the initial FSM. Simi-
larly, the average reduction of the power consumption of the FSM makes 1.26 times, 
and on occasion (example lion9) 2.28 times. In comparison to method from [11] the 
number of states is higher in 3 cases, but the average reduction of the power con-
sumption of the FSM makes 1.04 times, and on occasion (example train11) 1.14 
times. In comparison to STAMINA the number of states is higher in 4 cases but the 
average reduction of the power consumption of the FSM makes 1.04 times, and on 
occasion (example train11) 1.37 times.  

The experimental results for one-hot encoding are presented in Table 2, where all 
parameters have the same meaning as in Table 1. 
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Table 2. The experimental results for one-hot encoding  

Name M0 P0 M1 P1 M2 P2 M3 P3 P0/P3 P1/P3 P2/P3 

bbara 10 83.476 7 82.325 7 82.236 7 82.325 1.01 1.00 1.00 

bbsse 16 252.442 13 252.442 13 252.443 13 252.442 1.00 1.00 1.00 

beecount 7 169.563 5 168.899 4 146.739 5 168.899 1.00 1.00 0.87 

lion9 14 129.522 4 140.625 4 156.250 6 128.906 1.00 1.09 1.21 

s27 6 255.251 5 226.102 5 226.103 5 226.102 1.13 1.00 1.00 

sse 16 252.442 13 252.442 13 252.443 13 252.442 1.00 1.00 1.00 

tma 20 130.134 18 140.384 18 99.033 19 119.320 1.09 1.18 0.83 

train11 12 124.320 4 109.375 4 136.364 4 109.375 1.14 1.00 1.25 

Average                 1.05 1.03 1.01 

 

The analysis of Table 2 shows that application of the proposed method using one-
hot encoding allows to reduce the number of internal states of the initial FSM. Simi-
larly, the average reduction of the power consumption of the FSM makes 1.05 times, 
and on occasion (example train11) 1.14 times. In comparison to method from [11] the 
number of states is higher in two cases, but the average reduction of the power con-
sumption of the FSM makes 1.03 times, and on occasion (example tma) 1.18 times. In 
comparison to STAMINA the number of states is higher in 3 cases but the average 
reduction of the power consumption of the FSM makes 1.01 times, and on occasion 
(example train11) 1.25 times. 

Table 3. The experimental resultS for encoding using the sequential algorithm 

Name M0 P0 M1 P1 M2 P2 M3 P3 P0/P3 P1/P3 P2/P3 

bbara 10 52.389 7 52.664 7 52.664 8 52.171 1.00 1.01 1.01 

bbsse 16 146.468 13 146.468 13 146.469 13 146.468 1.00 1.00 1.00 

beecount 7 89.421 5 91.889 4 75.116 6 89.339 1.00 1.03 0.84 

lion9 14 64.762 4 70.313 4 78.125 5 63.919 1.01 1.10 1.22 

s27 6 168.330 5 148.634 5 148.634 5 148.634 1.13 1.00 1.00 

sse 16 146.468 13 146.468 13 146.469 13 146.468 1.00 1.00 1.00 

tma 20 65.250 18 71.117 18 53.106 19 63.970 1.02 1.11 0.83 

train11 12 63.519 4 70.313 4 85.227 10 62.840 1.01 1.12 1.36 

Average                 1.02 1.04 1.02 

 
The experimental results for encoding using the sequential low power algorithm 

[13] are presented in Table 3, where all parameters have the same meaning as in Ta-
ble 1 and Table 2. 

The analysis of Table 3 shows that application of the proposed method with low 
power encoding allows to reduce the number of internal states of the initial FSM on 
the average by 1.24 times, and on occasion (example lion9) by 1.75 times. Similarly, 
the average reduction of the power consumption of the FSM makes 1.02 times, and on 
occasion (example s27) 1.13 times. In comparison to method from [11] the number of 
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states is 1.28 times higher, occasionally even 2.5 times higher (example train11). The 
average reduction of the power consumption of the FSM makes 1.04 times, and on 
occasion (example train11) 1.12 times. In comparison to STAMINA the number of 
states is higher, occasionally even 2.5 times higher (example train11). The average 
reduction of the power consumption of the FSM makes 1.02 times, and on occasion 
(example train11) 1.36 times.  

It can be noticed that the greater reduction of states in most cases leads to increased 
power consumption of FSMs (in 62.5% of cases). Only for one example (s27) a FSM 
of lesser power consumption was obtained using the method from [11]. In contrast, 
using the method, taking into account the criterion of minimizing the power consump-
tion, there are always obtained machines with less or the same power consumption as 
the initial machines. Additional minimization of the number of transitions in accor-
dance with the method [11] does not cause further reduction in power consumption. 

Table 4 presents the average power consumption for all three encoding styles. PAV0, 
PAV1, PAV2 and PAV3 parameters stand for the average power consumption of the initial 
FSM, the FSM after minimization using the method [11], the FSM after minimization 
using the STAMINA program and the method from this paper accordingly.  

Table 4. Average power comparison for all tested encodings 

Encoding PAV0 PAV1 PAV2 PAV3 

Binary 159126.75 134554.38 135209.63 131051.50

One-hot 174643.75 171574.25 168951.38 167476.38

Sequential 99575.88 99733.25 98226.25 96726.13

 
The analysis of the Table 4 shows that results obtained using presented approach 

are better than results obtained from the STAMINA and method from paper [11] in all 
styles of encoding used. Also, the one-hot encoding style was the most power con-
sumable for all minimization algorithms used and sequential algorithm was the least 
power consumable method of encoding for all considered cases. 

Table 5 presents ratios of power consumption for sequential encoding method in 
relation to binary encoding (PAVB/PAVS) and one-hot encoding (PAVO/PAVS) styles for all 
considered minimization methods, where parameters PAVB, PAVO, PAVS are the average 
power consumption for binary encoding, one-hot encoding and sequential encoding, 
accordingly. 

Table 5. Average power consumption ratios for all tested methods of minimization 

Ratio Initial FSM Method [11] STAMINA This method

PAVB/PAVS 1.60 1.35 1.38 1.35

PAVO/PAVS 1.75 1.72 1.72 1.73

 

The analysis of the Table 5 shows that sequential algorithm for low power encod-
ing is the most efficient in comparison to one-hot encoding (similar values for all 
minimization methods and not minimized FSMs). For binary encoding style, the pow-
er consumed by FSM is higher for the initial FSM than for FSMs after minimization.   
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5 Conclusion 

Minimization of incompletely specified finite state machines is an important step in 
the FSM synthesis. In this paper we presented an efficient method for FSM minimiza-
tion. In contrast to traditional approaches, the proposed method allows to minimize 
not only the number of FSM states and consumed power, but also the number of FSM 
transitions and input variables.  

The main goal of this method is not to find the minimal number of states but the 
such representation of the FSM, which consumes minimal amount of power. Of 
course we obtain in most cases the worse results for state minimization in comparison 
to methods [11] and [3], but much better for power consumption. The most  impor-
tant conclusion from experiments is that the FSM with minimal number of states is 
not in most cases the best solution in respect of power consumption. 

In the offered method of FSM minimization only two states merging is considered. 
The given algorithm can be modified so to merge a group of states containing more 
than two states. Besides, the further perfection of the presented algorithm can be im-
plemented by consideration of incompletely specified values for the transition func-
tions as additional conditions for merging possibility of FSM internal states. 

Performed experiments are only the part of work on the complex minimization me-
thod [15], where not only power consumption, but also speed and area parameters are 
taken in consideration. In future, this method will serve to diminish power and cost 
and increase speed for FSM realization on programmable logic devices.  
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Abstract. The article considers the general synthesis technique of hierarchical 
tree structures on FPGA/SoC for binary comparators. Designing of first level 
comparators is given. The best hierarchical comparator structure for the specific 
FPGA/SoC family is found empirically by experimental researches. The offered 
method allows reducing an area from 5.3% to 43.0%, and for high bitwidth 
comparators (with an input word length 1024) by 2.225 times. In the conclusion 
additional opportunities of the offered method are marked, and main directions 
of further researches are presented. 

Keywords: Binary comparator · Synthesis · FPGA · SoC · Hierarchical tree 
structure · Verilog language 

1 Introduction 

At present, there is a constant tendency to increase the length of words in computer 
systems. The length of words increases rapidly in telecommunication systems and 
data transmission and processing devices. On the other hand, integrated circuits of a 
programmable logic such as Complex Programmable Logic Devices (CPLDs), Field 
Programmable Gate Arrays (FPGAs), and System on Chips (SoCs) are widely used in 
building digital systems [1]. Digital systems as a rule include different standard func-
tional blocks one of which is the comparator of binary numbers [2]. The binary com-
parator is one of the fundamental components in digital systems with many applica-
tions such as the decoding of the microprocessor instruction sets, the renaming of the 
register files in a superscalar system, and the number magnitude comparison in an 
arithmetic logic unit. 

When high bitwidth comparators are constructed, it is sufficient to implement only 
function G “greater-than”  and function E “equal”, because function L “less-than” can 

always be determined on the basis of two first functions: L = G & E .  
The design problem of binary comparators is examined in many articles. In [3], the 

comparator is offered to build like an adder by using of a generate function and a 
propagate function which can be realized by the Manchester carry chain.  

In some designs, a pipeline processing of signals and a mechanism of power off are 
used to increase performance and reduction of energy consumption. In [4], the compa-
rator using two-phase clocking dynamic CMOS logic with modified non-inverting all-
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N-transistor block is presented. The compared output of two 64-bit binary numbers is 
performed in 3.5 clock cycles. In [5], the comparator is based on the priority-encoding 
(PE) algorithm. The circuit is realized with a latch-based two-stage pipelined struc-
ture. The comparator designed with the proposed techniques is 16% faster, 50% 
smaller, and 79% more power efficient as compared with the all-n-transistor compara-
tor [4]. In [6], the prefix tree structure’s area and power consumption can be improved 
by leveraging two-input multiplexers at each level and generate-propagate logic cells 
at the first level, which takes advantage of one’s complement addition. In [7], a priori-
ty encoding (parallel-MSB-checking) algorithm along with a new priority encoder 
design and a MUX-based comparator structure is proposed; the method allows to 
increase performance by 22% in comparison with [5]. In [8], other architectures use a 
multiplexer-based structure to split a comparator into two comparator stages; the me-
thod allows to increase performance by 28% in comparison with [7]. In [9], to reduce 
the long delays suffered by bitwise ripple designs, an enhanced architecture incorpo-
rates an algorithm that uses no arithmetic operations. This scheme detects the larger 
operand by determining which operand possesses the leftmost 1 bit after pre-
encoding, before supplying the operands to a bitwise competition logic (BCL) struc-
ture. The BCL structure partitions the operands into 8-b blocks and the result for each 
block is input into a multiplexer to determine the final comparison decision. In [10], 
the comparator project combines a tree structure with a two phase domino clocking 
structure for speed enhancement. In [11], binary comparator is based on a novel paral-
lel-prefix algorithm. The proposed design shows an energy dissipation reduction of 
23% and a speed improvement of 7%. In [12], the comparator exploits a novel scala-
ble parallel prefix structure that leverages the comparison outcome of the most signif-
icant bit, proceeding bitwise toward the least significant bit only when the compared 
bits are equal. This method reduces dynamic power dissipation by eliminating unne-
cessary transitions in a parallel prefix structure.  

All of the aforementioned works achieve high-performance operations using dy-
namic logic. While dynamic logic has demonstrated superior performance, as com-
pared with static logic, it is not suitable for low-power operation. On the other hand, 
using of static logic allows reducing power consumption significantly. In [13], a new 
tree structure comparator with a pre-encoding scheme is proposed; one is particularly 
suitable for implementation on static logic to ensure low-power consumption. In [14], 
some modifications have been done in binary comparator [13] design to improve the 
speed of the circuit. In [15], a single-cycle tree-based binary comparator with con-
stant-delay (CD) logic is presented. The proposed comparator with CD logic is 20% 
faster or 17% more energy-efficient compared to a comparator implemented with just 
the static logic. 

In [16], the design of digital comparator with two different parallel architectures is 
proposed. These comparators are realized in Verilog and simulated with Xilinx ISE 
8.2i platform. Simulation results show that the first proposed architecture has 23.769 
% less combinational delay and the second proposed architecture has a combinational 
delay of 35.218 % less compared to the traditional design. 

Reviewing of known methods of comparator designing showed that the majority  
of the methods (except for [16]) are intended to implement of the comparators on 
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application specific integrated circuits (ASICs) and are not suitable for designing the 
comparators on the programmable logic. 

This paper presents a universal method for designing of hierarchical tree structures 
of comparators on the programmable logic. Universality of the offered method is that 
the design of the comparator is described entirely in Verilog language; it is applicable 
to all classes of the programmable logic: CPLD, FPGS and SoC; it is also applicable 
to all CMOS process.  The offered method allows changing the number of logical 
levels in a tree structure of the comparator in a broad range, as a result the user can 
select a trade-off of cost against performance. The comparator diagram is completely 
combinatorial circuit which does not contain clock signals therefore it does not re-
quire additional circuits for generating clock signals (unlike the considered known 
methods). Besides, in the offered approach there are no bitwise carries, and paral-
lelism of the diagram provides high speed. 

Section 2 executes the review of related researches. Section 3 describes the general 
synthesis technique the hierarchical structures for the binary comparators. Section 4 
considers synthesis the comparators of the first level. Section 5 discusses experimen-
tal results. Conclusions presents additional opportunities of the offered method and 
also represent the main directions of further researches. 

2 Related Research 

This work is a continuation of researches to find the effective design methods for 
binary comparators based on a programmable logic [17,18,19,20]. In [17], the follow-
ing methods of the comparator synthesis are considered: parallel, sequential, parallel-
sequential, and with adder using. For each method two ways of implementation are 
offered: graphic and in the AHDL (Altera Hardware Description Language) language. 
The experimental researches are performed by the Altera MAX+PLUS II platform for 
64-bit comparators and the results are compared to the Altera parametrized function 
lpm_compare. 

In [18], the method of the comparator design in the form of a hierarchical structure 
is offered. The experimental researches are executed by Altera MAX+PLUS II plat-
form. The offered method is compared to the sequential and parallel methods [17], 
and also to the Altera parametrized function lpm_compare, and to the method that 
implemented in the AHDL language compiler. At the first level of the hierarchical 
structure the 4-bit comparators are used. These comparators are built by four methods: 
the lpm_compare function, the AHDL language, and the parallel and sequential me-
thod [17]. 

In [19], the hierarchical structures of 64-bit comparators were researched by Quar-
tus II 13.1 platform for Altera CPLDs and FPGAs. The 4-bit comparators formed a 
first level of the hierarchical structure. Two methods for building the first level com-
parators are used: Verilog language and pm_compare function. A connection of the 
comparators in the hierarchical structures for different configurations was executed by 
the graphics editor of Quartus II platform. By this method 15 hierarchical structures 
of the 64-bit comparator were constructed. The second group of the comparators is 
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made by similar structures, but LCELL [21] buffers were set on outputs of the compa-
rators of the first level. Such parameters as the implementation cost, the performance, 
and the power consumption were researched. Results were compared to the 
lpm_compare function. For CPLDs the offered method allows reducing the imple-
mentation cost by 32%, the delay by 44%, and the power consumption by 18%. For 
FPGAs the method allows reducing the implementation cost by 17% and the delay by 
26%, thus power consumption does not change. 

In [20], the combined technique was used for designing the 128-bit and 256-bit 
comparators. The 64-bit comparators made the first level. The 64-bit comparators 
were built by a parallel-sequential method [17] from sections on 2-, 4-, 8-, 16-, and 
32-bit. The hierarchical structure of the 128-bit and 256-bit comparators was designed 
by the graphics editor of Quartus II platform. The offered method, in comparison with 
the lpm_compare function, allows reducing the implementation cost by 13% and the 
delay by 18% for 128-bit comparators, and for 256-bit comparators, respectively, by 
19% and by 54%. 

In [18,19,20], the methods of designing comparators generally on 64 bits were 
considered. In [18], for researches the outdated MAX+PLUS II platform and the 
AHDL language that supported only by Altera tools was used. In [18,19], the 
lpm_compare function and the AHDL language were used to implement comparators 
of the first level. Besides, the graphics editor of Quartus II platform was used to de-
sign hierarchical structures of comparators. The specified shortcomings do not allow 
the synthesis method [18,19,20] of the hierarchical comparator structures to be the 
universal method claiming for broad application. 

This paper offers the synthesis method of the hierarchical structures of the high 
bitwidth comparators in Verilog language. This method has next distinctive features: 
all elements of hierarchical structure are described only in Verilog language, the 
graphics editor is not used, and the lpm_compare function is not used. Therefore the 
offered method is universal and can be used for the implementation of the binary 
comparators on any integrated circuits (CPLD, FPGA, SoC or ASIC) by design tools 
of any vendors. Single restriction is that these design tools must support the Verilog 
language. 

3 A General Synthesis Technique of the Hierarchical 
Structures for Binary Comparators 

The proposed hierarchical structure for binary comparators is shown in Fig. 1. It con-
sists of modules of the first level comparators CMP1,…,CMPN and the combinatorial 
circuit CL. Each comparator of the first level CMPn represents the binary T-bit com-
parator which realizes two functions: the function “greater-than” gn and the function 

“equal” en, where n= N,1 .  
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Fig. 1. The generalized hierarchical two-level structure of the comparator C_M_NxT 

The combinatorial circuit CL calculates values of the output functions “greater-
than” G and “equal” E for entire hierarchical structure.  Inputs for the combinatorial 
circuit CL are values of output functions of first level comparators. For computing the 
values of the G and E functions the following equations are used: 

 G = gN + eN & gN-1 + eN & eN-1 & gN-2 +…+ eN & e N-1 & … & e2 & g1; (1) 

and  

 E = e1 & e2 & … & eN. (2) 

The hierarchical structure in Fig. 1 is described by the formula:  

 C_M_NxT, (3) 

where C is the abbreviation of the word "Comparator", M is the width (the number 
of bits) of input words of the comparator, N is the number of the first level compara-
tors, and T is the width of input words of first level comparators. In the formula (3) 
the following condition must be executed: M = NT. 

The hierarchical two-level structure in Fig. 1 can be used as comparators of the 
first level. By similar way the hierarchical structure for the comparator with the high 
value of the M can be constructed. The example of the multi-level hierarchical design 
for the comparator C_16_2x8_2x4_2x2 is shown in Fig. 2. Here the 2-bit comparators 
C_2 are located at the first level, and the combinatorial circuits CL make all subse-
quent comparator levels. 
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Fig. 2. Implementation a multi-level structure of the comparator C_16_4x4_2x2 

The generalized hierarchical structure of the binary comparators is described by the 
formula: 

 C_M_NQxTQ_NQ-1xTQ-1_ … _N1xT1, (4) 

where Q is the number of levels in the comparator structure, Nq is the number of 
the comparator modules on the level q, and Tq is the bitwidth for comparators on the 

level q, q= Q,1 .  

In a formula (4) the following conditions must always be satisfied: 

 M = NQTQ; 

 Tq = Nq-1Tq-1, ∀ q= Q,1 . (5) 

The number Q of the levels in the formula (4) determines a depth of the combinatorial 
circuit CL in Fig. 1. Taking into account the first level comparators, the total number of 
the logic levels in the hierarchical structure (4) is equaled of the Q + 1. 
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The synthesis method of the hierarchical structures of comparators is based on the 
formula (4) and the conditions (5). Note that several hierarchical structures can cor-
respond to one comparator. These structures can have the different numbers of levels 
and vertices at each level. Besides, the hierarchical structures can have different com-
parators at the first level which are distinguished by the lengths of input words. 

4 The Synthesis of the First Level Comparators 

In the considered approach for all hierarchical structures of the comparators at the 
first level it is offered to use the 2-bit comparators. Let A = (a2, a1) and B = (b2, b1) be 
input words of the 2-bit comparator. The Boolean function “equal” for the 2-bit com-
parator is not minimized and it has the form: 

 E= a 2& a 1& b 2& b 1+ a 2&a1& b 2&b1+a2&a1&b2&b1+a2& a 1&b2& b 1. (6) 

The Boolean function “greater-than” for the 2-bit comparator after minimization 
has the following form: 

 G = a2& b 2 + a1& b 2& b 1 + a2&a1& b 1. (7) 

The logical equations (6) and (7) for the 2-bit comparators of the first level, the 
logical equations (1) and (2) for the combinatorial circuit CL in Fig. 1, and the formu-
la (4) with constraints (5) are used to build the hierarchical tree structures of the com-
parators.  

The hierarchical structure by the nature has the smallest time delay of the signal 
passing in comparison with the linear decomposition or the sequential implementa-
tion. Therefore it is possible to expect that hierarchical structures of the designed 
comparator will have low implementation cost and high performance. 

It is an open question: what formula of the hierarchical comparator structure is the 
best at implementation for a particular comparator bitwidth on specific FPGA family. 
The response to this question is defined empirically by experimental researches.  

5 Experimental Results 

The following designs of hierarchical comparator structures were developed in Veri-
log language to check the efficiency of the offered method: 

one structure of the 4-bit comparator  

C_4_2x2; 
two structures of the 8-bit comparators  

C_8_2x4_2x2; 
C_8_4x2; 
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four structures of the 16-bit comparators  

C_16_2x8_2x4_2x2; 
C_16_2x8_4x2; 
C_16_4x4_2x2; 
C_16_8x2; 

eight structures of the 32-bit comparators 

C_32_2x16_2x8_2x4_2x2; 
C_32_2x16_2x8_4x2; 
C_32_2x16_4x4_2x2; 
C_32_2x16_8x2; 
C_32_4x8_2x4_2x2; 
C_32_4x8_4x2; 
C_32_8x4_2x2; 
C_32_16x2; 

and similar 16 structures of the 64-bit comparators. 

From the designed hierarchical comparator structures on 8-, 16-, 32-, and 64-bits 
the structures with the best results in implementation cost were selected. The follow-
ing comparator structures were constructed from the selected comparator structures: 

21 structures of the 128-bit comparators; 
25 structures of the 256-bit comparators; 
17 structures of the 512-bit comparators; 
17 structures of the 1024-bit comparators. 

For designing the hierarchical structures of comparators on 128 bits all the struc-
tures of comparators on 8, 16 and 32 bit, and the structure C_4_2x2 (in all 15 struc-
tures) were considered. From the structures of comparators on 64 bits the 6 structures, 
which are the best at an implementation cost at least for one family FPGA/SoC, were 
selected. Thus it was constructed 21 hierarchical structures of comparators on 128 
bits. The hierarchical structures of comparators on 256-, 512-, and 1024 bits were 
similarly built. 

All designed hierarchical comparator structures are described in Verilog and rea-
lized with Altera Quartus II 13.1 platform. The implementation cost was measured by 
the number of the functional generators LUT (Look-Up Table). The results received 
by the hierarchical comparator structures were compared to the standard (traditional) 
description of the comparator in Verilog language [22]. Note that the results obtained 
by the standard description exactly match the results received by the parametrized 
function lpm_compare. 

Some families FPGA/SoC have the identical implementation cost for the offered 
hierarchical structures of comparators and for the standard description. Therefore all 
FPGA/SoC families can be divided into three groups: 

 
group 1 – Arria II GX, Stratix III, and Stratix IV; 
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group 2 – MAX II, MAX V, Cyclone III, and Cyclone IV; 
group 3 – Arria V GZ and Cyclone V. 

The results of experimental researches are given in Table 1, where C_m is the 
comparator with a width of words on m bits, CS is the implementation cost in case of 
standard approach, CH is the smallest implementation cost received by using hierar-
chical structures, and CS/CH is a relation of the corresponding parameters.  

Table 1. Research results of the hierarchical comparator structures for Altera FPGA/SoC 

Comparator Arria II GX 
Stratix III 
Stratix IV 

MAX II 
MAX V 
Cyclone III 
Cyclone IV 

Arria V GZ 
Cyclone V 

CS CH CS/CH CS CH CS/CH CS CH CS/CH 
C_2 2 2 1.000 2 2 1.000 2 2 1.000 
C_4 4 4 1.000 6 6 1.000 3 3 1.000 
C_8 8 9 0.889 13 11 1.182 6 6 1.000 
C_16 20 19 1.053 27 24 1.125 12 12 1.000 
C_32 41 37 1.108 53 48 1.104 28 23 1.217 

C_64 82 74 1.108 107 96 1.115 59 46 1.283 
C_128 141 149 0.946 213 194 1.098 119 96 1.240 
C_256 254 302 0.841 427 392 1.089 236 165 1.430 
C_512 521 587 0.888 853 794 1.074 (1) (1) - 
C_1024 2645 1189 2.225 1707 1590 1.074 (1) (1) - 

(1) – the compiler issues the message: not enough external outputs 

 
The analysis of Table 1 shows that in all groups for comparators C_2 and C_4 the 

standard approach and the proposed hierarchical method show identical results. In group 
1 the hierarchical method is better for comparators C_16, C_32 and C_64, and the  
implementation cost decreases from 5.3% to 10.8%. For the comparator C_1024 the 
hierarchical method exceeds the standard method by 2.225 times. In group 2 since  
the comparator C_8 and to the comparator C_1024 the hierarchical method is better than 
the standard method, and the implementation cost decreases from 7.4% to 18.2%.In 
group 3 the hierarchical method is better than the standard method for comparators from 
C_32 to C_256, and the implementation cost decreases from 21.7% to 43.0%. 

In this work the efficiency of the considered synthesis method of the comparators 
was researched only concerning the implementation cost. Similar approach can be 
also used to minimize the delay or the power consumption. 

6 Conclusions 

In the provided approach 2-bit comparators were used at the first level of hierarchical 
structures. Comparators with different number of bits (e.g. 3, 4, 5) can also be used at 
the first level.  
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The offered synthesis method of hierarchical comparator structures can be also 
used to implement of comparators in other languages of hardware description, for 
example VHDL and SystemVerilog. The provided method can be used to find the 
best hierarchical comparator structure of a certain size for a specific FPGA or SoC 
family. The offered method can be enhanced by using of architectural features of the 
FPGA/SoC, for example fast carry chains, fast cascade chains, buffers LCELL.  
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Abstract. In this paper we present a new approach to registration and
sequencing of microscope images obtained from serial sections of large
blood vessels at macroscopic levels of magnification. It is assumed that
subsequent section images may be located inadequately in the image
series. Translations and rotations of the object of interest can occur.
Some images can be also reflected vertically or horizontally. The pro-
posed algorithm is based on the center of gravity estimation and the
phase-only correlation (POC) and uses standard image normalization as
a preprocessing procedure. The method is fully-automatic and robust to
common image distortions. The quality of registration is measured by
the mean value of the sum of absolute difference between images. This
criterion can be used also for slide images sequencing, when the image
acquisition is performed independently for each section. A set of exper-
iments, carried out using sampled microscopic images of a vein section,
proves experimentally the effectiveness of the proposed approach.

Keywords: Image processing · Microscopic image · Rigid image
registration · Image normalization · Object matching · Phase-only
correlation

1 Introduction

Medical images are widely used within healthcare for diagnosis, planning treat-
ment, guiding treatment and monitoring disease progression. In many cases,
multiple images are acquired from subjects at different times and with different
imaging modalities. There is also a notion of comparing images obtained from
patient cohorts in place of single subjects captured multiple times [6].

A medical image can refer to various types of images that possess very dif-
ferent underlying physical principles and very different applications. It covers
images varying from microscopic images of histological sections to video images
used for remote consultation. It becomes crucial to find ways of accurately align-
ing the information in the different images and providing tools for visualizing
the combined images.
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Image registration is a very important step in processing sequences of images
[6], [11], [16]. A large number of algorithms have been developed to perform
registration of medical and biological images. Image registration is the process
of aligning multiple images representing the same scene that were captured at
a different time, at or by a different set of modalities [6]. The process involves
the transformation of the coordinate systems of the reference image and the
input image into the joint coordinate system. It must ensure that the corre-
sponding structures are precisely located at the same positions in the images to
be matched [3]. One type of approach in image registration consists of estimat-
ing the geometric transformations of translation, rotation, scaling or perspective
between the reference and input images, based on the pixel intensity. The pro-
cess is iterative and aims to optimize the elected measure of similarity between
the images. Other approaches may involve the identification of corresponding
points or areas in the images [5], [11], [16].

The most common problems of medical image registration cover the varying
deformations and distortions of the imagined tissues, the alignment of images
with different dimensionality, the alignment of images from different subjects or
the geometric distortion formed in the imaging process.

The other set of problems is finding the correct ways of assessing the reg-
istration accuracy. The required accuracy may vary between applications. The
most promising approach in ensuring acceptable accuracy is visual assessment
of the registered images before they are used [6], [9].

Image registration has application in many fields. It is used in remote sens-
ing for multi-spectral classification, environment monitoring, change detection
or weather forecasting. In medicine, it is used in signal fusion from multiple
sources to acquire more accurate information about the patient, to monitor
tumor growth or to compare patient data with anatomical atlases [6]. In [4],
a method of MRI image registration with sub-pixel accuracy and its application
in fMRI is presented. Other applications in biomedical image registration are
presented in [2], [10].

In this paper we present a new approach to the registration and sequencing
of microscope images [9], [13], [16] obtained from serial sections of large blood
vessels at macroscopic levels of magnification. It is assumed that subsequent
section images may be located inadequately in the image series. Furthermore,
not only translations and rotations of the object of interest can occur. Some
images can be also reflected vertically or horizontally. In general, the process of
acquiring the data is imperfect and leads to geometric and pixel intensity-based
distortions in the images. Due to the macroscopic levels of magnification (less
than 100) we can restrict the rigid registration of images, since object deforma-
tion obtained during sectioning is here negligible. The small differences between
geometry of the subsequent images should not be corrected, because these dif-
ferences are caused by the natural morphological structure changes and their
viability depends on section thickness. The proposed algorithm is based on the
center of gravity estimation [1] and the phase-only correlation (POC) [3], [8], [15],
[12] and it uses a standard image normalization as preprocessing procedure [7].
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The method is fully-automatic and robust to common image distortions. The
quality of registration is measured by the mean value of the sum of absolute
difference between images (23). This criterion can be used also for slide image
sequencing, when image acquisition is performed independently for each section.

In the next Section the problem of microscopic section images registration
is formulated. Section 3 provides a concise description of specialized methods
used in the proposed registration procedure. Section 4 presents the detailed
registration procedure adapted to the blood vessel section images obtained at
macroscopic levels of magnification. Section 5 describes a set of experiments for
evaluating the performance of the proposed algorithm. The experimental data
consists of two sets of microscopic images containing vein sections. Finally, in
Section 6 some brief conclusions are presented.

2 Image Registration

An image is a two-dimensional sampled function f(x, y) with a discrete set of
coordinates x = 1, ..., N1 and y = 1, ..., N2, where N1 and N2 denote the width
and the height of the image. Color intensity of the pixels in the image takes up
values from the interval [0, 1]. Images are presented in greyscale.

Images f and g represent the same type of an object, captured with the
same or different modalities. The acquisition can result in the appearance of
differences between acquired objects. We may classify the differences into the
following categories: naturally occurring differences, noise-induced differences,
geometric distortions and intensity distortions.

The first type of differences stems from the two acquired objects being nat-
urally different from each other. It translates into the lack of correspondence
between the pixels of the two objects and the difference in intensity values of
those pixels. The difference is described with the value β(x, y)

β(x, y) = f(x, y) − g(x, y). (1)

If the objects in the images are non-identical, the sum of β(x, y) values will
be grater than zero. These differences should be retained, because they contain
true information about subsequent changes of the morphological structure under
consideration.

The other type of naturally occurring differences comes in the form of noise
induced during the acquisition process. This type of difference is always present
in the images.

The second group of differences, called distortions, corresponds to geometric
displacement of the captured scene and disparity of intensity levels in the image.

The difference in intensity levels of the images results in the objects appearing
in the images with varying intensity. Let us consider that each image’s intensity
changes can be described with parameters α and γ, which are called scaling
factor and offset, respectively. The intensity transformation is denoted with F
and describes the following dependency

F{f(x, y)} = αf(x, y) + γ. (2)
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The result of the intensity transformation F of the image f(x, y) is the image
αf(x, y) + γ. These image differences can be easily removed by the image nor-
malization procedure [7].

The geometric distortion in the acquired objects requires the geometric trans-
formation to map an object from one image to another, because the correspond-
ing points in the images do not match the corresponding points on the objects
in these images. The adequate geometric transformation is denoted with T and
maps both position and the intensity at that position from one image to another.
This dependency is given by

f(x, y) = T {g(x, y)}. (3)

We assume that the image g(x, y) is a translated, rotated and possibly reflected
(vertically or horizontally) replica of the image f(x, y).

The difference between these two images can be described by an unknown
displacement function (d1(x), d2(y)). So, we obtain

g(x, y) = f(x + d1(x), y + d2(y)) (4)

or
f(x, y) = g(x − d1(x), y − d2(y)).

The objective of the image registration is to estimate the affine displacement
function (d1(x), d2(y)). We assume that the displacement is a result (sum) of
geometric transformations of translation, rotation and reflection in a prescribed
order. We also assume that the values of the displacement (d1(x), d2(y)) can be
obtained by estimating the parameters of the respective composite geometric
transformations.

1. Rotation of the image by the angle θ around the point (x0, y0)

f(x, y) = g(xθ, yθ) (5)

where xθ and yθ are given by

xθ = (x − x0) · cos θ + (y − y0) · sin θ + x0

yθ = −(x − x0) · sin θ + (y − y0) · cos θ + y0.
(6)

2. Translation of the image by the translation vector (τ1, τ2)

f(x, y) = g(x − τ1, y − τ2). (7)

3. Reflection of the image. We consider two types of reflections: vertical and
horizontal. Reflection about a vertical axis of abscissa x0 is

f(x, y) = g(−x + 2x0, y) (8)

and the reflection about a horizontal axis of ordinate y0 is

f(x, y) = g(x,−y + 2y0). (9)

The displacement (d1(x), d2(y)) is a sum of displacements generated by each
of the transformations. The order by which the transformations are performed
is significant and it may influence the accuracy of the results of displacement
function estimation.
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3 Used Methods

We have used normalization of the intensity levels in the image as a preprocessing
step.

3.1 Normalization of the Intensity Levels in the Image

The purpose of the normalization of the intensity levels in the image is elimina-
tion of the intensity-based distortion so the images that differ only in intensity
become identical [7]. Let f1 and f2 be two images which differ in the pixel inten-
sity space (see (2)). For arbitrary values of α and γ, the following dependency
holds

N{α1f + γ1} = N{α2f + γ2} (10)

where α1 and α2 are the intensity levels of the images f1 and f2, and γ1 and
γ2 are offsets of pixel intensities in both images, respectively. N denotes the
normalization function of the intensity in the image.

To normalize the intensity level of the image, the influence of α and γ coeffi-
cients needs to be eliminated. The standard normalization function [7] is given
by

N{f(x, y)} =
αf(x, y) − αμ

αfmax − αfmin
=

α(f(x, y) − μ)
α(fmax − fmin)

=
f(x, y) − μ

fmax − fmin
, (11)

where fmax is a maximum intensity value and fmin is a minimum intensity value
in the image. The μ parameter is the mean value of intensity in the image

μ =
1

N1N2

∑

x,y

f(x, y) (12)

where
∑

x,y denotes
∑N1

x=1

∑N2
y=1.

3.2 The Center of Gravity of the Object in the Image

Calculating the position of the center of gravity in an image allows us for detec-
tion of the object and estimation of its position in the image. In practice it
allows us to reduce the size of the processed image to the area where the object
is localized.

We assume that a set of coordinates (x, y) in the image is the center of the
object to be detected. A detection algorithm, defined with a probability-based
function c(x, y), which results in a local maximum of c(x, y) around the center
of each detected object [1].

For an object in a greyscale image the center of gravity is weighted and is
defined as

(xc, yc) =

(∑
x,y xw(x, y)

∑
x,y w(x, y)

,

∑
x,y yw(x, y)

∑
x,y w(x, y)

)

(13)
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where
∑

x,y describes
∑N1

x=1

∑N2
y=1. The weight function w(x, y) is defined as

w(x, y) = a(f(x, y) − m) (14)

where m < minx,y(f(x, y)), when a > 0 and m > maxx,y(f(x, y)), when a < 0.
Parameter a decides if (xc, yc) drifts toward bright pixels (a > 0) or dark pixels
(a < 0) in the image.

The results give a sub-pixel estimate of the central coordinates of an object.
However, since we are not working with sub-pixel precision the results are
rounded to pixels. Of course, sub-pixel accuracy can be used, when more subtle
precision of image registration is necessary.

3.3 Rotation

We propose a simple, but relatively accurate, method of rotation estimation.
The image under consideration is rotated around the center of gravity (xc, yc)
for different θ values. New pixel values are calculated

xθ = (x − xc) · cos θ − (y − yc) · sin θ + xc

yθ = (x − xc) · sin θ + (y − yc) · cos θ + yc
(15)

and used subsequently in the algorithm presented in detail in the next Section.

3.4 The Phase-Only Correlation (POC) Function

Correlation between phase-only versions of the two images to be aligned is used
for image registration. This matching technique uses the phase component of
two-dimensional discrete Fourier Transform (2D-DFT) of the two images [3], [8].
Furthermore, the POC method can be also used for rotation estimation [12].

We assume that f(x, y) is the reference image and g(x, y) is the translated
image of f(x, y) by (τ1, τ2), both of the size N1 × N2. For mathematical sim-
plicity we assume that the index ranges are x = −M1 · · · M1 (M1 > 0) and
y = −M2 · · · M2 (M2 > 0) with N1 = 2M1 + 1 and N2 = 2M2 + 1 [15].

The 2D Discrete Fourier Transforms (2D DFTs) of the images f(x, y) and
g(x, y), denoted F (k, l) and G(k, l), are defined as follows

F (k, l) =
∑

x,y

f(x, y)W kx
N1

W ly
N2

, (16)

G(k, l) =
∑

x,y

g(x, y)W kx
N1

W ly
N2

, (17)

where k = −M1 · · · M1, l = −M2 · · · M2, WN1 = e−j 2π
N1 , WN2 = e−j 2π

N2 , and

operator
∑

x,y
describes

M1∑

x=−M1

M2∑

y=−M2

. For the 2D DFTs of the images, the cross-

spectrum R(k, l) is given by

R(k, l) = F (k, l)G(k, l), (18)
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where G(k, l) is the complex conjugate of G(k, l). The cross-phase spectrum
R̂(k, l) is a normalized cross spectrum R(k, l) defined as

R̂(k, l) =
F (k, l)G(k, l)
F (k, l)G(k, l)

. (19)

The Phase-Only Correlation function r̂(x, y) is the 2D Inverse Discrete Fourier
Transform (2D IDFT) of R̂(k, l) and is given by

r̂(x, y) =
1

N1N2

∑

k,l

R̂(k, l)W−kx
N1

W−ly
N2

. (20)

If the images f(x, y) and g(x, y) are the same, i.e., f(x, y) = g(x, y), the POC
function is defined as

r̂(x, y) =
1

N1N2

∑

k,l

W−kx
N1

W−ly
N2

= δ(x, y) =
{

1 for x = y = 0
0 for others (21)

where δ(x, y) is the Kronecker’s delta function. If the images are translated
by some values (τ1, τ2) as in (7) then r̂(x, y) is a translated Kronecker’s delta
function [17] given by

r̂(x, y) =
{

1 for (x, y) = (−τ1,−τ2)
0 for others (22)

The position of the maximal value of POC function r̂(x, y) identifies the trans-
lation vector (−τ1,−τ2). It has an opposite sign to (τ1, τ2). Of course, there are
known many other methods of translation estimation (see for example [14] and
references cited therein). We have used the POC method, since it is relatively
robust to the images differences.

4 Algorithm Implementation

This section presents the proposed algorithm of object matching in the series
of vessel section images with the use of the Phase-Only Correlation function,
the center of gravity calibration and intensity levels correction. The algorithm
matches the input image to the reference image by estimating the values of the
parameters of the geometric transformations (5)-(9) forming the displacement
between the images.

In the proposed algorithm we can list the following steps: estimation of the
object position in the image, normalization of intensity in the image, rotation
alignment, displacement alignment, reflection alignment and assessment of the
match. The algorithm has a modular structure that allows for easy inclusion of
new procedures or modification and removal of already applied procedures.
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The main loop of the algorithm consists of the following steps:

1. Input the series of images
2. Normalize the images with the function (11).
3. for each pair of normalized images f(x, y) and g(x, y) in the series do:

Calculate the new position of the image center (xc, yc) for f(x, y) and g(x, y)
using the center of gravity function (13).
Extract the W1 × W2 window with the center at (xc, yc) from f(x, y) and
g(x, y).

4. loop for θ on range [−θmax, θmax] do: Rotate image gW (x, y) around its
(xc, yc) coordinates by the angle θ. The rotated image is denoted gW

θ (x, y).
5. for the non-reflected image gW (x, y) do: Estimate the displacement (τ1, τ2)

with the POC function for the images fW (x, y) and gW
θ (x, y).

Translate image gW
θ (x, y) by the displacement (τ1, τ2).

Evaluate the match of fW (x, y) and gW
θ (x − τ1, y − τ2) per criterion (23).

Record the results.
6. repeat for the vertically and horizontally reflected image gW

θ (x, y).
7. repeat loop for the next value of θ.
8. Return the best result.

Estimating the center of gravity of an image allows for the initial detection of
the object in the image. The center of gravity (xc, yc) drifts toward the center of
the object. The estimation allows us to reduce the size of the processing images
f(x, y) and g(x, y) to the area around (xc, yc). The new set of images fW (x, y)
and gW (x, y) of size W1 × W2 (where W1 < N1 and W2 < N2) is focused on the
mass of the object in the image and has most of the peripheral values removed,
making it better suited for the POC function. For fW (x, y) and gW (x, y) further
adjustments of the image center can be made.

Estimation of the center of gravity of the object in the image consists of the
following steps:

1. Calculate the preliminary coordinates of the center of gravity points (xf
c , yf

c )
and (xg

c , y
g
c ) of images f(x, y) and g(x, y).

2. Assign values to indexes xW and yW of window W1 × W2 with the center at
(xc, yc): xW = xc − W1

2 , . . . , xc + W1
2 and yW = yc − W2

2 , . . . , yc + W2
2

3. Extract the window area from images f(x, y) and g(x, y). The new set of
images, named fW (x, y) and gW (x, y), is the size of W1 × W2 with centers
in (xf

c , yf
c ) and (xg

c , y
g
c ) respectively; x = xW and y = yW for fW (x, y) and

gW (x, y).

The rotation procedure is performed on gW (x, y). The new image is rotated
by the angle θ around the center point of gW (x, y). For the rotated image
gW

θ (x, y) a new space of coordinates is assigned (see (5)). The new values are
interpolated from g(x, y) using a linear method. The angular range of θ is
−θmax ≤ θ ≤ θmax. In practical application, we used θmax = 180◦ with 1◦

spacing.
Estimation of object translation with the POC function provides the trans-

lation vector (τ1, τ2) for the rotated by the angle θ image. This part consists of
the following steps:
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1. Calculate DFT for images fW (x, y) and gW
θ (x, y). F (k, l) = DFT[fW (x, y)],

G(k, l) = DFT[gW
θ (x, y)].

2. Calculate R̂(k, l) for F (k, l) and G(k, l).
3. Calculate r̂(x, y) of R̂(k, l).
4. Find coordinates of maximum value of r̂(x, y). It will be the vector of trans-

lation (τ1, τ2).

The value of translation vector (τ1, τ2) is obtained from the POC func-
tion r̂(x, y) of fW (x, y) and gW

θ (x, y). The image gW
θ (x, y) is translated by

(−τ1,−τ2). The estimation with the POC function is repeated for the image
gW

θ (x, y) reflected horizontally and vertically.
The evaluation of the match is performed on the images fW (x, y) and gW

θ (x−
τ1, y − τ2). The criterion is the mean value of the sum of absolute difference
between fW (x, y) and gW

θ (x − τ1, y − τ2) given by

1
W1W2

∑

x,y

fW (x, y) − gW (x − τ1, y − τ2) (23)

The smaller the value of (23), the better the match is.
The final result consists of the value (23) and the set of parameters describing

the transformed image gW (x, y). These are the translation vector (τ1, τ2), the
rotation angle θ, the center of gravity point (xc, yc) and the information on the
type of reflection. The parameters allow for the geometric transformation of the
image g into the image f by using the set of equations (5)-(9).

5 Experiments and Discussion

This section describes a set of experiments for evaluating the performance of the
proposed algorithm. The experimental data consists of two sets of microscopic
images containing vein sections. We can distinguish two types of shapes for
these sections. The sets consist of six and five images of sizes 690 × 615 pixels
and 746 × 1144 pixels respectively. The sample images of each set are shown
in Fig. 1 and Fig. 2. The testing of the algorithm is performed on each image
sequence. The acquired results consist of the estimated values of the parameters

Fig. 1. The image set I consisting of 6 vein section images (I-1,I-2,I-3,I-4,I-5,I-6) of the
size 690 × 615 pixels.
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Fig. 2. The image set II (II-1,II-2,II-3,II-4,II-5) consisting of 5 vein section images of
the size 746 × 1144 pixels.

Fig. 3. The results of the section images registration using the proposed method. I-5
registered with respect to I-1 (on the left) and I-2 registered with respect to I-3 (on
the right).

needed to match the input image to the reference image using the basic geometric
transformations. The parameters include: the center of gravity point (xc, yc), the
rotation angle θ, the translation vector (τ1, τ2) and the type of reflection applied.

The final results were chosen based on the value of the error criterion (23)
used to measure the accuracy of the match for each pair of images in the
sequence. The results are shown in Tables 1 and 2. A row in the table denotes
the reference image and a column denotes the input image to be matched. From
these tables, we can see that the error value varies depending on the reference
image and the input image used. The cause of this disparity lies in the initial dif-
ferences between the objects in the images. Therefore, assessing the value of the
error criterion (23), we have to consider evaluating each result based on which
pair of images it comes from. There is no constant threshold that applies to all
results. The best considered course of action is to choose the best match at the
cross-section of the analyzed image, i.e., the best result in both the row and the
column containing the image. The most reliable assessment remains the visual
confirmation of the acquired results.

Table 1. The value of criterion (23) for the best match of the pair of images in set I.

I-1 0.0708 0.0781 0.0716 0.0569 0.0611

0.0651 I-2 0.0633 0.0708 0.0528 0.0511

0.0825 0.0690 I-3 0.0853 0.0787 0.0706

0.0669 0.0720 0.0776 I-4 0.0688 0.0616

0.0594 0.0526 0.0714 0.0717 I-5 0.0546

0.0650 0.0459 0.0619 0.0665 0.0557 I-6
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Table 2. The value of criterion (23) for the best match of the pair of images in set II.

II-1 0.1175 0.0895 0.0639 0.0676

0.1225 II-2 0.0979 0.1238 0.1265

0.0732 0.0953 II-3 0.0768 0.0733

0.0576 0.1062 0.0751 II-4 0.0627

0.0612 0.1248 0.0832 0.0605 II-5

The sample application of the acquired results to match the input image
to reference image is presented in Fig. 3. The matched image was obtained by
geometrically transforming the input image using the required parameters.

It should be noted that the method allows for the retrieval (building) of the
match for a pair of images using the composition of geometric transformations
from the corresponding pairs. Considering equation (4), it is also possible to
acquire a reverse match by transforming the reference image to match the input
image.

6 Conclusion

The paper presents a proposed algorithm of object matching for a series of
images. The approach makes use of the distinctive features of the objects to
estimate the match. The algorithm is shown to perform on the objects that are
not identical, different on intensity level and geometrically transformed. It esti-
mates the parameters of the geometric transformation differentiating the images
without the influence of natural differences between the objects and the inten-
sity of the images. It should be indicated, that the proposed approach is rather
simple. It works in the image space domain and in the frequency domain con-
secutively, reducing distortion introduced by images displacements.

The method allows for further series analysis of the images. There is a pos-
sibility of applying the method to image scheduling and sequence construction.
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Abstract. Optical Character Recognition (OCR) is a very extensive branch of 
pattern recognition. The existence of super effective software designed for om-
nifont text recognition, capable of handling multiple languages, creates an im-
pression that all problems in this field have already been solved. Indeed, focus 
of research in the OCR domain has constantly been shifting from offline, type-
written, Latin character recognition towards Asiatic alphabets, handwritten 
scripts and online process. Still, however, it is difficult to come across an elabo-
ration which would not only cover the topic of numerous feature extraction me-
thods for printed, Latin derived, isolated characters conceptually, but which 
would also attempt to implement, compare and optimize them in an experimen-
tal way. This paper aims at closing this gap by thoroughly examining the per-
formance of several statistical methods with respect to their recognition rate and 
time efficiency. 

Keywords: OCR · Feature extraction · Shape descriptors 

1 Introduction 

A simple taxonomy of OCR systems can be presented schematically as in Fig. 1. Online 
OCR concentrates on recognition of handwriting in real time. It employs digital devices 
like electronic pads and pens, which allow to acquire data and extract information not 
only from sheer shape, but also from dynamics of writing. The offline counterpart 
processes only static contents – the form of glyphs. It can be further divided based upon 
nature of text it operates on. Heavy variations of style and possible character overlapping 
account for the main problems related to handwritten OCR, especially while handling 
cursive scripts, like Arabic alphabet. OCR designed for machine text does not have to 
handle these issues as the characters are usually well separated and have uniform or at 
least highly predictable shape. Handwritten subsystems, both offline and online, are often 
referred to as Intelligent Character Recognition (ICR). 

Offline OCR processing consists of the following stages. In the beginning, image 
is acquired by scanning or taking a photo of a document. Then it undergoes prepro-
cessing. The term encompasses a set of techniques aiming to improve the quality of 
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Fig. 1. Taxonomy of OCR systems 

the scan. The next stage is binarization to convert the grayscale image to the form that 
features only two intensity levels. Binarization is followed by segmentation of lines, 
words and finally single glyphs or glyph fragments. As characters have been isolated, 
they are subject to feature extraction which means encoding a shape in a sort of nu-
merical representation. Based upon the features, each glyph is subsequently classified, 
or labelled, as a member of one of predefined classes. At the final stage of OCR, the 
whole text is examined word by word against lexical and syntactical compliance with 
the given language rules. 

1.1 Approaches to Feature Extraction 

There are two main approaches to the feature extraction process: statistical and struc-
tural. Statistical methods transform a shape into a strictly ordered set of specified 
length, the so called feature vector, which represents a point in multidimensional 
feature space. They cannot work without a training set, serving as a database 
of mappings between cases and corresponding classes. Based upon the set, a decision 
is made into which class a new, hitherto unknown, case should be incorporated. 
On the other hand, structural approach is directed towards decomposing shapes into 
simpler pieces and establishing relationships between them. Detailed description 
of structural techniques can be found in [1]. 

1.2 Criteria of Statistical Coding Techniques 

The attributes of a well-performing statistical feature extraction technique include 
capability of grouping all instances of the same class into tight clusters in feature 
space in order to aid classification. In [2] this is formulated as “minimizing the within 
class pattern variability while enhancing the between class pattern variability”. Also, 
high robustness to noise and distortions as well as invariance to geometric transforma-
tions are demanded. The code format should be compact which means shape informa-
tion to be carried by as few features as possible. Dimensionality reduction is essential 
as to guarantee that the computational expense of classification process does not ex-
ceed acceptable values. The same remark, regarding execution speed, applies as well 
to the extraction process algorithm. 

1.3 Motivation 

One of the most extensive surveys concerning statistical feature extraction methods 
for OCR purposes was covered in [3]. The authors put considerable efforts to set to-
gether multiple techniques, considering perspectives of their application to different 
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forms of glyphs. They also discussed the aspects of feature invariance and reconstruc-
tability of the shape from a descriptor. The researchers, however, did not show any 
comparison of the described methods in an experimental way. The present paper is 
prepared with a view to complement the aforementioned survey with relevant tests. 
Numerous description techniques were also listed out by [4] (Arabic handwriting) and 
[5] (Devanagari script). 

The paper is organized as follows. The review of shape description techniques is 
conducted within Section 2. Section 3 explains the scope of the research. Section 4 
gives the results of the tests. Finally, the work is summarized in Section 5. 

2 Feature Extraction Techniques 

Within the family of statistical descriptors one can distinguish classes utilizing con-
cepts like [6]: 

• pixel distribution (i.e. zoning, crossings, projection methods), 
• moment invariants (i.e. central moments, Hu moments), 
• series expansion (i.e. Zernike moments), 
• unitary transforms (i.e. Fourier transform, Hadamard transform, cosine transform), 
• contour description (i.e. Freeman chaincodes, polyline approximation, elliptic 

Fourier descriptors). 

There are other approaches to the concept of feature extraction techniques like the 
method based on Toeplitz matrix minimal eigenvalues for script feature extracting 
and description [7, 8] or soft computing approaches. In this paper, however, the au-
thors have limited their research to the most relevant methods and algorithms. 

2.1 Zoning 

Glyph bounding box is divided into rectangular areas. A parameter is computed inside 
each rectangle and treated as a single feature (Fig. 2a). The authors of [9] partition 
an image of size 60ä90 into 54 10ä10 squares. Pixels along each of the 19 diagonals 
of a zone are summed up and the amounts are eventually averaged. Further, average 
values of the zones stacked horizontally and vertically contribute to extra 15 features. 
In this paper the image is zoned as suggested in [9] and pixel density in each region, 
row and column serves as a quantity. 

 

Fig. 2. a) Zonal division, b) Grid used in crossings technique 
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2.2 Crossings 

A custom grid of lines is superimposed on the image and the spots where lines meet 
glyph pixels are used to form features. In the authors' implementation images are 
scaled to (4n + 3) ä (4n + 3) squares (n œ ) and quartered so that one-pixel-wide 
gap is left between the pieces. Four lines are stretched through each quarter: one hori-
zontal, one vertical and two oblique, each going through the center. Additional four 
sections run from the middle of the image, orthogonally towards its edges (Fig. 2b). 
Along each line pixels are registered and their positions are averaged. The obtained 
pairs of numbers are dependant on each other and hence only one value is selected 
towards the feature vector. Thus, vector dimensionality is the same as the number of 
lines – 20. To prevent the algorithm from getting stuck due to undefined situations, 
several emergency scenarios must be taken into account. 

2.3 Projection Histograms 

Pixels are counted column-wise and row-wise, thus two histograms: Hx and Hy are 
created. Consider cumulative histograms Vx and Vy. Their kth bin expresses a total 
of first k bins of Hx and Hy, respectively [3]. By concatenating Vx and Vy, we get the 
feature vector, which is to some extent tolerant to shifting of glyph fragments. 

2.4 Projection Axes 

Image is fragmented into cells. Pixels present within each cell are cast orthogonally 
onto dedicated axes. In this approach features are identified with degrees of projection 
axes filling. The authors of [10] studied this technique coupled with Toeplitz model. 
Figure 3 depicts the cell system used by the authors. 

 

Fig. 3. A variant of projection axes technique 

2.5 Central Moments 

A moment is a scalar quantity that internally describes the shape of a function using 
powers of spatial variables. Potential application of moments in pattern recognition 
was first discovered by Hu and derives from the uniqueness theorem given in [11]. 
If we interpret an image as a pixel intensity function, then a set of moments becomes 
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shape descriptor. Translational invariance can easily be obtained by introducing cen-
tral moments, which for discrete 2D function f(x, y) are expressed by (1): 

 (1) 

where p + q is the order of the moment and {x,  y} is the centroid of the shape. Atten-
tion must be paid to the different orders of moment values magnitudes. This leads to 
unequal contribution from particular dimensions that hinders statistical classification. 
In order to compensate for this drawback, all components are multiplied by ten to the 
power of m - (p + q), where m is the maximal order used (here: 5). The solution 
yields far better classification results than the logarithming and the normalization of 
features. 

2.6 Hu Moments 

From central moments Hu derived similitude invariants (2): 

                                                            
(2)

 

where Γ = (p + q + 2) / 2 and p + q > 1. On the basis of ηpq Hu constructed seven 
expressions invariant under general linear transformations (translation, scale and rota-
tion), the final one also being invariant under skew [11]. 

Unfortunately, seven-dimensional descriptor may fail when paired with a statistical 
classifier. This is due to the incommensurability between vector elements caused, 
similarly to what was pointed out in Section 2.5, by varying and hardly predictable 
orders of magnitude. As a remedy, the authors multiply each invariant by arbitrarily 
chosen factor 10n, where n = 0, 1, 1, 1, 2, 2, 3, respectively. 

2.7 Zernike Moments 

The Zernike moment of order n and repetition m (Anm) is given by the inner product 
of a function f(x, y) and the Zernike polynomial Vnm(x, y). For images the expression 
unfolds as in (3): 

                                 

(3)

 

with “*” to denote complex conjugate. For purposes of this definition, we assume that 
images are of unitary size. The confinement to the unit disk is a consequence of the 
definition of Zernike polynomials, which are a set of two-dimensional, orthogonal, 
complex functions. The properties and applications of Zernike moments were broadly 
investigated in [12]. 

Zernike moments owe their role in pattern recognition to two properties. First, their 
magnitudes are invariant to rotation. Second, the orthogonality of Vnm basis enables 
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reconstruction of an image from a set of moments by summing up consecutive image 
contributions (eq. 14 in [12]). 

2.8 Unitary Transforms 

Unitary transforms are a class of linear transformations which are both orthogonal and 
invertible. One major example of a unitary transform is Discrete Fourier Transform 
(DFT), which is widely utilized in digital signal processing. Thanks to orthogonality, 
the signal can be represented as a finite series expansion without any information 
redundancy. Thus, one may extract desired frequencies whilst discarding the other. 
As the transform is invertible, one can subsequently return with the modified signal 
to the original domain by simple addition of terms. Main motivations to do so are 
signal filtering and data compression. Low-pass filtering is a method for eliminating 
the number of variables needed for successful description and identification. 
A procedure of shape coding requires transforming an N ä N image into N ä N fre-
quency components and selecting only a limited number of transform coefficients 
from the low frequency part of spectrum to build the feature vector. 

The other worth mentioning members of unitary transforms group are: Karhunen- 
Loève Transform (KLT), Discrete Cosine Transform (DCT) and Discrete Hadamard 
Transform (DHT). According to [13], KLT emerges as the ultimate in terms of com-
pactness, but we are short of an efficient way to compute it. The authors of the com-
parison concluded that DCT most closely matches the performance of KLT and they 
also developed a fast DCT algorithm. The transform together with DFT and DHT are 
thus investigated in this work as a tool of shape description. Selected unitary trans-
forms were previously considered in [14] as global features for recognition of online 
handwritten numerals and Tamil characters. 

If we represent a finite, periodic set of N complex samples by f(n), then, as a result 
of DFT, we obtain an equinumerous set of complex coefficients F(k), given by (4): 

                                              
(4)

 

Hadamard transform matrix of size 2N ä 2N (H2N) consists solely of positive and 
negative ones and is defined recursively by (5): 

                           
(5)

 

Discrete Cosine Transform G(k) of set g(n) is given by (6): 

        

(6)
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2.9 Polyline Approximation 

Freeman (1961) [15] proposed a method of encoding contours as a sequence 
of numbers, expressing relative segment positions. Pixels are labelled with digits 0-7, 
dependant on where the adjacent pixel is situated. Freeman chain codes effectively 
describe the shape of a curve with segments connected with each other at a multiple 
of 45° angle. The concept can be easily extended by dividing a contour into N frag-
ments of equal length and connecting the division points with vectors vl (l = 1, ..., N). 
If the curve cannot be divided without a remainder, it remains open. Each vl phase φl 
contributes to the feature vector V = [φ1, φ2, ..., φN], which represents the coarse  
shape of the outline. The angular distance dϕ serves for comparing two feature vectors 
U and V: 

                      
(7)

 

where Δφl denotes the phase difference between vl and ul in radians. It should be 
noted that the technique is appropriate for encoding single contours only, which 
proves inconvenient for representing glyphs that can occur with a diacritic. 

2.10 Elliptic Fourier Descriptors 

Description of closed contours via parametric equations was considered among others 
in [16]. As a result of expanding a parametric curve in Fourier series, one gets coeffi-
cients that strictly depend on size, orientation and selection of starting point 
on a curve [17]. The essence of the problem is to construct expressions relating the 
expansion terms which would be free of undesired information and thus could 
be considered as pure shape features. 

Kuhl-Giardina elliptic descriptors [16] approximate a contour by superposition of  
harmonic phasors that encircle ellipses reflecting particular sine-cosine pairs of x and 
y projection expansions as in (8) and (9): 

           

(8)

 

           

(9) 

where N is the highest order and T is the total contour length. Expansion coefficients 
an , bn , cn , dn have to be normalized with respect to three factors: phase shift θ, orien-
tation ψ and the semi-major axis length E of the first harmonic ellipse. The final out-
come is a set of invariant coefficients an**, bn**, cn**, dn**, which can be expressed 
in matrix notation (10): 
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(10)

 

The authors of [18] applied Kuhl-Giardina Fourier descriptors in their system for 
identification of handwritten Arabic characters. 

3 Matter of Study 

The authors undertake implementation and testing of the methods presented 
in Section 2. The works were conducted using the Java programming language with 
the support of Apache Commons Math library (fast transform algorithms, Section 2.8) 
[19]. All issues were related to binary images – glyphs of triple form: solid, thinned 
and outlines. K3M algorithm was utilized for thinning [20]. The task was targeted 
at relative comparison of description techniques, highlighting their strengths and 
weaknesses and optimization of performance by adjustment of parameters. 

The tests were carried out on own collection of 2460 typewritten glyphs including 
Latin letters and numerals. The dataset is divided into 33 font subsets. Ten of them 
comprise 52 Latin alphabets (both upper and lower case) and ten digits. The remain-
ing 23 scripts contain additional 18 Polish-specific characters (Ą, Ć, Ę, Ł, Ń, Ó, Ś, Ź, Ż 
and ą, ć, ę, ł, ń, ó, ś, ź, ż). The selection of fonts provides broad diversity of styles 
which is responsible for high representativeness of test results. The following font 
styles are present: serif (e.g. Times New Roman), sans-serif (e.g. Arial), console (e.g. 
Consolas), decorative (e.g. Comic Sans) and exaggerated (e.g. Elephant). 

From the broad spectrum of classification algorithms, the authors decided to em-
ploy the simple k-nearest neighbor classifier with Manhattan metric and k = 2. The 
authors' implementation increases k each time there is a tie and repeats the procedure. 
The classifier is not designed to return "not recognized" response. k = 2 is also used 
together with angular metric (refer to Section 2.9). 

                                                     
(11)

 

Feature vectors may be subject to standarization: 
where μ denotes mean of components and σ is their standard deviation. The goal 

of this operation is elimination of significant differences between components, which 
can reach orders of magnitude, while keeping relations between them. 

3.1 Recognition Rate 

Main quality criterion of a feature extraction technique is the percentage of correct 
identification. The examination tool is leave-one-out cross-validation. The analysis 
of recognition rate based upon the whole collection of glyphs may be unreliable due 
to the problems emerging while trying to distinguish lower and upper case counter-
parts of letters: C, O, S, V, W, X, Z, Ć, Ó, Ś, Ź, Ż. Therefore, any attempts of doing so 
are discarded and the corresponding classes are merged into one class, i.e., c ≡ C, 
z ≡ Z, etc. Individual subcategories of the complete set are also examined: letters, 
lower case letters, upper case letters and digits. Polish-specific alphabets are excluded 
from tests of contour descriptors due to strong presence of diacritics. 
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3.2 Execution Speed 

The efficiency of a method is measured by the average time it takes to extract feature 
set from a single character. The value does not encompass previous operations 
of thinning and size normalization. The additional information is mean classification 
time, correlated to the dimensionality of descriptor. Both quantities are given with 
a precision of 1 ms. Alternative indices are: the number of identifications per second 
and the time needed to process one A4 page with 30 lines of text, each containing 
70 characters in average (2100 characters per page). The computations are carried out 
on processor Intel Core 2 Duo T6600, 2.2 GHz. Two factors which may negatively 
affect the speed are: object-oriented nature of the Java programming language and 
suboptimal quality of algorithms. 

4 Experimental Results 

In this section results of investigation categories described in Section 3 are given and 
discussed. Table 1 sets together the characteristics of particular descriptors. Image 
size, glyph form and the dimensionality of descriptors were adjusted with a view 
to achieving highest possible rates. 

Table 1. Descriptor parameters. In column <Image form>: 'S' stands for 'solid', 'T' for 'thinned' 
and 'C' for 'contour'. 

Technique Descriptor constituents 
No. of 

features
Image 
form 

Image 
size 

Vector stan-
darized? 

Zoning 
pixel density in each zone, 

row and column 
69 S 60ä90 yes 

Crossings 
averaged coordinates of cross-

ing points 
20 S 63ä63 yes 

Projection Histo-
grams

cumulative bin counts from 
both histograms 

130 T 65ä65 yes 

Projection Axes lengths of projections 16 S 64ä64 yes 

Central Moments 
all central moments of orders 

2-5 
18 S 32ä32 no 

Hu Moments seven Hu moment invariants 7 T 41ä41 no 

Zernike Moments 
all Zernike moments of orders 

2-8 and m ≥ 0 
23 T 48ä48 no 

Fourier Transform 
a number of low-frequency 

samples 

224 S 32ä32 yes 
Hadamard Trans-

form 
416 S 32ä32 yes 

Cosine Transform 320 S 32ä32 yes 
Polyline Approxi-

mation
polyline segment phases 12 C any no 

Elliptic Descriptors 
seven first invariant series 

coefficients 
25 C any no 
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4.1 Results of Classification 

Table 2 shows the percentages of correct classifications for each feature extraction 
method with regard to particular glyph class. The examination makes it obvious that 
pixel distribution methods have clear edge over other classes in terms of recognition 
rate of glyphs with known orientation. The crossings technique seems to be the me-
thod of choice. Cosine Transform and Zernike moments are not far behind despite the 
latter inability to correctly recognize pairs like 6 and 9. The rotation invariance 
is thus partially responsible for classification errors. Contour description methods are 
rather uncompetitive. Low rates can be explained by awkwardness of closed contour 
labelling algorithm, which is no silver bullet against many ambiguities and nontypical 
cases emerging while encoding chain of curve points. The least promising description 
technique is the one based on Hu moments, which suffers from low dimensionality. 

Table 2. Classification results 

Technique All glyphs Letters 
Lower case 

letters 
Upper case 

letters 
Digits 

Zoning 89.8% 91.9% 95.4% 93.3% 97.0% 
Crossings 90.9% 93.5% 95.6% 95.5% 95.8% 

Projection Histograms 90.9% 93.1% 94.3% 92.9% 93.6% 
Projection Axes 89.7% 92.3% 94.6% 92.7% 96.7% 

Central Moments 81.5% 84.5% 90.1% 85.3% 91.8% 
Hu Moments 47.0% n/a n/a n/a n/a 

Zernike Moments 86.5% 89.2% 89.0% 93.5% 92.4% 
Fourier Transform 76.5% 79.5% 81.7% 84.1% 81.8% 

Hadamard Transform 78.1% 79.7% 80.9% 80.5% 90.3% 
Cosine Transform 87.2% 88.8% 91.4% 88.7% 95.8% 

Polyline Approximation 78.5% 79.5% 82.6% 83.0% 89.4% 
Elliptic Descriptors 75.7% 78.1% 80.5% 80.7% 78.2% 

4.2 Time Efficiency 

The superiority of zoning, crossings and histograms was reassured by average identi-
fication rates not exceeding 4 ms per glyph. Descriptors based on unitary transforms 
owe their agility to well-known fast processing algorithms. Regretfully, because of 
their high dimensionality, the techniques are slightly delayed by lengthy classification 
process. Previously asserted high accuracy of projection axes is severely hindered by 
relatively low time efficiency. As before, contour-based descriptors heavily suffer 
from drawbacks of chain encoding algorithm. Extreme complexity of Hu invariants 
is again reflected by unacceptable extraction rates. It cannot be negated that the bene-
fits brought by geometric invariance may not compensate for  the price one has to pay 
for them. Table 3 aggregates average identification rates of a single glyph together 
with the alternative quantities to better imagine the potential of particular techniques. 
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Table 3. Time efficiency rates 

Technique Extraction rate
Classification 

rate 
No. of identifica-

tions per 1 sec 

Time of one 
A4 page 
analysis 

Zoning 1 ms 2 ms 333 6.3 s 
Crossings 2 ms 2 ms 250 8.4 s 

Projection Histograms 1 ms 3 ms 250 8.4 s 
Projection Axes 12 ms 2 ms 71 29.6 s 

Central Moments 14 ms 2 ms 62 33.6 s 
Hu Moments 75 ms n/a 13 157.5 s 

Zernike Moments 17 ms 2 ms 52 39.9 s 
Fourier Transform < 1 ms 5 ms 200 10.5 s 

Hadamard Transform < 1 ms 7 ms 142 14.7 s 
Cosine Transform < 1 ms 5 ms 200 10.5 s 

Polyline Approximation 31 ms 3 ms 29 71.4 s 
Elliptic Descriptors 32 ms 1 ms 30 69.3 s 

5 Conclusion 

Tests conducted in the presented work identified contenders for the most useful fea-
ture extraction method for OCR purposes with application to machine-printed Latin 
text. Pixel distribution techniques boast the highest number of successful classifica-
tions and the time efficiency rates. Recognition rate peaks of 90% may not impress in 
absolute terms, nevertheless one should consider the number of glyph classes and the 
high diversity of font styles. The DCT descriptor emerged as a very close competitor, 
also thanks to the application of fast algorithm. Zernike moments also seem to be 
successful, albeit their rotational invariance may prove a curse. The computational 
expense of the technique is also not very appealing. The authors judge that contour 
description techniques should perform better in combination with real object outlines.  

Acknowledgment. The research was supported by the Rector of Bialystok University of  
Technology in Bialystok, grant number S/WI/1/2013. 

References 

1. Sazaklis, G.N.: Geometric Methods for Optical Character Recognition. PhD dissertation. 
State University of New York at Stony Brook (1997) 

2. Devijver, P.A., Kittler, J.: Pattern Recognition: a Statistical Approach, p. 12. Prentice-Hall, 
London (1982) 

3. Trier, O.D., Jain, A.K., Taxt, T.: Feature Extraction Methods for Character Recognition – a 
Survey. Pattern Recognition 29(4), 641–662 (1996) 

4. Lorigo, L.M., Govindaraju, V.: Offline Arabic Handwriting Recognition: a Survey. IEEE 
Trans. on Pat. Anal. and Mach. Int. 28(5), 712–724 (2006) 



422 D. Sas and K. Saeed 

5. Jayadevan, R., Kolhe, S.R., Patil, P.M., Pal, U.: Offline Recognition of Devanagari Script: 
a Survey. IEEE Transactions on Systems, Man, and Cybernetics - Part C: Applications and 
Reviews 41(6), 782–796 (2011) 

6. Eikvil, L.: OCR – Optical Character Recognition. Norsk Regnesentral. Report No. 876 
(1993) 

7. Saeed, K., Tabedzki, M.: Cursive-character script recognition using toeplitz model and 
neural networks. In: Rutkowski, L., Siekmann, J.H., Tadeusiewicz, R., Zadeh, L.A. (eds.) 
ICAISC 2004. LNCS (LNAI), vol. 3070, pp. 658–663. Springer, Heidelberg (2004) 

8. Saeed, K.: Carathéodory-Toeplitz based mathematical methods and their algorithmic ap-
plications in biometric image processing. Applied Numerical Mathematics 75, 2–21 
(2014). Elsevier 

9. Pradeep, J., Srinivasan, E., Himavathi, S.: Diagonal Based Feature Extraction for 
Handwritten Alphabets Recognition System Using Neural Network. IJCSIT 3(1), 27–38 
(2011) 

10. Saeed, K.: A projection approach for arabic handwritten characters recognition.  
In: Sincak, P., Vascak, J. (eds.) Quo Vadis Computational Intelligence? New Trends and 
Applications in Computer Intelligence, pp. 106–111. Physica-Verlag, Berlin - Kacprzyk J. 
(EiC) (2000) 

11. Hu, M.K.: Visual Pattern Recognition by Moment Invariants. IRE Transactions on Infor-
mation Theory IT-8, 179–187 (1962) 

12. Khotanzad, A., Hong, Y.H.: Invariant Image Recognition by Zernike Moments. IEEE 
Trans. on Pat. Anal. and Mach. Int. 12(5), 489–497 (1990) 

13. Ahmed, N., Natarajan, T., Rao, K.R.: Discrete Cosine Transform. IEEE TC C-23(1),  
90–93 (1974) 

14. Ramakrishnan, A.G., Urala, K.B.: Global and local features for recognition of online 
handwritten numerals and tamil characters. In: MOCR 2013 Proceedings of the 4th Inter-
national Workshop on Multilingual OCR (2013) 

15. Freeman, H.: On the Encoding of Arbitrary Geometric Configurations. IRE Trans. Elec. 
Comp. EC-10, 260–268 (1961) 

16. Kuhl, F.P., Giardina, C.R.: Elliptic Fourier Features of a Closed Contour. Computer 
Graphics and Image Processing 18, 236–258 (1982) 

17. Granlund, G.H.: Fourier Preprocessing for Hand Print Character Recognition. IEEE TC  
C-21(2), 195–201 (1972) 

18. Maddouri, S.S., Amiri, H., Belaid, A., Choisy, Ch.: Combination of local and global vision 
modelling for arabic handwritten words recognition. In: Proceedings of the Eighth Interna-
tional Workshop on Frontiers in Handwriting Recognition, pp. 128–135 (2002) 

19. Commons Math: The Apache Commons Mathematics Library, ver. 3.3, June 22, 2015. 
http://commons.apache.org/proper/commons-math/ 

20. Saeed, K., Tabedzki, M., Rybnik, M., Adamski, M.: K3M: A Universal Algorithm for Im-
age Skeletonization and a Review of Thinning Techniques. AMCS 20(2), 317–335 (2010) 



Lagrange Piecewise-Quadratic Interpolation
Based on Planar Unordered Reduced Data

Ryszard Kozera and Piotr Szmielew(B)

Faculty of Applied Informatics and Mathematics, Warsaw University
of Life Sciences - SGGW, Nowoursynowska Str. 159, 02-776 Warsaw, Poland

{ryszard kozera,piotr szmielew}@sggw.pl

Abstract. This paper discusses the problem of fitting non-parametric
unordered reduced data (i.e. a collection of interpolation points) with
piecewise-quadratic interpolation to estimate an unknown curve γ in
Euclidean space E2. The term reduced data stands for the situation
in which the corresponding interpolation knots are unavailable. The
construction of ordering algorithm based on e-graph of points (i.e. a
complete weighted graph using euclidean distances between points as
respective weights) is introduced and tested here. The unordered set of
input points is transformed into an ordered one upon using a minimal
spanning tree (applicable for open curves). Once the order on points
is imposed a piecewise-quadratic interpolation γ̂2 combined with the so-
called cumulative chords is used to fit unordered reduced data. The entire
scheme is tested initially on sparse data. The experiments carried out for
dense set of interpolation points and designed to test the asymptotics in
γ approximation by γ̂2 result in numerically computed cubic convergence
order. The latter coincides with already established asymptotics derived
for γ estimation via piecewise-quadratic interpolation based on ordered
reduced data and cumulative chords.

1 Introduction

In a classical interpolation setting, a sampled ordered data points Qm = {qi}m
i=0

with γ(ti) = qi ∈ En define the so-called parametric data ({ti}m
i=0, Qm). Here

we also assume to deal with a parametric curve γ : [0, T ] → En with t0 = 0 and
tm = T < ∞. Once the corresponding interpolation knots {ti}m

i=0 are missing the
set Qm represents the so-called non-parametric data (or reduced data). Under
such circumstances the unknown knots {ti}m

i=0 must be first somehow estimated
by properly guessed {t̂i}m

i=0 ≈ {ti}m
i=0. The latter combined with Qm permits to

apply a given interpolation scheme γ̂ : [0, T̂ ] → En, with t̂0 = 0 and t̂m = T̂ .
It is also required here that ti < ti+1 and qi �= qi+1. In addition, the curve γ is
assumed to be regular (i.e. γ′ �= 0) and of class C3. From now on we consider
and discuss the situation when n = 2, i.e. the case of interpolating planar curves.

We introduce now an interpolation scheme based on non-parametric
unordered data Q̄m = {q̄i}m

i=0 (with permuted points from Qm) for which natural
order of points in Qm (dictated by the condition qi = γ(ti)) is somehow lost.
c© IFIP International Federation for Information Processing 2015
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 423–434, 2015.
DOI: 10.1007/978-3-319-24369-6 35
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Clearly, in order to estimate the unknown curve γ with an arbitrary interpolant
γ̂ : [0, T ] → E2 based on Q̄m it is necessary to propose a proper ordering of points
in Q̄m (accounting for the geometry of Q̄m) converting Q̄m into an ordered set
Q̂m = {q̂i}m

i=0. This paper discusses a method designed to find such ordering
for open curves serving subsequently as an input to piecewise-quadratic inter-
polation γ̂ = γ̂2 used with the guessed knots {t̂i}m

i=0 according to the so-called
cumulative chords [1]. Initially, we present the examples for different planar
curves illustrating the proposed data fitting scheme implemented on sparse data
Q̄m. Finally, we test numerically the convergence order α in approximating γ
by γ̂2 based on dense Q̄m converted into Q̂m as prescribed in this paper. The
conducted tests suggest cubic order of convergence.

Specific examples for interpolating real life ordered (or unordered) reduced
data Qm (or Q̄m) in computer graphics (light-source motion estimation or image
rendering), computer vision (image segmentation or video compression), geome-
try (trajectory, curvature of area estimation) or in engineering and physics (fast
particles’ motion estimation) can be found among all in [1], [2] and [3].

2 Problem Formulation and Motivation

Frequently, once dealing with real life reduced data (i.e. the collection of multi-
dimensional points) the exact ordering of the points (whatever they represent)
remains unknown. Indeed, consider e.g. recognizing a shape in the picture as
shown in Fig. 1. A desired output forms an image of a dog built from various
curves (or lines). However, upon detecting data points Q̄m it is almost impossi-
ble to be certain of the proper intrinsic ordering. Nevertheless, still the latter is
a prerequisite to any interpolation scheme subsequently chosen to fit Q̄m. Thus
a strong need for a scheme to fit such unordered data arises naturally here.

(a) (b)

100 200 300 400 500 600 700

100

200

300

400

500

600

(c) (d)

Fig. 1. a) Original image, b) points deducted from image using Mathematica tools,
c) points connected using curves, d) points connected using lines.

The second example refers to a medical image processing application. Con-
sider e.g. a problem of encircling a tumor in the USG image (a classical seg-
mentation problem). A physician marks a border of a tumor and the system
automatically passes an interpolating curve through it as seen in Fig. 2. This
curve is meant to mimic the tumor boundary and serves as an automatic tumor
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segmentation tool. As it stands the data forms an ordered set Qm provided
the physician stores the order of the marked points. This may not be the case.
Additionally, another specialist may add later a point (or points) in the middle
(judged by him/her as vital for further medical examination). This would result
in unordered points Q̄m for which a need of imposing an appropriate ordering
reappear again.

(a) (b)

Fig. 2. Hamartoma mammae a) encircled without and b) with points ordering.

Before passing to the detailed description of the proposed algorithm designed
to order an unordered set of points Q̄m we recall a definition of the e-graph of
points (see [4]) which in turn is used as an auxiliary tool in the subsequent
interpolation scheme.

Definition 1. We call an e-graph of points based on the set of planar
points P = {(x1, y1), (x2, y2), . . . , (xn, yn)} as the graph (V,E, f) with V =
{1, 2, . . . , n}, E = V 2, f : {1, . . . , n} × {1, . . . , n} → R, where f(i, j) =√

(xi − xj)2 + (yi − yj)2.

Obviously e-graph of points P has the corresponding adjacency matrix A ∈
Mn,n(R), A = [ai,j ]ni,j=1, where ai,j =

√
(xi − xj)2 + (yi − yj)2.

Lemma 1. E-graph of points and the corresponding adjacency matrix can be
easily constructed from each other.

Proof. Step 1: Constructing adjacency matrix from given graph:
Let (V,E, f) be e-graph of points, n = card(V ). Define A ∈ Mn,n(R), A = [ai,j ],
where ai,j = f(i, j). A is a needed matrix.
Step 2: Constructing graph from given adjacency matrix
Let A ∈ Mn,n(R), A = [ai,j ]ni,j=1. Define f : {1, . . . , n} × {1, . . . , n} → R,
f(i, j) = ai,j . ({1, 2, . . . , n}, {1, 2, . . . , n}2, f) is a needed graph.

��
Remark 1. Note that due to Lemma 1 an e-graph and adjacency matrix can be
used interchangeably.
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Once the order of interpolation points is fixed with Q̂m = {q̂i}m
i=0 (appro-

priately permuted ordered points from Q̄m) the corresponding approximating
knots {t̂i}m

i=0 can be chosen in accordance with cumulative chords (see [5]), for
i = 1, 2, . . . ,m:

t̂0 = 0, t̂i = t̂i−1 + ‖q̂i − q̂i−1‖. (1)

Based on ({t̂i}m
i=0, Q̂m) an interpolation scheme γ̂ (in this paper chosen as a

piecewise-quadratic curve γ̂2) can be applied. A detailed description of piecewise-
quadratic Lagrange interpolation can be found e.g. in [6] or [7].

3 Description of the Algorithm

3.1 Example of Curves and Samplings

We introduce now the curves and samplings used later for testing both on sparse
and dense data Q̄m (and thus on Q̂m). In particular the case when m → ∞ is
needed to perform numerical experiments to estimate the convergence order in
γ approximation by γ̂2.

a) Curves

Example 1. (i) Define first a simple planar spiral γsp - see Fig. 3a:

γsp(t) = ((t + 0.2) cos(π(1 − t)), (t + 0.2) sin(π(1 − t))) ∈ E2, for t ∈ [0, 1], (2)

and also another planar spiral γspl - see Fig. 3b:

γspl(t) = ((6π − t) cos(t), (6π − t) sin(t)) ∈ E2, for t ∈ [0, 5π].

As easily verifiable both γsp and γspl are regular curves, i.e. curves for which
γ̇ �= 0. ��

b) Samplings
Three types of testing samplings (other random samplings can be found in [5])
are considered in this paper. They are needed to simulate the points qi = γ(ti)
(here {Qm}m

i=0) on the trajectory of γ. Once the points are generated their
implicit order marked by the ascending order of the interpolation knots {ti}m

i=0

is erased which renders the unordered set of reduced data Q̄m. This set in turn
will be latter converted to the ordered set Q̂m.

The first selected sampling for our tests is a uniform sampling (for 0 ≤ i ≤ m):

ti =
i

m
. (3)

The second sampling applied reads as:

ti =

⎧
⎪⎨

⎪⎩

i
m , if i is even,
i
m + 1

2m if i = 4k + 1,
i
m − 1

2m if i = 4k + 3.

(4)
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(a) (b)

Fig. 3. The trajectories of the testing curves: a) γsp, b) γspl.

The last sampling considered here is defined as follows:

ti =
i

m
+

(−1)i+1

3m
. (5)

Note that all samplings (3), (4) and (5) meet a requirement on general sam-
plings permitting legal distribution of {ti}m

i=0. Namely, the following necessary
admissibility condition must hold (if asymptotical analysis is to be later per-
formed):

lim
m→∞ δm = 0, where δm = max

0≤i≤m−1
(ti+1 − ti). (6)

��
3.2 Open Curves

In this subsection we assume to deal with the open curves. First let us define an
open curve.

Definition 2. The curve γ : [a, b] → E
n is called open if γ(a) �= γ(b) (see [8]).

If curve γ is closed (i.e. γ(a) = γ(b)), the experiments showed that our
algorithm converting Q̄m into Q̂m does not perform so well and this remains an
open problem.

The algorithm enforcing an order in a given set of points Q̄m (rendering
ordered set Q̂m) is formulated below. Subsequently this procedure is used later
for interpolating Q̂m (and thus also Q̄m).

In Algorithm 1, ε is to be chosen arbitrarily small (to prevent loops to
appear).

One can easily see that Algorithm 1 is also well defined for an arbitrary
Euclidean En space. However, the effectiveness in En spaces other than E2 is
not a subject of this paper.
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Algorithm 1. Finding order of interpolation points for open curves
1: function Find ordering of points(point set : set of points )
2: graphMatrix ← {}
3: for i = 1; i ≤ Length(point set); i++ do
4: Append {} to end of graphMatrix
5: for k = 1; i ≤ Length(point set); k++ do
6: e ← euclidean distance between i-th and k-th points in point set
7: if e < ε then
8: e ← ∞
9: if i == k then

10: e ← ∞
11: Append e to end of graphMatrix[i]

12: g ← graph based on graphMatrix as its weighted adjacency matrix
13: tree ← minimal spanning tree of graph g
14: root ← first node of tree
15: ordering ← order of vertices in g based on depth first scan using root as starting

point
16: return point set ordered by ordering

At this point we illustrate the execution of the above Algorithm 1. In doing
so, consider γsp defined as in (2) to be sampled uniformly (3) with m = 10 (the
number of interpolation points is 11). The interpolation knots {ti}10i=0 are as
follows:

A =
(

0,
1
10

,
1
5
,

3
10

,
2
5
,
1
2
,
3
5
,

7
10

,
4
5
,

9
10

, 1
)

,

which ultimately yields the points {(ti, γsp(ti))}10i=0 positioned on the trajectory
of the curve γsp:

Q10 = γsp(A) ={(−0.2000, 0.0000), (−0.2853, 0.09271), (−0.3236, 0.2351),
(−0.2939, 0.4045), (−0.1854, 0.5706), (0.0000, 0.7000),
(0.2472, 0.7608), (0.5290, 0.7281), (0.8090, 0.5877)

(1.0461, 0.3399), (1.2000, 0.0000)} ⊂ E
2.

To simulate now the unordered set Q̄10 we apply an arbitrary permutation of
the set of {0, 1, 2, . . . , 10}:

P =
(

0 1 2 3 4 5 6 7 8 9 10
5 6 4 10 0 3 9 2 1 8 7

)
.

This permutation results in the following random ordering of points:

Q̄10 = γsp(A)P =((0.0000, 0.7000), (0.2472, 0.7608), (−0.1854, 0.5706),
(1.2000, 0.0000), (−0.2000, 0.0000), (−0.2939, 0.4045),
(1.0462, 0.3399), (−0.3236, 0.2351), (−0.2853, 0.0927),
(0.8090, 0.5877), (0.5290, 0.7281)).
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In the next step, based on Q̄m (see also Definition 1), an e-graph GQ̄m
from these

points can be created with the corresponding adjacency matrix (see Remark 1):

AQ̄m
=

⎛

⎜⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎜
⎝

∞ 0.255 0.226 1.39 0.728 0.417 1.11 0.566 0.671 0.817 0.53
0.255 ∞ 0.473 1.22 0.883 0.648 0.903 0.776 0.854 0.588 0.284
0.226 0.473 ∞ 1.5 0.571 0.198 1.25 0.363 0.488 0.995 0.732
1.39 1.22 1.5 ∞ 1.4 1.55 0.373 1.54 1.49 0.706 0.99
0.728 0.883 0.571 1.4 ∞ 0.415 1.29 0.266 0.126 1.17 1.03
0.417 0.648 0.198 1.55 0.415 ∞ 1.34 0.172 0.312 1.12 0.884
1.11 0.903 1.25 0.373 1.29 1.34 ∞ 1.37 1.35 0.343 0.647
0.566 0.776 0.363 1.54 0.266 0.172 1.37 ∞ 0.147 1.19 0.985
0.671 0.854 0.488 1.49 0.126 0.312 1.35 0.147 ∞ 1.2 1.03
0.817 0.588 0.995 0.706 1.17 1.12 0.343 1.19 1.2 ∞ 0.313
0.53 0.284 0.732 0.99 1.03 0.884 0.647 0.985 1.03 0.313 ∞

⎞

⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎟
⎠

.

The respective e-graph GQ̄m
together with the associated weights (taken accord-

ingly from AQ̄m
) can be seen in Fig. 4.
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Fig. 4. E-graph created from points γsp(A)P .

The minimal spanning tree (see [4]) generated from this graph can be seen
on Fig. 5.

Fig. 5. Minimal spanning tree of e-graph created from points γsp(A)P .
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The minimal tree from Fig. 5 is highlighted on graph in Fig. 6.
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Fig. 6. E-graph created from points γsp(A)P with highlighted minimal spanning tree.

Having found the minimal tree, we can naturally enforce the ordering in
Q̄m since the depth first scan through graph yields the desired points in order
(see [4]). Consequently our scheme results in the explicit ordering of the points
(rendering therefore the set Q̂m):

((1.2000, 0.000), (1.0461, 0.3399), (0.8090, 0.5878),
(0.5290, 0.7281), (0.2472, 0.7608), (0.0000, 0.7000),
(−0.1854, 0.5706), (−0.2939, 0.4045), (−0.32360, 0.2351),
(−0.2853, 0.09271), (−0.2000, 0.0000)).

In the last step a piecewise-quadratic Lagrange interpolation γ̂2 is invoked
(with {t̂i}m

i=0 defined according to (1)) and based on either ordered or unordered
set of reduced data i.e. either on Q̂m or on Q̄m, respectively. The interpolating
curves are presented in Fig. 7.
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Fig. 7. a) Interpolation based on γsp(A)P without and b) with points ordering

One can easily see that ordering of points is the reverse original order. Which
does not matter for the interpolation - trajectory is the same, however the curve
γ̂2 passes in the opposite direction. Therefore the generated interpolant is optimal
for these points, i.e. the same as generated from the points with original ordering.

��
We exploit here one particular phenomenon - when given points are forming

open curve, it is safe to assume that minimal spanning tree of e-graph is actually
a linear graph. Therefore from our observation and asymptotic testing, minimal
spanning tree of e-graph generates an optimal ordering of points. This result
combined with proven theorem from [7] lay foundations to the formulation of
the following conjectured result (to hold asymptotically):

Theorem 1. Let a regular γ ∈ C3 be sampled according to the admissibility
condition (6). Assume Algorithm 1 for unordered reduced data Q̄m yields Q̂m

with ordering coinciding with the unknown interpolation knots {ti}m
i=0. Then a

piecewise-quadratic interpolant γ̂2 : [0, T̂ ] → E2 fitting Q̂m with {t̂i}m
i=0 (see (1)

built on Q̂m) renders:
γ̂2 ◦ ψ = γ + O(δ3m), (7)

where ψ : [0, T ] → [0, T̂ ] is a piecewise-quadratic Lagrange interpolant defined as
in [9].

It should be underlined here that ψ is not needed for the construction of the
Algorithm 1 and the interpolant γ̂2 based on unordered data Q̄m. However, to
test numerically (or for proving analytically Th. 1) it is necessary to introduce
such reparameterization as both curves γ and γ̂2 need to be compared only over
the same domain [0, T ]. The interpolant in question γ̂2 is evidently defined over
external domain [0, T̂ ], which generically does not coincide with the internal one
i.e. with [0, T ]. The function ψ is defined here a sum-track of the ψi : [ti, ti+2] →
[t̂i, t̂i+3] (with i = 2k), where each ψi is a quadratic satisfying ψi(ti+j) = t̂i+j , for
j = 0, 1, 2. Note also that if the order of Q̂m is the same as {ti}m

i=0 then ψi pre-
serves the γ motion along t and (7) examines a real difference between the inter-
polant γ̂2 and the curve γ. Our conjecture is that for reasonable curves, admis-
sible samplings {ti}m

i=0 and dense data Q̄m the Algorithm 1 determines the set
Q̄m having the same order as original interpolation knots {ti}m

i=0 - this remains
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still an open problem to be resolved analytically. However, the numerical tests
performed in the next section confirm the above fact, at least for all samplings
and curves considered in this paper. Once the latter is achieved the asymptotics
in (7) follows from [9]. Finally, note that ψ should be a re-parameterization,
which also is proved not always to hold in [9]. A recent result [10]
formulates sufficient conditions imposed on {ti}m

i=0 to guarantee that ψ is a
genuine reparameterization. Note that the corresponding result established for
ordered data points Qm is also discussed in [7]. In the next section the numerical
verification of Theorem 1 is experimentally accomplished.

4 Experiments

Our tests are performed in Mathematica 10.0.0 using Intel Core i7 3.5 GHz
processor with 32 GiB of RAM.

We introduce now a formal definition of convergence orders.

Definition 3. Consider the family Fδm : [0, T ] → En (in our case Fδm = (γ̂ ◦
ψ − γ)(t)). We say that Fδm = O(δα

m) if ‖Fα‖= O(δα
m) (where ‖·‖ denotes the

Euclidean norm). The latter can be reformulated to: ∃K>0∃δ̄‖Fδm‖≤ Kδα
m, for

all δm ∈ (0, δ̄) and t ∈ [0, T ].

Since T = Σm
i=1(ti+1 − ti) ≤ mδm the following holds m−α = O(δα

m), for
arbitrary α > 0 mentioned in Definition 3 (see also [7]). Therefore, for the verifi-
cation of any asymptotics expressed in terms of O(δα

m) it is sufficient to examine
the claims of Th. 1 in terms of O(1/mα) asymptotics.

Recall that for a parametric smooth planar curve γ : [0, T ] → E2 (with [0, T ]
compact) and m varying between mmin ≤ m ≤ mmax the i-th component of the
error for γ estimation by γ̂i is defined as follows:

Ei
m = sup

t∈[ti,ti+2]

‖(γ̂i ◦ ψi)(t) − γ(t)‖= max
t∈[ti,ti+2]

‖(γ̂i ◦ ψi)(t) − γ(t)‖. (8)

The maximal value Em for each m = 2k is found by using Mathemat-
ica numerical optimization function: NMaximize [11]. From the set of abso-
lute errors {Em}m=mmax

m=mmin
the numerical estimate of α is calculated using a lin-

ear regression applied to the collection of points (log(m),− log(Em)) (where
mmin ≤ m ≤ mmax). The Mathematica’s built-in function LinearModelFit ren-
ders the estimated coefficient α from the computed regression line y(x) = α̂x+b.
The results estimating α from (7) are presented in Table 1 for three types of sam-
plings: (3), (5), (4) and two testing curves γsp and γspl using ε = 0.001 introduced
in Algorithm 1.

Tests (performed with m ∈ {151, . . . , 181}) shown in Table 1 visibly confirm
Theorem 1.
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Table 1. Result of numerical experiments

Curve Sampling α̂ ≈ α

γsp (3) 3.017

γsp (5) 3.021

γsp (4) 3.015

γspl (3) 3.015

γspl (5) 3.017

γspl (4) 3.02

5 Conclusion

In this paper we verify numerically the asymptotics (7) from Theorem 1. In
doing so, first an Algorithm 1 for generating an interpolation scheme γ̂2 based
on planar unordered reduced data set Q̄m = {q̄i}m

i=0 is introduced. More specif-
ically, Lagrange piecewise-quadratic interpolation γ̂2 combined with cumulative
chords and a procedure of converting unordered reduced data Q̄m into ordered
reduced data Q̂m are introduced and tested on both sparse and dense data.
Additionally, our experiments confirm cubic order of convergence in trajectory
approximation by the proposed data fitting scheme. This asymptotic results
coincides with already proved one for the ordered data Qm - see [9]. Naturally,
the data fitting scheme in question is extendable to other interpolation schemes
and to multidimensional unordered reduced data.

The open problems include interpolating the ordered reduced data positioned
on the trajectory of closed curve γ. The theoretical proof of asymptotics observed
and verified here forms another possible research task. This would immediately
follow once we find sufficient conditions guaranteeing that asymptotically the
ordering in Q̂m coincides with the order of interpolation knots. This is our con-
jecture and it remains as another open problem. One can also analyze the asymp-
totics in approximating other geometrical features including length (see e.g. [12]
or [13]) or curvature of γ. Finally, the next open problem may include testing
effectiveness of our data fitting algorithm in E3 (or in En).

More discussion on applications (including real data examples - see [2] or [14])
and theory of non-reduced data interpolation can be found in [3], [5], [15], [16],
[17], [18], [19], [20] or [21]. In particular different parameterizations {t̂}m

i=0 of the
unknown interpolation knots {t}m

i=0 are discussed e.g. in [1], [22], [23] or [24].
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Abstract. Lateral shearing interferometry (LSI) can be used for assess-
ing the properties of tear film. In particular, it has the capability
of acquiring dynamic variations in tear film surface quality (TFSQ) dur-
ing an interblink interval in an in”-vivo fashion. The purpose of this study
was to assess the suitability of LSI based two”-dimensional (2”=D) phase
estimation procedures in the analysis of tear film dynamics. The paper
discusses the main difficulty in 2”=D phase estimation ”+ the prob-
lem of phase unwrapping, proposes a modification of one of the popular
phase unwrapping algorithms, and suggests a set of phase parameters
that could be exploited as LSI”-based TFSQ descriptors.

Keywords: in-vivo interferometry · Takeda’s algorithm · two-
dimensional phase unwrapping · Goldstein’s algorithm

1 Introduction

Background. Lateral shearing interferometry (LSI) is one of the most sensitive
methods for measuring tear film surface quality (TFSQ) in”-vivo in human
eyes [1]. Current analysis of LSI”-based interferograms essentially includes
parameters derived based on the analysis of the first harmonic of the amplitude
Fourier spectrum [2]. It was of interest to ascertain whether the phase contained
in the spectrum can be used to extract additional information from the interfero-
gram that can be further utilized for the assessment of TFSQ. A classical method
for phase estimation in interferometry and profilometry is based on the Takeda
approach [3]. The main problem in LSI is that the spatial phase requires two-
dimensional (2”=D) unwrapping, for which the algorithms are not trivial [4]
and computationally very intensive. Furthermore, the results of 2”=D phase
unwrapping are highly dependent on the particular algorithm used. The aim
of this work was to assess the applicability of 2”=D phase estimation for LSI
and design a set of phase parameters for the characterization of the dynamics
in TFSQ analysis both on the eye’s cornea and contact lens surface.
c© IFIP International Federation for Information Processing 2015
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 435–447, 2015.
DOI: 10.1007/978-3-319-24369-6 36
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1.1 Hardware Setup of Experiments

The LSI hardware setup under consideration comprises single set optical wedge
with predetermined shear angle. Conversely, Twyman”+Green utilizes the ref-
erence mirror that allows measuring wavefront deformations in a direct man-
ner [5–7]. The drawback of this setup reducing its applicability in TFSQ assess-
ment is the fact that it is more sensitive to even slight vibrations of the test
surface (e. g. saccadic movements of the eye). These are inevitable during in”-
vivo experiments whereas LSI experimental setup is capable of mitigating their
impact on the interference pattern [2].

Figure 1 depicts a typical LSI configuration employed for corneal and con-
tact lens tear film surface topography data acquisition while Sec. 1.1 shows few
examples of output interferograms.

Fig. 1. LSI scheme: M ”+ mirrors, BS ”+ beam splitter, OW ”+ optical wedge

(a) healthy eye’s cornea (b) dry eye syndrome (c) contact lens

Fig. 2. Typical cases of tear film interferograms showing pre-corneal tear film in good
condition 2a, slightly deteriorated 2b and pre”-lens tear film 2c
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Until now the analysis of the LSI images concerned only the amplitude infor-
mation and little attention was paid to the phase [8]. The purpose of this work was
to examine the applicability of phase”-based methods in the analysis of tear film.

2 Methods

The true wavefront phase cannot be estimated directly from LSI images [9],
although some methods of evaluating an unknown wavefronts have been devel-
oped, e. g. Saunders method or Rimmer”+Wyant method with Okuda improve-
ments. The main limitation of these methods is that the wavefront evaluation
is confined only to points separated by a distance of S that is the lateral shear
in the sagittal (0x) direction [7, Sec. 1.5.2, 1.5.3].

2.1 Indirect Retrieval of Phase Information

There is some visual similarity between interferometric images in the single direc-
tion LSI and those of profilometry. Hence, it was of interest to ascertain whether
methods developed for phase estimation in profilometry would be applicable also
to LSI. The basic principle of phase estimation in profilometry has been outlined
by Takeda [3,10] in which both 1”=D and 2”=D phase estimation algorithms
were considered. In profilometry, such algorithms are usually followed by a phase
unwrapping procedure which reveals the true surface of the wavefront exhibiting
the shape of the scanned object. In case of 3”=D objects, an algorithm for 2”=D
phase unwrapping has been proposed by Goldstein’s et al. [11] for application
in satellite radar interferometry to measure ground surface deformation or ter-
rain elevation. Goldstein’s algorithm is considered as a good trade”-off between
trivial direct phase unwrapping methods and more sophisticated but also com-
putationally very expensive procedures [4,12]. Furthermore, for which there are
few ready implementation routines.

The Takeda’s Phase Reconstruction Algorithm. This method was pro-
posed by M. Takeda et al. in 1981 to enable automatic discrimination between
elevation and depression of the object or wavefront form [3]. The chain
of the operations constituting the routine is depicted by Sec. 2.1 and discussed
below in greater detail.

Fig. 3. Image processing chain in Takeda’s algorithm
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Assumptions on fringe pattern periodicity and phase disruptions. When a peri-
odic fringe pattern is considered, it can be represented in the form of:

g(x, y) = a(x, y) + b(x, y) cos[2πf0x + φ(x, y)], (1)

where φ(x, y) contains the desired phase information and a(x, y) and b(x, y) are
unwanted irradiance variations that, together with φ(x, y), in most cases present
much slower spatial frequency than the variation introduced by f0. Equation (1)
can be rewritten equivalently as:

g(x, y) = a(x, y) + c(x, y) exp(2πif0x) + c∗(x, y) exp(−2πif0x), (2)

where
c(x, y) = 1

2b(x, y) exp[iφ(x, y)], (3)

with ·∗ denoting a complex conjugate.

Carrier sideband detection and extraction in spectral domain. During the anal-
ysis of 2”=D interferogram, the following procedure can be performed in either
of the two dimensions as well as in both. Since the operation in 2”=D do not
differ significantly from 1”=D case, the latter is described to maintain simplic-
ity of the notation. The Fast Fourier Transformation (FFT) algorithm can be
applied to the fringe pattern along the axis of abscissæ. The result of transform-
ing Eq. (2) into spatial frequency domain is:

G(f, y) = A(f, y) + C(f − f0, y) + C∗(f + f0, y), (4)

with capital letters denoting the Fourier spectra (and C used for the carrier side
bands) and f being the spatial frequency in 0x direction.

In a typical case of an interferogram with low distortion grade, the sidebands
Fourier spectra from Eq. (4) would be well”-separated from the carrier frequency
f0. This is ensured as long as the variations of a(x, y), b(x, y) and φ(x, y) are
sufficiently slower than the spatial frequency f0. Either of the two sidebands spec-
tra on the carrier can be used for phase information retrieval, and the commonly
used is C(f − f0, y).

A few simple operations are applied on the periodogram to mask and extract
the carrier sideband spectrum. Then it is translated by −f0 on the frequency
axis toward its origin to obtain C(f, y). Note that the unwanted background
variation a(x, y) representing has been filtered out in this stage. As A(f, y) rep-
resents the value of the 0th order harmonic component in Fourier spectrum,
this reduction can be further improved by shifting the interferogram brightness
values during the preprocessing to reduce its mean to have zero value.

Fringe phase reconstruction. The Inverse FFT (IFFT) algorithm is used to com-
pute c(x, y), the inverse Fourier transform of C(f, y) with respect to f . It is
defined by Eq. (3) and a complex natural logarithm of it can be computed:

ln[c(x, y)] = ln[12b(x, y)] + iφ(x, y). (5)



A Novel Phase-Based Approach to Tear Film Surface Quality Assessment 439

The phase φ(x, y) constitutes the imaginary part of the result, as Eq. (5)
shows. Furthermore, it is completely separated from the real part that com-
prises the unwanted amplitude variation b(x, y). The phase obtained in this
manner is in fact the angular coordinate of C(f, y) represented in polar form.
Thus, it is indeterminate to a factor of 2π, which is often referred to as wrapped
phase. In most cases, a computer”-generated function subroutine gives a prin-
cipal value ranging from −π to π. This can lead to presence of discontinuities
in reconstructed phase that sometimes need to be eliminated to allow further
analysis of the absolute phase value in a process commonly referred to as phase
unwrapping that is described further.

(a) (b)

Fig. 4. Gaussian phase disruption to be reconstructed by Takeda’s algorithm:
4a unwrapped, used for phase modulation of fringes, and 4b wrapped mod 2π for
mimicking the error”-less output (disruption scale increases from left to right)

Advantages and Limitations of Takeda’s Algorithm. The method described above
is more accurate and sensitive than e. g. moiré topography or conventional fringe-
contour interferometry and does not require any moving components in exper-
imental setup nor involve interpolation of the data in the regions between con-
tour fringes [3,10]. Nevertheless, under specific circumstances, its results can be
inaccurate. This was investigated on synthetic data involving Gaussian phase
disruptions of maximum intensities of φmax(x, y) varying from low to high as
well as low, intermediate and high fringe frequencies f0.

The phase disruption surface used for investigation of Takeda’s algorithm
implementation has maximum value in the center and zeros in the corners,
q. v. Sec. 2.1. The wrapped phase surfaces in Fig. 4b were generated for com-
parison with actual results. Sections 2.1 to 2.1 show (clockwise): Takeda’s algo-
rithm inputs, intermediate results and reconstructed wrapped phase surfaces.
In, e. g. Figs. 5a and 5b there is the synthetically generated interferometric
input image and its wrapped phase calculated directly from the disruption,
in Figs. 5c and 5d ”+ periodograms of interferogram and extracted carrier side-
band, in Fig. 5e ”+ the algorithm output: retrieved information about phase
(in this case properly reconstructed) and in Fig. 5e ”+ fringe pattern generated
on the basis of the reconstructed wrapped phase surface.

In a typical case, low and intermediate (relatively to f0) phase disruptions
were reconstructed properly irrespective of fringe frequency (q. v. Sec. 2.1). For
odd fringes count, there was a phase shift of −π, but further analysis showed that
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(a) input interferogram (b) fringe phase (wrapped) (c) spectral periodogram

(f) reconstructed image (e) reconstructed phase (d) carrier periodogram

Fig. 5. Takeda’s algorithm with medium fringe frequency and moderate phase disrup-
tion

it was caused by the specificity of the fringe generator that was fixed to have
zero phase and the local maximum of the cosine fringe function (i. e., x = 0)
in the image center. In the leftmost pixel, there was a half”-period of the cosine
function and the local minimum of the fringe value. When the FFT is evalu-
ated, this local minimum is equivalent to ±π phase offset in the leftmost pixel
associated with spatial point having x = 0 coordinate.

Furthermore, for non-integer fringes count, there are some errors in the
unwrapped phase that tend to accumulate near the border of the image, at the
side from which the carrier side band was extracted (q. v. Sec. 2.1). The influence
of above mentioned reconstruction faults is significant for small fringe frequencies
and becomes almost negligible in the intermediate or higher bands. The signifi-
cance of inter-pixel location of the true 1st order spectral peak is the most impor-
tant cause of this effect, and the relative inaccuracy of peak localization, which
in this case had 1 px precision, is inversely proportional to the value of f0. Some
overcomes have been proposed to mitigate this undesired property, i. a. by deter-
mining Fourier peaks at sub”-pixel level [13] (one attempt may be to infer about
the peak exact location by utilizing the information of side band contour map).
The applicability of these attempts is usually strongly restricted to interferograms
with sufficiently low phase noise level and therefore the problem remains unsolved
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(a) interferogram (b) periodogram (c) reconstructed φ (d) reconstruction

Fig. 6. Takeda’s algorithm: non”-integer fringe frequency, moderate phase disruption

(a) interferogram (b) periodogram (c) reconstructed φ (d) reconstruction

Fig. 7. Takeda’s algorithm: medium fringe frequency, intense phase disruption

when the interferogram periodicity is strongly deteriorated (e. g. for tear film evap-
orating from contact lens surface).

Sections 2.1 and 2.1 depicts the conditions, in which proper phase recon-
struction was impossible and the result was distorted by the excessive level
of phase disruption. When there are closed loops in the interference pat-
tern, it means that there is a region where decrease of instantaneous phase
introduced by the disruption is too fast and cannot be compensated by the
increase from constant frequency f0 component. An area of local phase descent
in one direction exhibits negative instantaneous frequency in that direction,
as fx(x, y) = ∂φ(x,y)

∂x . Negative frequency components from the C(f − f0, y)
carrier side band superimposes on the conjugate symmetric C∗(f + f0, y)
side band negative frequency component and vice versa for positive frequen-
cies. This introduces ambiguity in at least part of the area between two
1st order Fourier peaks. Thus, the side bands become partially indistinguish-
able and in general case it is impossible to eliminate the overlapping com-
ponents from the chosen band. When the band is extracted using circular
mask, a part of it still maintains information about its conjugate counter-
part. IFFT of spectrum extracted in such manner amplifies or weakens some
frequency components when compared to the unobtainable pure single band
transformation. This eventually leads to asymmetry and some artefacts occur-
ring in the reconstructed wrapped phase and also distorts the reconstructed
fringe pattern. Although the visual disturbance is not necessarily of a sub-
stantial extent, in many cases it breaks some of the phase discontinuity loops
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(a) interferogram (b) periodogram (c) reconstructed φ (d) reconstruction

Fig. 8. Takeda’s algorithm: low (top row) and high (bottom row) fringe frequencies,
intense phase disruption

or introduces open areas of such discontinuity. Such structures are associated
with phase residues and the presence of such residues is a sign of improper phase
surface reconstruction. What is more, it is impossible to remove phase discontinu-
ities by unwrapping the phase along any close loop encompassing a single residue.
This makes the phase unwrapping task non”-trivial for residue”-afflicted surfaces
and its result will always be imperfect. Various phase unwrapping algorithms,
however, can diminish residues influence to a different degree. Nonetheless, as
a rule of thumb one can state that the more effective in accomplishing this task
a method is, the more complicated its implementation would be and its com-
putational complexity may be also disproportionately higher than the achieved
improvement [4,12].

In preceding examples involving synthetic fringe pattern, windowing was not
applied, both in the spatial division (before FFT) and in the frequency division
(before carrier side band masking) due to its negligible role as the perfect fringes
periodicity and lack of spectral background noise were guaranteed.

The Goldstein’s Phase Unwrapping Algorithm. Whereas phase unwrap-
ping is trivial in 1”-D problems, this is not true for higher dimensionality.
In an ideal situation of perfectly reconstructed wrapped phase this would still
be a relatively simple task. However, it is not the case applicable to most in vivo
measurements. The phase in a complex images is subject to many factors that
can disrupt its values. The influence of these phenomena reduces the useful sig-
nal detectability. Procedures have been developed that try to achieve a trade
off between solution accuracy under these adverse conditions and computational
requirements. No standard procedure to solve the phase unwrapping problem has
been established, thus a large variety of algorithms are in use. Given the failure
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of a straightforward integration when applied to noisy data, other methods uti-
lizing residue detection and branch cuts, quality maps or error minimization are
commonly used. They can be divided into two main types [14]: a) path”-following
methods and b) minimum”-norm methods. They differ in efficacy and computa-
tional complexity. Detailed explanation of their quality, robustness and execution
time is presented in [4].

Goldstein’s method (sometimes referred to as Goldstein”=Zebken”=Werner
algorithm) has a fairly complex procedure structure [15]. Firstly, the polar-
ity is computed for the phase residues. This involves phase gradient calcula-
tion, residues detection and residue charge determination (±1). Subsequently,
the branch areas to cut are located, along which a phase integration path may
not intersect. These are, i. a. lines linking residues of opposite polarity and,
in some implementations, isolated residues located near image borders together
with their connections. Typical LSI contact lens image produces a numerous
amount of branch cuts as compared to the corneal interferograms, what indi-
cates much higher level of image disruption caused by the drying of the tear
film. Finally, the instantaneous phase surface is reconstructed during flood fill
procedure that prevents every integration path from crossing the branch cuts.

Advantages and Limitations of Goldstein’s Algorithm. Goldstein’s algorithm
takes a relatively short time to execute that makes one of the fastest phase
unwrapping procedures. It also tries to reduce defects significance relative
to a trivial phase unwrapping approach as depicted by Sec. 2.1 that shows
failures during the unwrapping of imperfectly reconstructed phase. It takes
measures to minimize the number of discontinuities and optimizes branch cuts
location to locally minimize their length (q. v. Fig. 9b). Nonetheless, branch
cuts placement can isolate segments of the image and thereby prevent them
from being unwrapped. This occurs especially in datasets containing many
residues. Figure 9b also reveals that the algorithm is subject to numerical pitfalls.
In the utilized implementation, residues placed close to image borders are con-
nected with them by two branch cuts directed at the angle of 45 instead of one
at 90 . Thus a separated triangular areas are formed where no information about
unwrapped phase was retrieved.

There are some more efficient alternatives, but they are also of much higher
computational complexity [4,16]. Much better (i. e. the most discontinuity”-free)
solution is produced by, e. g. the minimum �p”=norm algorithm. Average back-
ground noise is also minimized in comparison to other algorithms. However, this
is the second slowest algorithm after the mask cut approach with execution time
usually longer than Goldstein in about one to two orders of magnitude (actual
value vary greatly, as it depends on the convergence speed [4]).

Some additional steps can be performed to locally improve the quality of this
method results. The modification of the Goldstein’s algorithm described below
allows complete reduction of significant branch cuts at the expense of losing
phase information in some image parts outside its central area.
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(a) a trivial approach without branch cuts (b) Goldstein’s algorithm with branch cuts

Fig. 9. examples of phase unwrapping results (without phase residues masking). Dis-
continuities of the surface are present where the algorithms were unable to unwrap
phase due to residue-induced ambiguities

Algorithm Modification. After determining the residue polarities, the image is
preliminary masked to achieve a region, where the mask contains only regions
with no residues. Also accepted are the areas with pairs opposite charge residues
separated by a short distance. All subsequent actions may be performed only
within the masked region. This condition ensures lack of any significant discon-
tinuities in unwrapped phase. The mask is calculated as a circle expanding (by
default from the image center) as long as it fulfils the above conditions. Then,
four more circles are created on its border and expanded. This subroutine is
performed in a recursive manner and thus the modification is called a recursive
bubble approach.

2.2 Phase Parameters as TFSQ Descriptors

Three phase components were derived from the phase coordinates (two spatial
and one intensity component). The variance of all of them was significantly dif-
ferent than the variance of the phase itself. However, after applying the linear
detrending of the unwrapped phase, the variance of phase was much smaller
than of spatial components. Thus, PCA combined and transformed the coordi-
nates into first two principal components, whilst the intensity of the phase map
was assigned virtually intact to last component. Therefore phase and 3rd compo-
nent variations were the same. This indicates that PCA procedure is redundant
and phase variance is equally adequate TFSQ descriptor.

3 Results

There was an application developed that underwent tests on a set of static
and dynamic data. The initial input data set consisted of 19 static PNG images
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and 13 AVI video sequences. Results for the synthetic undistorted images were
consistent with theoretically predicted results. The output for in vivo LSI
(q. v. Sec. 3) has shown that the algorithm is capable of reconstructing phase
for slightly distorted images, but gives ambiguous output in case of strongly
deteriorated film. Processing of a single movie in MATLAB environment lasted
between 30 min and 16 h depending on disorder level.

(a) human eye cornea (b) calibrating sphere (artificial eye)

Fig. 10. Exemplary outputs of the tear film surface quality assessing system

4 Discussion and Conclusions

Spectral representation of LSI images provide mostly information of sub”-
global character related to the frequency of fringes. On the other hand,
the phase extracted from those images carries information of local character.
The unwrapped phase has no simple physical interpretation. Although it is not
directly related to the wavefront, it is causally associated with it. However, there
are similarities between the two considered representations. In case of deterio-
rating quality of tear film covering the eye cornea, the spectral representation
of LSI images becomes less regular and the phase representation starts to loose
its continuity.

Conclusions. Analysis of the measurements and theoretical background sug-
gests that the method joining Takeda’s and Goldstein’s algorithms with phase
variability analysis as tear film surface quality descriptor is capable of supplying
useful information. Still, along with the increase of the phase noise occurring
when tear film dries up, the efficacy of this solution decreases significantly.

Tests on LSI images, frequently exhibited saddle”-shaped formation in phase
surface and chessboard-like structures in the phase maps. They were consis-
tent with the visible input phase variations. Their occurrence might arise due
to optical aberrations of objective lens and the natural corneal asphericity. Thus
the method has a potential for serving in other closely”-related applications, like
testing and calibration of medical diagnostic equipment.
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Future Recommendations. As a way of overcoming issues encountered,
a enhanced or new method of interferogram analysis may be adapted. In particu-
lar an extended set of both wrapped and unwrapped phase parameters might be
considered, e. g.: a) excess kurtosis; b) texture statistics derived from gray”-level
co”-occurrence matrix (GLCM): homogeneity, energy/uniformity, correlation
and contrast; c) Rényi entropy and d) Kass”-Witkin coherence [17]. Thereafter
a modification of hardware in experimental setup can be taken into account to
improve the input data quality.
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Abstract. Two neural networks with randomly chosen initial weights may 
achieve the same weight vectors in the process of their mutual learning.  
This phenomenon is called a network synchronization, and can be used in  
cryptography to establish the keys for further communication. The time re-
quired to achieve consistent weights of networks depends on the initial similari-
ty and on the size of the network. In the previous work related to this topic the 
weights in TPM networks are randomly chosen and no detailed research on 
used distribution is performed. This paper compares the synchronization time 
obtained for the network weights randomly chosen from either the uniform  
distribution or from the Gaussian distribution with different values of standard 
deviation. The synchronization time of the network is examined here as a func-
tion of different numbers of inputs and of various weights belonging to the  
intervals with varying sizes. The standard deviation of Gaussian distribution is 
selected depending on this interval size in order to compare networks with dif-
ferent weights intervals, which also constitutes a new approach for selecting the  
distribution’s parameters. The results of all analyzed networks are shown as a 
percentage of the synchronization time of a network with weights drawn from 
uniform distribution. The weights drawn from the Gaussian distribution with 
decreasing standard deviation have shorter synchronization time especially for a 
relatively small network. 

Keywords: Neural networks · Tree Parity Machine · Key exchange protocol 

1 Introduction 

Cryptographic algorithms permit the data encryption and decryption with the use of 
the cryptographic keys [1]. These cryptographic keys are special data forming addi-
tional input to the encryption and decryption functions. Depending on the keys ap-
plied, the cryptography can be divided into symmetric or asymmetric one [2, 3]. In the 
first approach, the sender and receiver use the same secret key to encrypt and decrypt 
data. In the asymmetric cryptography the pair of keys is used, where one of them is 
kept secret whereas the other is available publicly. In order to use a secret key, a  
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secure communication channel is needed facilitating a possible transfer of the secure 
key to the both communicating partners. Consequently, this leads to the well-known 
paradox which in essence amounts to the necessity of creating a secure communica-
tion channel based on the assumption of the existence of secure channel. Such diffi-
culty is solved by the Diffie – Hellman [2, 4], where a key exchange algorithm in an 
open communication channel is proposed. Alternatively, another recently investigated 
interesting approach is to generate a relatively secure [5, 6] cryptographic key ex-
change protocol, which is based on special artificial neural network tool [7-11]. 

Artificial intelligence methods are used in cryptography in various ways. For exam-
ple genetic algorithms can be used in crypto-analysis or in protocol design [12]. Simi-
larly to the artificial neural networks constituting an important element of artificial intel-
ligence, the neuro-cryptography forms an interesting subfield of the cryptography. The 
term itself was first time used by Dourlens [13] in 1995. The neural networks are ex-
ploited to the realization of the cryptographic operations such as the S-BOX operation 
[14]. In addition they can be used in cryptographic context as a supporting tool e.g. in 
cryptographic keys exchange procedure [7-9]. The key exchange protocol over an open 
communication channel using artificial networks is particularly interesting as it is based 
on a new phenomenon of the so-called TPM network synchronization. Two special 
artificial neural networks during the mutual learning are able to establish consistent 
values of weights, which can in turn be used as cryptographic keys [15]. 

The key exchange protocol resorts to the Tree Parity Machine (TPM) network  
[7, 8, 16]. TPM is a specific artificial multilayer, feed-forward neural network. Its input 
topology is characterized by disjointed inputs. In conventional neural networks, each 
input reaches each neuron of the first hidden network’s layer [17-19]. In this case, each 
neuron has its own impulses received from the fixed collection of input neurons. Values 
of all the first layer neurons inputs can be seen together as the one input vector for the 
entire network. This modification is introduced due to the cryptographic usage of the 
TPM network. If every impulse had an impact on the result of each hidden layer neuron, 
there would be a potential danger of reasoning about the results of the inner layer based 
on input pulses. Such separation gives the network distinctive tree-like look. Figure 1 
shows the topological structure of the typical TPM network. Each input 1, 1  
and weight is an integer number , 1, … , 0, … , 1, . 

 

Fig. 1. Structure of Tree Parity Machine network. 
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The first layer networks are typical neurons which input pulses are multiplied by 
the corresponding weights and determine the value of its activation function [20], 
according to the following formula: ∑ , 

where 1 . Activation function f is taken as a signum function given by the 
formula: 1,  0 1,  0 . 

Next, the results of the neurons of the first hidden layer are passed as inputs to the 
last layer neuron, which calculates the product of all incoming impulses: ∏ , 

since 1, 1 , a result of the network 1, 1 . 
TPM networks are trained according to one of three methods: Anti-Hebbian, Hebbian 

or Random Walk rule [5, 7, 8, 11]. The synchronization process of the TPM network 
with discrete weights involves 2 1 2 1  parameters, which variations in 
turn forms the Markov chain. The pertinent theoretical analysis can be found in [9]. 

In key exchange protocol TPM networks undergo a process of mutual learning, in 
which both play simultaneously the role of a teacher and of a student. This learning 
process decomposes into the following consecutive steps: 

1. Trusted parties A and B shall determine e.g. through an open channel, the parame-
ters K, N and L describing the TPM topology and interval which contains a net-
work weight. Both parties establish also a common method for TPM learning. 

2. Each party creates its own TPM network (according to the previously agreed  
topology) with randomly chosen initial weights  and , kept in secret. 

3. Both A and B obtain the same, publicly known input vector  and compute 
TPM’s results  and , respectively. 

4. Next two involved parties exchange their networks results. 
5. A treats received value  as an expected result for its TPM and analogously B 

uses  as an expected result for its own network. 
6. Two parties modify their TPM’s weights according to chosen learning method. 
7. Both parties compare the results of both networks  and to determine the 

number of consecutively occurring consistent results. If this value is greater than 
the pre-determined threshold, the algorithm ends and the network are considered as 
synchronized, otherwise it is necessary to continue such learning/teaching process 
and return to step 3. 

The synchronization status achieved by both networks is a state, in which they have 
compatible weight vectors (which may change on each iteration but remain equal in a 
given pair). Such networks remain synchronized regardless of the time of their further 
learning. Their weight’s values can be used directly as cryptographic keys or as a starting 
point for pseudo-random number generator that will be used as the keys.  
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In the first case, the generated key is a sequence of ·  weights within the range of 
-L to L, which involves · · log 2 2  bits. For example, synchronization of the 
networks of 3 neurons with 100 entrances to each of them and weights ranging from -15 
to 15 (represented by 5 bits) enables to generate 1500 bit key. Similarly, in general the 
keys with the required length can be achieved by modifying the networks’ parameters. It 
is important to note that once the networks are synchronized they change their weights 
(equal in each pair) at each subsequent learning step. Consequently, the latter immediate-
ly permits to generate next keys with a priori specified length. 

The main problem for the potential attacker is the lack of knowledge of the inner 
layer’s outputs so that he/she has no idea how to modify the weights of the attacking 
TPM. During the learning process, the respective weights are changed only when the 
networks produce either the same results (Hebbian and Random Walk Rule) or the 
opposite results (Anti-Hebbian). In addition, only neurons that have the same result as 
the entire network modify their weights. For each output of the network (-1 or 1) it is 
possible to have 2(K–1) variants of its inner layer, which attacker should consider in 
each learning step when weights are modified. 

At the beginning of the synchronization procedure both TPM networks have ran-
domly chosen weights. The authors of this key exchange protocol have identified 
various types of learning steps for each pair of the corresponding neurons in both 
networks. More specifically, three steps are distinguished: an attracting, a repulsive 
and quiet steps. The respective names of each step emphasize its impact on the 
weights of both networks. In an attractive step both TPMs have the same output and 
the weights of both neurons move along the same direction. If one would exceed the 
limit value -L or L, it stays on the border, and the other moves to this value decreasing 
distance. In a repulsive step the weight of one network is not changed whereas the 
other can increase the distance between both weights. There are also cases in which 
weight reduce distance in repulsive step [21]. The last category is a silent step, when 
neurons results are different from the results for the entire network so the weight of 
neurons does not change. The synchronization time is dependent on the frequency of 
occurrence of the attractive and repulsive steps. Usually, at the beginning of synchro-
nization process, when both weights are drawn and their compliance is low, more 
frequently the repulsive steps appear. In contrast at the end of synchronization they 
occur sporadically. Therefore, the closer to each other the weight vectors are, the 
more frequently synchronization step occurs permitting both weights getting closer. 

2 Results 

In this paper the relationship between the random distribution from which the initial 
weights are drawn and the network synchronization time is analyzed. Short time syn-
chronizations are more secure and occur more often than long ones [22-24]. The re-
search performed here is focused on two commonly used distributions: namely the 
uniform one and the Gaussian distribution. Due to the symmetry of the weight’s in-
terval [-L, L], the Gaussian distribution is taken with the mean zero, whereas different 
values of standard deviation are tested instead. Since the simulations in questions are 
conducted on networks with different sizes (i.e. different topologies dependent on 
parameter N and weights interval size determined by the parameter L) a standard 
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deviation depends here on the maximum/minimum weight values of TPM examined. 
This in turn as indicated above is determined by the parameter L. Here various distri-

butions with selected standard deviation , ,  are admitted and tested. The 

latter enables to compare different networks of various sizes. The networks tested 
here use different topologies parameterized here by 3 and 11,50,100 . As 
outlined above, the parameter  is related to a standard deviation  taken for the 
Gaussian distribution as . The value of L is assumed to belong to the following 

set 2,3,4, … ,10 . In addition, for the normal distribution with  only even 

values of  are tested and for a standard deviation  only values for  which are 

divisible by 5 are considered i.e. 5,10 . This gives 75 possible variants of para-
meters of the examined networks. Each network is tested with random initial weights 
draw and synchronization 5000 times. The latter renders a total number of 375 000 
investigated cases. The results presented below are obtained upon using own simula-
tion program, which enables to draw the initial weights for the TPM network and its 
synchronization. 

The distribution, from which the initial weight values of both learned TPMs are 
drawn affects their weights compatibility [25]. In addition, the compliance at the be-
ginning of synchronization impacts on the duration of the learning process. An in-
crease of the number of each first layer neuron’s input pulses determined by the pa-
rameter N together with widening the interval [-L,...,L] containing the respective 
weights, extends the average synchronization time in accordance with the exponential 
growth. The analyzed time is expressed in the number of the networks’ learning 
cycles as described above in seven step procedure. This relationship is evident for all 
analyzed distributions of initial weights. Table 1 presents detailed results for the uni-
form distribution for TPMs with different values of parameter N and L. The graphs 
enclosed in the figure 2 represent the results for the uniform distribution and Gaussian 
distribution with standard deviation set to either s = 0 and s = L / 2. 

Table 1. An average synchronization time in learning cycles for uniform distribution. 

L 
UNIFORM 

N=11 N=50 N=100 

2 106,11 143,50 154,10

3 235,95 320,48 345,52

4 421,31 585,87 629,55

5 668,64 946,04 1013,96

6 972,76 1393,71 1512,05

7 1342,04 1926,97 2100,38

8 1775,86 2611,55 2839,96

9 2296,15 3354,97 3654,78

10 2858,83 4251,63 4608,29
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Noticeably, small differences in the obtained results visibly follow for different 
distributions. However, for all analyzed cases, a characteristic exponential growth in 
time required for reaching a full synchronization of the networks is conspicuously 
transparent. 

 

 

Fig. 2. Synchronization time in learning cycles for different distributions and TPM parameters. 

For the clarity of the results of detailed synchronization time, the presented values 
are expressed in percentage, where the time obtained for uniform distribution as a 
reference point with 100% is considered. 

Our analysis shows that the closer the initial weights are, the shorter synchroniza-
tion time is. Table 2 enlists detailed results of the corresponding average synchroniza-
tion time for each network obtained upon 5 000 simulations. In particular, these out-
comes emphasize the impact of the selected initial weights distributions on the length 
of networks learning. Visibly, given a fixed distribution, if the initial weights values 
are drawn closer to the distribution mean, then the networks synchronize faster. 

The results obtained for a fixed distribution in percentage are similar despite the 
change of parameter L. Note that the synchronization time significantly increases (see 
Table 1), but presenting the normal distribution with various standard deviations in 
relation to the synchronization time for uniform distribution permits to show the na-
ture of the variability of synchronization time. This allows to average the results ob-
tained for networks with different parameter L. Significant impact of this parameter’s 
value on the distribution of the TPM synchronization time is studied in [21, 23]. 
Moreover, the analysis of the geometry of the distribution's histograms forms a further 
research topic, which is to be conducted in the context of numerical methods [26, 27].  
Table 3 shows an average synchronization time for each analyzed distribution and 
weights interval which is determined by the parameter L. 
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Table 2. Synchronization time details in percentage. 

L 
UNIFORM GAUSS 0 GAUSS 2 

N=11

2 100% 100% 94% 

4 100% 99% 95% 

6 100% 99% 96% 

8 100% 99% 96% 

10 100% 98% 96% 

  N=50

2 100% 99% 95% 

4 100% 99% 97% 

6 100% 100% 97% 

8 100% 99% 97% 

10 100% 99% 97% 

  N=100

2 100% 99% 95% 

4 100% 99% 97% 

6 100% 100% 96% 

8 100% 99% 97% 

10 100% 100% 98% 

Table 3. An average synchronization time for different distribution and number of inputs. 

N UNIFORM 
GAUSSIAN 

s=0 
GAUSSIAN 

s=L/2 
GAUSSIAN 

s=L/5 
11 2858,83 2814,28 2745,47 2422,38 

50 4251,63 4219,30 4131,35 3714,64 

100 4608,29 4594,18 4500,68 4133,94 

Table 4. An average synchronization time percetage.  

N UNIFORM 
GAUSSIAN 

s=0 
GAUSSIA
N s=L/2 

GAUSSIAN 
s=L/5 

11 100% 98% 96% 85% 

50 100% 99% 97% 87% 

100 100% 100% 98% 90% 

 

Table 4 shows how the synchronization time decreases in comparison with the uni-
form distribution after 5000 simulations performed. The latter is conducted for the net-
works with three first layers and for the number of input signals given by parameter N. 
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The average synchronization time expressed in percentages takes the time obtained for 
the uniform distribution as 100%. 

The drawing of the initial weights from the Gaussian distribution enables to reduce 
the respective network synchronization time. Upon comparing the results for a  
network of fixed parameter L, it can be seen that for the same range of weights the 
resulting weights’ reduction is similar. In addition, having reduced the standard devia-
tion for fixed number of TPM inputs the synchronization time can be even further 
reduced by 15% for the relatively small networks. 

3 Conclusions 

Neural cryptography like the other new methods such as quantum cryptography [28, 
29] is an interesting alternative to the currently used algorithms [2]. The TPM net-
work’ synchronization time is the most important issue built in neural cryptography. 
In this paper a new topic is analyzed, namely the impact on synchronization time of 
the distribution, from which initial network’s weights are drawn. We analyzed here 
the uniform and the Gaussian distributions with a standard deviation depending on the 
parameters of the synchronized TPM network. Clearly random drawing of the initial 
weights based on different distributions impacts on their compliance level. By setting 
uniform distribution as a reference point, it can be observed that the choice of the 
Gaussian distribution results in diminishing the networks’ synchronization time. Ad-
ditionally, the smaller standard deviation is, the shorter synchronization time follows. 
Generally, the greater synchronized network is, the whole process takes longer. Par-
ticularly noteworthy is the fact that the results are similar for networks of various 
sizes. The use of standard deviation dependent on the networks parameter enables to 
compare results obtained for TPMs with different sizes. Upon analyzing the results of 
a percentage of the synchronization time of network with the initial weights drawn 
from the uniform distribution it can be seen that similar decreases of synchronization 
time for networks with different numbers of inputs occurs. The presentation of the 
results percentage-like and the dependence of the standard deviation on the network 
parameters permits to compare the results for networks with various sizes. In this 
paper we demonstrated that the choice of initial weights distribution, according to 
which they are  drawn, has an impact on the synchronization time. Its reduction in 
turn may well facilitate the practical use of the TPM network synchronization to de-
termine the encryption keys. These keys can be used in various sensitive data encryp-
tion including image [30, 31] or sound encryption [32]. 
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Abstract. This paper presents a detailed analysis of the mutual authen-
tication protocol developed especially for the system MobInfoSec - for
a mobile device to share and protect classified information. MobInfoSec
uses fine-grained access rules described by general access structures. In
this paper we describe the architecture and functioning of the system,
and the requirements imposed on cryptographic authentication proto-
cols, resulting from both: standards, the collection of good practices, as
well as directly from the vision of the system. The article contains a
description of the protocol’s parts and formal analysis of its security.

Keywords: Authentication protocols · One-to-many protocol · Mobile
device · Sensitive information · Secure communication channel

1 Introduction

The modern people process tens of gigabytes of information a day, most of which
is transferred electronically, by mobile devices. Phones and tablets have become
personal, handheld offices by which users download and often send sensitive
content: emails, business and banking transactions, etc. Each participant of that
mobile/distributed system wants one - security of transmitted and stored data.
Security has many aspects: information is only accessible to the defined destina-
tion (it should not be stolen or intercepted), the encrypted information can not
be lost or deciphered by inappropriate entity (see [7–9]).

Cryptographic protocols provide security relevant to the needs of infor-
mation systems. This security concerns, inter alia: authentication of entities,
session key agreement between the parties, provides confidentiality, integrity,
anonymity and non-repudiation. Participants of cryptographic protocol exchange
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messages through a specific communication channel. Communication channels
can be divided into three types: channel point-to-point (or one-to-one) connect-
ing the two participants, broadcast channels (one to many) connecting the sender
and multiple recipients and conference channels (many to many) connecting all
participants in the protocol and allow for exchange of messages between all
participants.

Cryptographic protocols are subject of rigorous analysis, as they represent
a critical component of any secure distributed computer system. They are easy
to write, but on the basis of the code its very difficult to estimate their security
level. Their simple structure is often confusing and leads to false conclusions in
their security evaluation. Therefore, an important element in the selection and
design of cryptographic protocol is to verify its correctness.

The article shows a mutual authentication protocol designed for system
MobInfSec, which enables cryptographic protection of sensitive information in
accordance with Originator Controlled access control rules [6,14]. The ORCON
rules release a user from the obligation to monitor any information (especially
against unauthorized copying). The information is removed when a user is no
longer allowed to access it.

A description of the assumptions, architecture, and the rules of functioning
of the system MobInfoSec are included in the next chapter. A further section
describes the objectives and requirements for the proposed protocol. The next
chapter describes its functioning and at the end the verification of its correctness.
The whole is closed by summary, containing further directions of research.

2 Objective

The paper gives mutual authentication protocol under the name of
SP2SP Mutual Auth (Secret Protection module of user A to Secret Protection
module of user B mutual authentication) designed for MobInfSec system that
allows protection of cryptographic confidential information in accordance with
the ORCON rules.

This protocol is initialized by an entity A (called the chairman). The chair-
man executes (sequentially or simultaneously) n times the one-to-one protocol
with every other member B1, B2, ..., Bn from the group B. Successful comple-
tion of each instance of SP2SP Mutual Auth protocol enables to authenticate
every pair of users (A, Bi), i = 1, . . . , n, and to establish n independent secure
communication channels between them with different key material used by each
pair of participants.

The security analysis of SP2SP Mutual Auth protocol is based on its speci-
fication written in HLPSL and ProToc languages and next used in well-known
tools of automatic protocol verification like AVISPA, VerICS and PathFinder
(see [1,10,13]. We assume that the adversaries inside our system have many
capabilities of the standard Dolev-Yao intruder, namely, they are able, within
their bounded storage capacity, to compose, decompose, overhear, and inter-
cept messages as well as update values with fresh ones. Hence, it is commonly
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believed that Dolev-Yao intruder is the most powerful attacker because following
the seminal work of Dolev and Yao [4], the communication media are assumed to
be under absolute control of the intruder. This intruder can in particular destroy
all transmitted messages.

The results of our security analysis have showed the correctness of the pro-
posed protocol for the different states of SP.Bi and SP.Ai tokens when perform-
ing cryptographic operations and during authentication.

3 Architecture of MobInfoSec System

MobInfoSec system can be seen as a set of cooperating applications, including
trusted parts, that are distributed in different locations and communicate with
each other. More detailed assumptions, the architecture and functioning of the
system MobInfoSec are described in [5]. At this point, we focus only on a descrip-
tion of those elements that have an impact on SP2SP Mutual Auth protocol and
its security analysis.

Fig. 1. Trust domains concept for different mobile devices

Applications can be closed in the domain of trust. A single domain is created
around a trusted application or a group of trusted applications. We assume that
communication between applications within the same trust domain is secure,
could be caused by placing them in one location or the use of ready-made security
technologies (eg. SSL).

Communication between domains therefore remains an open problem,
namely: communication between components located in different domains, which
will require the compilation of trusted paths and channels. Paths/channels
created by the use of strong cryptography, allows applications from different
domains to trust each other and accept their decisions. The main task is to
define domains of trust and determine trusted paths and channels [5,7].
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4 Basic Authentication Protocols

The aim of the cryptographic authentication protocol is to identify a particular
or all of the participants of communication. Typically, the additional effect of
the protocol is the key - established between the participants of the protocol,
which will be used to build a trusted channel or a trusted path.

Another goal is to provide for messages exchanged during protocol execu-
tion the following (all or some) security features: confidentiality, authentication,
integrity or non-repudiation. As mentioned earlier authentication protocols can
be divided into unilateral, mutual and multilateral protocols of authentication
of entities.

In the case of MobInfoSec system the secure communications between mul-
tiple entities is required. The main point is to ensure the proper authentication
between the SP components which are located in different trust domains. One
of the domains (a chairman) is the initiator of communication and should be
mutually authenticate with each of the other domains of trust and establish a
secure communication channel.

There are few potentially useful protocols (Table 1) that can be considered
in MobInfoSec ([11,15,16]). All of them guarantee mutual authentication, key
integrity, key authentication, key control or confirmation, but only the first has a
formal security proof. None of them provides a common communication channel
or the secret handling. No matching of existing solutions to the system assump-
tions forced to design a new mutual authentication protocol.

5 Mutual Authentication Protocol

Cryptographic protocol design must be preceded by a clear definintion of project
objectives and a determination of the impact of violations of these assumptions
on achieving planned objectives of security. Examination of protocol defects
that were not included in the assumptions (e.g. due to the lack of knowledge
related to a given defect) motivates and allows to understand the various design
features of the protocol, and the knowledge of successful (and known) attacks
helps designers to avoid standard attacks.

Principles of engineering design of cryptographic protocols are associated
with the three phases [3]:

– analysis of the protocol requirements phase,
– detailed protocol design phase,
– proving protocol security phase.

Below, we present SP2SP Mutual Auth one-to-many group mutual authen-
tication protocol. In this protocol the group members are authenticated by
the chairman “one-by-one”. That is, n authentication messages are required
to authenticate n group members. Then, these members share individual keys
for the communication with the group chairman.
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Table 1. Authentication protocols comparison

Protocol (variant)

Transport RSA Key transport Lim-Lee key
No. Property (EN 14890) [15] ISO/IEC 11770-3 agreement

Mechanism 5 [16] protocol 5 [11]

1. Mutual authentica-
tion

+ + +

2. Multi-party authen-
tication (one to many
and many to one)

- - -

3. Key integrity + + +
4. Key authentication + + +
5. Personal (indepen-

dent) communication
channels

+1) +1) +1)

6. Common communi-
cation channel

- - -

7. Forward secrecy - - -
8. Backward secrecy N/A 2) N/A N/A
9. Liveness + 3) +3) +
10. Key control + +4) +
11. Key freshness +3) +3) +3)

12. Key confirmation + + +
13. Formal security proof + +6) +

Legend
+ Means that the protocol has indicated property, perhaps after meeting addi-

tional requirements presented in footnote
1) It applies also to the case when the protocol is used to authenticate the initiator

of the protocol with other members of the participants group
2) N/A - not applicable
3) Applies to all participants of the protocol
4) Applies only to the initiator of the protocol
5) If session key is used by all members of the group
6) Lack of information about the existence of a formal security proof

5.1 Assumptions and Notations

For the proposed protocols the following assumptions have been made:
– types of connection and transmission medium (LAN, WLAN, WWAN, ...)

used by the parties involved in the protocol are not significant,
– the term ‘address’ of the device means: complete and current information

that helps to communicate with the device through the selected communi-
cation medium; method of processing and distribution of this information is
beyond the scope of this paper,

– All parties involved in the described authentication protocol are equipped
with SP, under their exclusive control,

– SP provides an interface compatible with the PKCS#11.
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The protocol specification uses the following symbols and markings:
AUT authentication
C Certificate (X509 format or CVC card format)
CS Signing certificate that contains the public part of the key used

to submit and verify the signature
CS_AUT Signing certificate used to authenticate other certificates; the

private, key complementary to the public key contained in
CS_AUT, may be used to sign other certificates

C.CAX.CS_AUT A certificate issued by the main office RCA to intermediate
CA certification authority used by this office to authenticate
the public key of X

C.X.AUT The certificate containing the public key of the entity X used
in the authentication procedure

D[key](msg) Decrypt a message <msg> with the key <key>
DS[key](msg) Digital signature of messages <msg> with the key <key>
E[key](msg) Encrypt a message <msg> with the key <key>
h(msg) The message digest calculated for message <msg> using

a hash function h
ID id
MU.A User Subsystem Authentication Module installed in the mobile

device under the control of the user A
MDC.A Protected Data Magazine of User A
MK.A Keys Magazine of User A
PrK The private key
PRND Complementary random number
PuK Public key
PuK.CAX.CS_AUT The public key contained in the certificate C.MAX.CS_AUT

used for authentication of public keys
Q||Z Concatenation information of Q and Z
SK Secret key (symmetric)
RCA Root CA.
SP.A Secret Protection Module installed in the mobile device user A
SP.SU Secret Protection Module installed on the Authentication

Server
SU The authentication server (one of the functions of a Trusted

Third Party Distribution and Authentication Users and
Devices Server)

UM.A Mobile device under the control of user A
X Protocol participant
XC Mutual certificate

We assume that for a given set of entities P = A,B1, ..., Bn, where n ≥ 1, the
entity A is the preferred entity responsible for initiating the protocol. The aim of
the protocol is the mutual authentication with each entity Bi, i = 1, . . . , n, and
generation of a key material necessary to ensure the confidentiality and authen-
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ticity of information exchanged between the parties. Additionaly we assume
that:

– SP tokens have the same root CA certificate; the case of several certificates
is not included in the protocol; however, if we assume that the two root
CAs have issued cross certificates to each other, the protocol - after the
introduction of minor modifications - will also work correctly;

– token SP.X of the entity X stores in its memory: the root CA’s certifi-
cate C.RCA.AUT, the intermediate CA’s certificate C.CASP.X.CS AUT CA
issued by root CA, and certificate C.SP.X.AUT of the token SP.X.

5.2 Protocol description

The SP2SP Mutual Auth(A,B1, ..., Bn) protocol provides authentication of each
pair of entities (A,Bi), i = 1, . . . , n and consists of the following states:

State 0: SP.B_i and SP.A tokens do not possess the public keys of the
opposite side.

1. Authentication MU.A module initiates the protocol, establishes a connection to
authentication module MU.B_i of mobile device B_i and and carries protocol
in the initial state.

2. If token SP.B_i do not have public key PuK.CASP.A.CS_AUT, then:
2.1 MU.A requests through MU.B_i selection and verification of key

PuK.RCA.AUT by SP.B_i:
MU.A -> MU.B_i -> SP.B_i: select and verify(PuK.RCA.AUT)

2.2 SP.B_i chooses and verifies PuK.RCA.AUT key, and then returns the con-
firmation:
SP.B_i -> MU.B_i -> MU.A: conf.OK

2.3 MU.A ask SP.A to read certificate C.CASP.A.CS_AUT:
MU.A -> SP.A: get certificate (C.CASP.A.CS_AUT)

2.4 SP.A gets certificate C.CASP.A.CS_AUT and returnt it to the MU.A:
SP.A -> MU.A: C.CASP.A.CS_AUT

2.5 MU.A requests through MU.B_i that SP.B_i verified certicate C.CASP.A.CS_AUT:

MU.A -> MU.B_i -> SP.B_i: verify certificate (C.CASP.A.CS_AUT)

2.6 SP.B_i verifies certificate C.CASP.A.CS_AUT, saves the public key
PuK.CASP.A.CS_AUT and sends confirmation to the MU.A:
SP.B_i -> MU.B_i -> MU.A: conf.OK

3. MU.A through MU.B_i requests SP.B_i to choose and verify the key
PuK.CASP.A.CS_AUT:
MU.A -> MU.B_i -> SP.B_i: select and verify(PuK.CASP.A.CS_AUT)

4. SP.B_i chooses and verifies PuK.CASP.A.CS_AUT key, and then returns the
confirmation:
SP.B_i -> MU.B_i -> MU.A: conf.OK

5. MU.A asks SP.A to read its authentication certificate C.SP.A.AUT:
MU.A -> SP.A: get certificate (C.SP.A.AUT)
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6. SP.A gets C.SP.A.AUT certificate and returns it to the MU.A:
SP.A -> MU.A: C.SP.A.AUT

7. MU.A through MU.B_i requests SP.B_i to verify the certificate C.SP.A.AUT of
token SP.A:
MU.A -> MU.B_i -> SP.B_i: verify certificate (C.SP.A.AUT)

8. SP.B_i verifies the C.SP.A.AUT certificate, stores the public key
PuK.SP.A.AUT and sends a confirmation to MU.A:
SP.B_i -> MU.B_i -> MU.A: conf.OK

State 1: Token SP.B_i has the public key C.SP.A.AUT of token SP.A

9. If SP.A does not have PuK.CASP.B_i.CS_AUT public key, then:
9.1 MU.A requests the SP.A to select and verify key PuK.RCA.AUT:

MU.A -> SP.A: select and verify(PuK.RCA.AUT)
9.2 SP.A chooses and verifies PuK.RCA.AUT key, and then returns the confir-

mation:
SP.A -> MU.A: conf.OK

9.3 MU.A through MU.B_i requests SP.B_i to read C.CASP.B_i.CS_AUT
certificate:
MU.A -> MU.B_i -> SP.B_i: get certificate (C.CASP.B_i.CS_AUT)

9.4 SP.B_i gets C.CASP.B_i.CS_AUT certificate and returns it to the MU.A:
SP.B_i -> MU.B_i -> MU.A: C.CASP.B_i.CS_AUT

9.5 MU.A requests to SP.A verified C.CASP.B_i.CS_AUT certificate:
MU.A -> SP.A: verify certificate (C.CASP.B_i.CS_AUT)

9.6 SP.A verifies the certificate C.CASP.B_i.CS_AUT, stores the public key
PuK.CASP.B_i.CS_AUT and sends a confirmation to MU.A:
SP.A -> MU.A: conf.OK

10. MU.A requests the SP.A to select and verify key PuK.CASP.B_i.CS_AUT:
MU.A -> SP.A: select and verify(PuK.CASP.Bi.CS_AUT)

11. SP.A chooses and verifies PuK.CASP.B_i.CS_AUT key, and then returns the
confirmation:
SP.A -> MU.A: conf.OK

12. MU.A through MU.B_i requests SP.B_i to read authentication certificate
C.SP.B_i.AUT:
MU.A -> MU.B_i -> SP.B_i: get certificate (C.SP.B_i.AUT)

13. SP.B_i gets C.SP.B_i.AUT certificate and returns it to the MU.A:
SP.B_i -> MU.B_i -> MU.A: C.SP.Bi.AUT

14. MU.A requests to SP.A verified the certificate C.SP.B_i.AUT of token SP.B_i:
MU.A -> SP.A: verify certificate (C.SP.B_i.AUT)

15. SP.A verifies the certificate C.SP.B_i.AUT , stores the public key
PuK.SP.B_i.AUT and sends a confirmation to MU.A:
SP.A -> MU.A: conf.OK

State 2: Token SP.A has the public key C.SP.B_i.AUT of token SP.B_i
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16. MU.A through MU.B_i requests SP.B_i to activate (select) PuK.SP.A.AUT and
PrK.SP.B_i.AUT keys:
MU.A -> MU.B_i -> SP.B_i:
acivate security key (PuK.SP.A.AUT, PrK.SP.B_i.AUT)

17. SP.B_i activates PrK.SP.B_i.AUT and PuK.SP.A.AUT keys and sends con-
firmation to the MU.A:
SP.B_i -> MU.B_i -> MU.A: conf.OK

18. MU.A requests that SP.A activated (selected) PuK.SP.B_i.AUT and
PrK.SP.A.AUT keys:
MU.A -> SP.A: acivate security key (PuK.SP.B_i.AUT, PrK.SP.A.AUT

19. SP.A activates PrK.SP.A.AUT and PuK.SP.B_i.AUT keys and sends confir-
mation to the MU.A: SP.A -> MU.A: conf.OK

State 3: SP.A and SP.B_i tokens activated their keys, which are necessary
during performing cryptographic operations; moreover, the public key of the
SP.A is now known by the SP.B_i and vice versa, and can be trusted by both
sides.

20. MU.A requests the SP.A to generate a random number and return it together
with its ID:
MU.A -> SP.A: get challenge

21. SP.A generates RND.SP.A and, together with its identifier SN.SP.A sends all
to MU.A:
SP.A -> MU.A: RND.SP.A||SN.SP.A

22. MU.A through MU.B_i requests to authenticate SP.B_i:
MU.A -> MU.B_i -> SP.B_i: authenticate(RND.SP.A || SN.SP.A)

23. SP.B_i generates a random key K.SP.B_i, random padding PRND.SP.B_i,
prepares preToken.SP.B_i, signs the concatenated data using its pri-
vate key, encrypts it and then through MU.B_i return it to MU.A:
SP.B_i -> MU.B_i -> MU.A:
E[PuK.SP.A.AUT](DS[PrK.SP.B_i.AUT](preToken.SP.B_i))

where:
preToken.SP.B_i = textA.SP.B_i || PRND.SP.B_i || K.SP.B_i

|| h(PRND.SP.B_i || K.SP.B_i || RND.SP.A || SN.SP.A) || textB.SP.B_i

24. MU.A sends to SP.A the request for verification of authentication token:
MU.A -> SP.A:
verify(E[PuK.SP.A.AUT](DS[PrK.SP.B_i.AUT](preToken.SP.B_i)))

25. SP.A decrypts E[PuK.SP.A.AUT](DS [PrK.SP.B_i.AUT](preToken.SP.B_i))

and after the verification by SP.A the signature of SP.B_i (after confir-
mation of compliance with the previously sent random challenge RND.SP.A)
sends confirmation to the MU.A: SP.A -> MU.A: conf.OK

State 4: SP.B_i token has been authenticated to the SP.A.
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26. MU.A requests through MU.B_i that SP.B_i generated a random number and
send it together with its ID:
MU.A -> MU.B_i -> SP.B_i: get challenge

27. SP.B_i generates RND.SP.B_i challenge and, together with its identifier
SN.SP.B_i sends all to MU.A:
SP.B_i -> MU.B_i -> MU.A: RND.SP.B_i || SN.SP.B_i

28. MU.A requests authentication by SP.A:
MU.A -> SP.A: authenticate(RND.SP.B_i || SN.SP.B_i)

29. SP.A generates a random key K.SP.A, random padding PRND.SP.A, prepares
preToken.SP.A, signs the concatenated data using its private key, encrypts
it and then sends to MU.A:
SP.A -> MU.A: E[PuK.SP.B_i.AUT](DS[PrK.SP.A.AUT](preToken.SP.A))

where:
preToken.SP.A = textA.SP.A || PRND.SP.A || K.SP.A

|| h(PRND.SP.A || K.SP.A || RND.SP.B_i || SN.SP.Bi) || textB.SP.A

30. MU.A sends via MU.B_i request to SP.B_i for verification of authentication
token:
MU.A -> MU.B_i ->
verify(SP.Bi: E[PuK.SP.B_i.AUT](DS[PrK.SP.A.AUT](preToken.SP.A)))

31. SP.B_i decrypts E[PuK.SP.B_i.AUT](DS[PrK.SP.A.AUT](preToken.SP.A)) and
after the verification by SP.B_i the signature of SP.A (after confirmation of
compliance with the previously sent random challenge RND.SP.B_i), token
SP.B_i sends confirmation to MU.A:
SP.B_i -> MU.B_i -> MU.A: conf.OK

State 5: SP.A token has been authenticated now to the opposite party, i.e.
to SP.B_i.

32. After performing of the protocol SP.B_i and SP.A have a confidential key
material K.SP.A and K.SP.B_i. On this basis both parties calculate the sym-
metric difference:
K.SP.A/SP.B_i = K.SP.A ⊕ K.SP.A

and then create session keys to ensure confidentiality and authentication of
the message. It being understood that:
K.SP.A/SP.B_i = Ka(ENC) || Kb (ENC) || Ka (MAC) || Kb (MAC)
Other more general methods for generating keys to ensure the confidentiality
and authentication can be found in [15] (see chap. 8.10).

State 6: SP.B_i and SP.A tokens are able to set the trusted channel.

5.3 Protocol’s verification

Protocol analysis was performed using known automatic verification tools:
Avispa [1], VerICS [10] and PathFinder [12,13]. In the case of communication
over an insecure channel, in an open way, without any encryption, and in which
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the goal for subprotocol is not to maintain the confidentiality of the new data
(keys, nonces) or user authentication, then automatic verification tools could not
be used.

The need to introduce this type of communication results from the fact that
the parties haven’t established yet a secure communication channel. In these
cases, the intruder can perform only flooding-type attack or disrupt communi-
cations. They are, however, risks faced by all communication systems. Justifica-
tion of subprotocols’ correctness, in such cases, is based on the analysis of the
correctness of data transfer scheme, in order to achieve the objectives and the
assumption of a trusted repository and duly signed certificates.

Fig. 2. Simplified diagram of subprotocol: State 3

Accordingly, only two parts of the protocol (subprotocols of states 3 and 4)
are designed to maintain the confidentiality of the new data (keys, nonces),
and providing authentication of users. These two subprotocols provides mutual
entity authentication. Because the messages sent are independent of each other,
it is important to note that the subprotocol of state 4 is unambiguously sym-
metrical (similar) to the subprotocol of state 3. Therefore, in the description of
these subprotocols we will focus only on the subprotocol of state 3. It is easy
to observe that in other subprotocols there is no possibility of possessing by
Intruder important data, so correctness of the whole protocol from security and
authentication point of view is assured. The analysis of the correctness and the
security of subprotocol of state 3 is made on the basis of the data transmission
diagram (Fig. 2) and the experimental results obtained by using formal methods
and aforementioned automatic tools.

In conducted studies the Dolev-Yao Intruder model was used, which is widely
considered in the literature. According to this model the Intruder has full access
to the network and transmitted data, he can decompose and compose trans-
mitted data according to held by him cryptographic keys. The only assumption
that limits privileges of the Intruder is the perfect cryptography assumption - the
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inability to decode the corresponding ciphertext without knowing the encryp-
tion key.

Specifications were made according to the syntax of HLPSL and ProToc lan-
guages and the data transmission of tested subprotocol. Users participating in
the protocol and security goals guaranteed by this protocol were also modeled.
Specifications in HLPSL is extensive, and does not introduce no additional infor-
mation in relation to the specifications in ProToc, which is demonstrated below
(see Listing 1).

From the viewpoint of the tested security properties, all modules of AVISPA
tool reported the SP2SP Mutual Auth protocol correctness for a limited num-
ber of sessions, and one of AVISPA module reported also the correctness to an
unlimited number of sessions.

VerICS tool generated 18 hypothetical runs, and for each of them built an
automata model, which was then encoded into the Boolean formula. The formula
was verified by the SAT solver MiniSAT. The result showed that in the surveyed
space and with the adopted assumptions, protocol is correct and no errors were
found in its structure.

For generated runs the PathFinder tool created chains of states. An attempt
to construct a tree of runs containing a path of attack failed. This proves the
correctness of subprotocol.

Listing 1. Authentication protocol specification in ProToc language

BEGIN
Users (2 )
Players (3 )
Steps (2 )
Int ruder (DY)

Protoco l :
A; N A, i (A) ; N A ; N A | i (A) ; B;
B; +K A, −K B, K AB, N A, i (A) ; K AB;
<<K AB, h(K AB, i (A))> −K B> +K A;

Se s s i on
(A,B, I )

Goals
Authent icat ion (B,A)
Secrecy (K AB)

End

Verification for selected parts of the protocol for all assumed parameters,
fared well - the protocol is correct and secure.

All results and times are listed in the table 2.
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Table 2. Summary of the results

6 Summary

In the paper a mutual authentication protocol was presented, it was designed
specifically for MobInfoSEc system, to guarantee secure communication for
mobile devices. The protocol provides mutual authentication between each pair
of participants of communication, establishing a common key material, and thus
setting up a secure communication channel.

The most important security properties of the described protocol were
tested using three different automatic verification tools. During the verifica-
tion perfect cryptography and the Dolev-Yao intruder model were assumed. The
SP2SP Mutual Auth(A,B1, ..., Bn) protocol has passed verification and achieved
its objectives.
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tion protocols for protecting and sharing sensitive information on mobile devices.
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7. Hyla, T., Pejaś, J., El Fray, I., Maćków, W., Chocianowicz, W., Szulga, M.: Sensi-
tive information protection on mobile devices using general access structures. In:
ICONS 2014, The Ninth International Conference on Systems, pp. 192–196. IARIA
(2014)



474 O. Siedlecka-Lamch et al.
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Abstract. Analysis of security economics for the IT systems is one of
the important issues to be solved. The quality of protection (QoP) of IT
System can be achieved on different levels. One can choose factors which
have a different impact on the overall system security. Traditionally, secu-
rity engineers configure IT systems with the strongest possible security
mechanisms. Unfortunately, the strongest protection (especially in low
resource devices) can lead to unreasoned increase of the system load and
finally influence system availability. In such a situation the quality of pro-
tection models which scales the protection level depending on the specific
requirements can be used. One of the most challenging issues for quality
of protection models is performing quality of protection evaluation for
complex and distributed systems. The manual analysis of such systems
is almost impossible to perform. In the article, we proposed the Auto-
mated Quality of Protection Analysis framework (AQoPA). The AQoPA
performs the automatic evaluation of complex system models which are
created in the Quality of Protection Modelling Language (QoP-ML). In
the article the case study of complex wireless sensor network analysis is
presented. The network is deployed on a roller-coaster.

Keywords: Modelling and protocol design · Security protocol analysis ·
Quality of protection · Applied cryptography

1 Introduction

The security analysis of the IT systems and simultaneously that of its influence
on the system performance is one of the most important topics to be solved. On
one hand, the traditional approach assumes that implementation of the strongest
security mechanisms makes the system as secure as possible. Unfortunately, on
the other hand, such reasoning can lead to the overestimation of security mea-
sures which causes an unreasonable increase in the system load [1–4]. The system
performance is especially important in the systems with limited resources such as
the wireless system networks or the mobile devices. Another example where such
analysis should be performed is cloud architecture. The latest research indicates
three main barriers for using cloud computing which are security, performance
and availability [5]. Unfortunately, when the strongest security mechanisms are
c© IFIP International Federation for Information Processing 2015
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 475–486, 2015.
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used, then it will decrease system performance and further influence system
availability. This tendency is particularly noticeable in complex and distributed
systems. The latest results show [6,7] that in many cases the better way is to
determine the required level of protection and adjust security measures to these
security requirements [8]. Such approach is achieved by means of the Quality of
Protection models where the security measures are evaluated according to their
influence on the system security.

One of the most challenging issues for the QoP models is performing quality
of protection evaluation for complex and distributed systems [12]. The manual
analysis of such systems is almost impossible to perform. The analysis of any type
of the security protocol is difficult when the experts do not use automated tools.
In literature, we can indicate programs which helped the experts analyse the
protocols. We can indicate the AVISPA tool [13,14] or ProVerif [15] application,
which verifies security properties for cryptographic protocols. From the Quality
of Protection analysis point of view, AVISPA and ProVerif have two limitations.
The first one refers to the types of the function which can be modelled. One can
model only cryptographic primitives and cryptographic algorithms. The full QoP
analysis must refer to all security factors which affect the overall system security.
The second limitation is that these languages do not provide the structure for
evaluation of the security factors performance. In the literature one can indicate
the tool for QoP analysis which are modelled in the UMLsec [16]. This tool can
be used for automated analysis of simple models but when we would like to
analyse the scenarios when thousands of hosts take part in the protocol, then
the analysis is too complex and cannot be done properly. The UMLsec is used
for model-driven security as the part of model-driven development.

The major contribution of this study is introduction of Automated Quality
of Protection Analysis framework which performs the automatic evaluation of
QoP-ML models created in the Quality of Protection Modelling Language [9,10].
It allows to analyse complex systems which may consist of thousands of hosts
representing a wide area network which are actors in the cryptographic protocol
or a complex IT system. One can balance security against performance. The full
description of the AQoPA will be presented in the next sections. The AQoPA
framework can be downloaded from the web page of the Quality of Protection
Modelling Language Project [11].

2 Automated Quality of Protection Analysis Framework
(AQoPA)

In this section we present the architecture of AQoPA and data flow of model during
the analysis process. The architecture of AQoPA is presented in Fig. 1. The figure
presents four successive stages: stage 1 - model creation, stage 2 - security metrics
definition, stage 3 - scenarios definition and stage 4 - simulation. These stages refer
to the methodology of creating QoP-ML models defined in the article [9] where the
details about syntax and semantics can be found.
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Fig. 1. AQoPA architecture and data flow

2.1 Stage 1 - Model Creation

Model creation stage is the first stage which must be performed in the AQoPA
framework. The goal of this stage is to create the QoP-ML model that will be
evaluated in the analysis process. The stage is divided into 4 phases. Initially
the designer has to define functions (phase 1), functions equations (phase 2) and
channels (phase 3). Later he can use them to create protocol flow (phase 4).

Protocol flow is defined for hosts as they are the highest level elements of the
analysis. Hosts contain processes and processes can contain subprocesses. Each
process and subprocess contain instructions list.

2.2 Stage 2 - Security Metrics Definition

The second stage is the security metrics definition stage which is divided into 4
phases, too. In the first phase the designer has to gather metrics and configura-
tions of analysed devices (servers, sensors, etc.). In the second phase the designer
has to select subset of metrics for the functions that are used in the protocol
flow created in the first stage.

The aim of last two phases is to group selected metrics in sets and assign them
to hosts. The designer can model different devices therefore the metrics for the
same functions may have different values. For example, the encryption operations
are many times faster on high-performance servers than on the wireless sensors
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nodes. The designer has to group metrics into sets representing one device and
assign these sets to hosts created in the first stage.

2.3 Stage 3 - Scenarios Definition

The aim of the third stage is to define the scenarios of the analysis process. The
protocol flow is already created and the designer has to define versions that he
would like to evaluate.

Versions Selection. Versions represent different variants of the evaluated pro-
tocol. Versions include a list of executed hosts, their processes and subprocesses
that will be included in independent evaluations. The designer does not have to
choose all processes from the host, but any subset that will create the target
protocol flow. The differences in versions may come from using different devices
or security mechanisms resulting in different metrics or from different protocol
flows (i.e.. including additional processes or subprocesses in the version that
implement additional security mechanism). Versions allow to evaluate complex
models with a large number of hosts using repetition. The designer can repeat
hosts and processes. At the end of the analysis, the designer obtains results for
all evaluations and can compare them.

Modules Selection. Besides versions, the designer must select modules that
he would like to use in the analysis process. The AQoPA is module based what
means that the designer can easily add modules to the analysis process. The core
of AQoPA is responsible for generating next states according to the protocol flow.
The additional operations that bring results of analysis are executed in modules.

2.4 Stage 4 - Simulation

Simulation stage is the core stage of AQoPA architecture. The analysis process is
realized by this stage and proceeds automatically without the user’s interaction.

Static Checker. Firstly, the provided model is passed to Static Checker which
is responsible for syntax validation of the model. Any syntax error is passed to
the Error Analyzer.

Versions Creator. When the model is validated by Static Checker, it is passed
to the Versions creator. The task of this component is to create independent
analysis process for each version selected in the Scenarios Definition stage. Cre-
ating versions involves the modification of protocol flow according to the list of
executed hosts, processes and subprocesses in a particular version. As a result,
AQoPA obtains as many protocol flows as many versions were selected. Each
modified protocol flow is passed to the States Generator component and is anal-
ysed independently.
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States Generator. In the States Generator component AQoPA generates suc-
cessive states of evaluated hosts executing their instructions. This process is
repeated until all hosts are finished or an error occurs. Each process of next
state generation includes execution of the instruction that was modelled in the
QoP-ML.

This component is also responsible for detection of QoP-ML model errors.
These errors may result from the designer’s mistake during modelling the system
(or protocol) or from the limitations due to the metrics (i.e.. using sensors -
devices with limited resources). These errors may lead to the situation when a
variable is used before assignment, to deadlock in communication or to ambiguity
of equations. This component detects these kinds of problems and passes them
to Error Analyzer which outputs the information to the user.

QoP-ML introduces equations that are used to reduce complex function calls
(nested function calls in parameters). Syntax validation checks all equations
according to the syntax rules, finds and reports contradictory equations and
checks if one equation contains the other one. The States Generator component
finds ambiguity during the reduction process. All above situations pass an error
to Error Analyzer.

Modules Operation Handler. Modules selected in the Scenarios Definition
stage take part in the process of generating the next state of protocol. Execution
of all instructions is passed to the modules so that they can retrieve informa-
tion about the current state and prepare the results. Additionally, modules can
change default instructions flow.

Error Analyzer. Error Analyzer is the last component of simulation stage. It
outputs the information about the error received from Static Checker or States
Generator. When the analysis finishes successfully, Error Analyzer creates a
result report.

3 Case Study

In this section we present the analysis of complex system performed by means
of the AQoPA framework. This case study presents the features of AQoPA as
the tool used to analyse the wireless sensor networks in terms of security and
efficiency.

We analyse the wireless sensor network used for structural health monitoring
deployed on roller-coaster. Its main aim is to collect acoustic emission data during
the ride which is transmitted to the gateway and analysed for cracks. This method
has been studied in [18] and is still widely used as inspection method [19]. Using
wireless sensor network gives a possibility to react to detected failures in real time.

In the case study we have used the Rougarou roller-coaster from Cedar Point
theme park [17]. It is interesting example because the roller-coaster was opened
in 1996 and named Mantis while now it is being rebuilt to be a floor-less coaster.
Therefore the main structure remains and is going to be operated by new coaster.
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The Rougarou is about 1200 meters length, 44 meters high and the speed
goes up to 97 kmph. In Fig. 1ffig:rollercoaster we present an example of sensor
placement on 270 degrees turn. Sensing nodes are placed every 3 meters on the
track while the sink is mounted to the car and collects data from sensors during
ride. During the analysis we would like to evaluate how the quality of protection
of exchanging data influence the system efficiency and finally the lifetime of
system.

CAR

Fig. 2. WSN deployed on Rougarou roller-coaster.

3.1 Protocols

We propose three protocols to collect acoustic emission data presented in Fig. 3, 4
and 5. When data is collected the algorithms for fatigue cracks detection are used
and report any suspicious results in real time. Protocols present communication
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between sink, which collects data, and sensor, which senses data. The wireless
sensor network consist of many sensors mounted on the track and one sink
mounted to the car. The technique of sink mobility is used to collect data from
sensors [20].

The first protocol is the simple one where no security is guaranteed. The
second and the third protocols are modified version of protocol presented in
verified in [23] which is used to authenticate new nodes in a sensor network.

In the description of protocols we use the following notation:
S - Sensor,
Sink - Sink,
R - empty request for SHM data,
D - acoustic emission data

sampled by sensors,
nI - nonce generated by I,
sk(I) - private key of I,
pk(I) - public key of I,
{M}K - encryption of M with

symmetric or asymmetric key K.

Protocol 1
In the first protocol we analyse the network without security mechanisms. The
protocol is presented in Fig. 3.

Sink Sensor

R

D

Security : Low

Fig. 3. Protocol 1: No security.

The sink node sends empty request for acoustic emission data to sensor when
the car is near its place of mounting. In response the sensor collects acoustic emis-
sion data and returns it back unencrypted.

Protocol 2
The second protocol includes security mechanisms which provide confidentiality
and authentication of sink and sensors. The communication is encrypted with
pre-deployed, symmetric key NK. The presented is shown in Fig. 4.
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Sink Sensor

R = {nSink, Sink}NK

{nSink, S,D}NK

Security : Medium

Fig. 4. Protocol 2: Symmetric cryptography

Protocol 3
The difference between second and third protocol is that the third one uses asym-
metric cryptography to ensure security. We assume that the pairs of keys were
pre-deployed and sink knows public keys of all sensors while sensors know the
public key of sink. The protocol is presented in Fig. 5. The difference between

Sink Sensor

R = {nSink, Sink}KDH (Sink,S)

{nSink, S,D}pk(Sink)

Security : High

Fig. 5. Protocol 3: Asymmetric cryptography

original version from [23] and the third protocol is returned data. In the orig-
inal version, the session key is returned while in the proposed protocol it is
acoustic emission data. Additionally, in the second protocol data is encrypted
with network key which has two advantages: encryption takes less time and pro-
tocol does not require asymmetric keys management. However, using network
key gives possibility of reading and modifying packets to all nodes in network.
Therefore, the assumption of all trusted nodes is required.
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3.2 AQoPA Evaluation

As the result of the case study we want to estimate the lifetime of wireless sensor
network deployed on the roller-coaster depending on the protocol and type of
sensor node. Firstly, we have to define the assumptions about the monitoring
system.

Assumptions:
– Number of measurements. We assume that there are 100 rides with

measurement each day.
– Number of sensors. We assume that the network consists of one sink

mounted to the car and 400 sensors mounted to the track at equal intervals.
– Battery. We assume that nodes are equipped with standard AA battery

with 1200 mAh capacity.
After this, we defined two type of factors which influence the lifetime of the

wireless sensor network monitoring system.

Factors:
1. Protocol. We want to check the lifetime depending on the type of protocol

selected from three previously described.
2. Hardware. We estimate the lifetime for two types of nodes: MicaZ with

8MHz ATmega128L CPU and Imote2 with 104MHZ PXA271 XScale CPU.

In case of page limit we do not present the QoP-ML model of the roller-coaster
but the QoP-ML model of the case study can be found on the QoP-ML Project
web page [11] and in the AQoPA framework.

Presented model consists of hundreds of sensors and the analysis of such
complex network is impossible to be performed manually. Using AQoPA the
network can be analysed automatically in short time. The lifetimes of nodes (in
days) estimated with AQoPA are presented in Table 1.

Table 1. Lifetime (in days) of nodes in SHM network.

Lifetime (in days)
MicaZ Imote2

Sink Sensor Sink Sensor

Protocol 1 - NO security 87378 5378 86677 653
Protocol 2 - MEDIUM security 38 3974 61 636

Protocol 3 - HIGH security 5 1089 27 597

One can see that lifetime of sink node for protocol 1 (NO security) is very
long. When we compare it with other protocols one can notice significant influ-
ence of security operations on lifetime of the network. When the security mech-
anisms are introduced (protocol 2 and 3) the sink becomes the bottle neck of
the network. One can see that in case of MicaZ and HIGH security protocol the
lifetime of network decreases to 5 days while for Imote2 it becomes 27 days.
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One of the important factor which is worth for estimating is the wireless sen-
sor network lifetime. We define the network lifetime as the minimum of nodes’
lifetimes because we assume that each node must be operative in order to keep
network working correctly. In case of HIGH security protocol using MicaZ sen-
sors, lifetime of network could be extended five times only if the sink was replaced
with Imote2 sensor (both nodes have the same radio chip CC2420).
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Fig. 6. The lifetime of networks depending on the number of daily measurements.

Another element which can be analysis by means of AQoPA framework is
the influence of measurements granularity to the network lifetime. The lifetime
results in Tables 1 were estimated with assumption that there are 100 rides
with measurements during one day. Figure 6 presents the decrease of lifetime
depending on daily number of measurements for the protocols which guarantees
the security on MEDIUM and HIGH security level. The protocol 1 (NO security)
has not been included on Fig. 6 because in this protocol the performance is
obviously much more effective than other protocols.

4 Conclusions

In the article we proposed the Automatic Quality of Protection Analysis frame-
work. One of the main contributions of AQoPA is quality of protection and
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efficiency analysis of complex systems which are modelled in QoP-ML (Quality
of Protection Modelling Language). The complexity of models may result by
e.g. a large number of hosts (actors) in the protocol flow which can be executed
simultaneously or by a specifically defined order. For illustrating the capabilities
of AQoPA we present an example of SHM wireless sensor network deployed on
roller-coaster in order to find cracks in the track. The AQoPA has been used to
estimate the lifetime of such network under different conditions depending on
the level of security and hardware. The AQoPA can verify whether a proposed
network which uses given protocol can be operative for questioned length of time
under given, environmental circumstances. The presented in the article analy-
sis of the wireless sensor network deployed on roller-coaster show that one can
gather the results which can help designers for making the best decision about
complex system parameters.

Modelling tools used for computer security applications may however be
found to prospective co-existence and cooperation with modelling tools used
in computational neuroscience [21,22]. We have undertaken some steps in order
to merge security aspects of computer systems with hypothesised existence of
brain activity fingerprint characteristic for particular users. These research will
be continue as the future work. That kind of analysis of complex system cannot
be prepared manually.

Acknowledgments. This work is supported by Polish National Science Centre grant
2012/05/B/ST6/03364.
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Abstract. An “interview” is the technique to gain the particular data effectively 
which the interviewers want to know through the conversation. In this paper, 
we metrically analyzed some English interviews: Larry King Live on CNN, and 
compared these with English news (CNN Live Today) and the inaugural ad-
dresses of the three U.S. Presidents. In short, frequency characteristics of cha-
racter- and word-appearance were investigated using a program written in C++. 
These characteristics were approximated by an exponential function. Further-
more, we calculated the percentage of American basic vocabulary to obtain the 
difficulty-level as well as the K-characteristic of each material. 

Keywords: Analysis of English literary style · Interview · Metrical linguistics · 
Statistical analysis · Text data mining 

1 Introduction 

Human beings are always talking with other people.  We are getting information 
from others as an everyday experience, using many effective arts in order to obtain a 
cooperative response.  An “interview” is more specific way of talking, and it is the 
technique to gain the particular data effectively which the interviewers want to know 
through the conversation [1].   

In this paper, we metrically analyzed some English interviews: Larry King Live on 
CNN, and compared these with English news (CNN Live Today) and the inaugural 
addresses of the three U.S. Presidents.  In short, frequency characteristics of charac-
ter- and word-appearance were investigated using a program written in C++.  These 
characteristics were approximated by an exponential function: [y = c * exp(-bx)].   

As a result, it was clearly shown that the interviews have the same tendency as 
English journalism in character-appearance.  Moreover, we could show quantitative-
ly that the interviews are a little easier to listen than CNN news.   
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2 Method of Analysis and Materials 

The materials analyzed here are as follows:  

Larry King Live (Jan. 21, 2004-July 13, 2004; 20 materials in total) 

Larry King Live is one of the CNN’s highest-rated shows and Mr. King is regarded as 
the first American talk show host to have a worldwide audience.  He was born at 
Brooklyn in New York on November 19 in 1933, and educated at the Lafayette High 
School[2].  We selected 20 interviews, and analyzed interviewer’s English, that is, the 
utterances of Mr. King.  For reference, the interviewees’ data are shown in Table 1.   

Table 1. Data of the Interviewees in Larry King Live. 

 
 
Thus, while the interviewees are male in Materials 1 to 10, they are female in Ma-

terials 11 to 20.   
For comparison, we analyzed 20 English news materials from CNN Live Today 

aired on January 2-31 in 2003, as well as the inaugural addresses of the three U.S. 
Presidents: George Bush (Jan. 20, 1989), William J. Clinton (Jan. 21, 1993), and 
George W. Bush (Jan. 20, 2001).   

The computer program for this analysis is composed of C++.  Besides the characteris-
tics of character- and word-appearance for each piece of material, various information 
such as the “number of sentences,” the “number of paragraphs,” the “mean word length,” 
the “number of words per sentence,” etc. can be extracted by this program [3].   

3 Results 

3.1 Characteristics of Character-Appearance 

First, the most frequently used characters in each material and their frequency  
were derived. Then, the frequencies of the 50 most frequently used characters includ-
ing capitals, small letters, and punctuations were plotted on a descending scale.  

No. Interviewee's name                  Status Aired date Gender
1 Bill Clinton frm. President June 24, 2004 m
2 Dan Rather CBS news anchor June 18, 2004 m
3 Macaulay Culkin actor May 27, 2004 m
4 Colin Powell Secretary of State May 4, 2004 m
5 Don Rickles comedian May 2, 2004 m
6 Dick Clark TV personality Apr. 16, 2004 m
7 Peter Jennings broadcast journalist Apr. 1, 2004 m
8 Donald Rumsfeld Defense Secretary Mar. 19, 2004 m
9 Ben Affleck actor Mar. 16, 2004 m
10 Toby Keith country singer Jan. 21, 2004 m
11 Theresa Saldana actress July 13, 2004 f
12 Ann Richards frm. Texas Governor May 20, 2004 f
13 Hillary Rodham Clinton Senator Apr. 20, 2004 f
14 Karen Hughes one of Bush's closest advisers Apr. 6, 2004 f
15 Tanya Tucker country singer Mar. 23, 2004 f
16 Tammy Faye Messner TV personality Mar. 18, 2004 f
17 Linda Evans actress Mar. 15, 2004 f
18 Katie Couric TV news personality Mar. 4, 2004 f
19 Veronica Atkins widow of Dr. Robert Atkins Feb. 16, 2004 f
20 Sharon Osbourne rock star Feb. 12, 2004 f
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The vertical shaft shows the degree of the frequency and the horizontal shaft shows 
the order of character-appearance. The vertical shaft is scaled with a logarithm. As an 
example, the result of Material 1 is shown in Fig. 1.   

 

Fig. 1. Frequency characteristics of character-appearance in Larry King Live. 

There is an inflection point caused by the difference of the degree of decrease be-
tween the 13th and the 14th ranked characters, and the degree of decrease gets a little 
higher after the 26th character.   

This characteristic curve was approximated by the following exponential function:  

 y = c * exp(-bx) (1) 

From this function, we are able to derive coefficients c and b[4].  In the case of Ma-
terial 1, c is 11.181 and b is 0.1086.  The distribution of coefficients c and b ex-
tracted from each material is shown in Fig. 2.   

 

Fig. 2. Dispersions of coefficients c and b for character-appearance. 
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There is a linear relationship between c and b for all of the 43 materials.  Pre-
viously, we analyzed various English writings and reported that there is a positive 
correlation between the coefficients c and b, and that the more journalistic the materi-
al is, the lower the values of c and b are, and the more literary, the higher the values 
of c and b[5].  The values of coefficients c and b for interviews are low: the value of 
c ranges from 8.0567 (Material 5) to 11.605 (Material 11), and that of b is 0.0848 to 
0.1099, compared to the case of the CNN news (c is 10.009 to 13.548, b is 0.1039 to 
0.1279) and inaugural addresses (c is 13.484 to 15.461, b is 0.1309 to 0.1434).  
Thus, while the interviews have a similar tendency to journalism, the inaugural ad-
dresses are similar to literary writings.   

3.2 Characteristics of Character-Appearance 

Next, the 20 most frequently used words in some of the materials are shown in Table 2.   

Table 2. High-frequency words for each material. 

 
 

The definite article THE, the personal pronouns YOU and I, and auxiliary DO (DID) 
are often used in interviews.  In addition, interrogatives such as WHAT and WHO are 
also used frequently in Materials 11 and 13.  As for personal pronoun YOU, it ranks as 
the most frequently used word in the 8 interviews in which the interviewee was female, 
except for Materials 14 and 19, in which YOU ranks the 2nd.  Thus, personal pronoun 
YOU tends to be more often used, when the interviewee is female.  For interviews and 
CNN news, some content words such as PRESIDENT and POLICE are ranked high, 
because the number of words for each material is not so many.   

Just as in the case of characters, the frequencies of the 50 most frequently used 
words in each material were plotted.  Each characteristic curve was approximated by 
the same exponential function: [y = c * exp(-bx)].  The distribution of c and b is 
shown in Fig. 3.   

Larry King Larry King Larry King Larry King CNN
Live Today

Inaugural
address

(Bill Clinton) (Colin Powell)
(Theresa
Saldana)

(Hillary
Clinton)

(Jan. 2, 2003) (G. W. Bush)

1 the the you you that and
2 you you the the to of
3 to that to to the the
4 of in a of this our
5 and to and and at a
6 a a did do police we
7 that of he in in to
8 do and was with of in
9 it it what is he is

10 I have do a they not
11 in is that what and will
12 is he were think are are
13 president I in be a that
14 was with with it here it
15 on do who on on this
16 back be have back case but
17 be at I that point for
18 Clinton don't Jeff he able by
19 did state of I as I
20 have this right this been us
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Fig. 3. Dispersions of coefficients c and b for word-appearance. 

In this case, we can see a positive correlation between coefficients c and b for the 
interviews and inaugural addresses.  The values of coefficients for the interviews are 
low, compared with the inaugural addresses.  Especially, in the case of the intervie-
wee was female, the value of c ranges from 1.9188 (Material 14) to 2.2815 (Material 
11), and that of b is 0.0320 to 0.0405, which a little lower than the case of the males: 
the value of c ranges from 2.0772 (Material 8) to 2.3210 (Material 3), and that of b is 
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0.0322 to 0.0411, which are very similar to the interviews in which interviewees were 
female.   

As a method of featuring words used in writing, a statistician named Udny Yule 
suggested an index called the “K-characteristic” in 1944[6].  This can express the 
richness of vocabulary in writings by measuring the probability of any randomly se-
lected pair of words being identical.  He tried to identify the author of The Imitation 
of Christ using this index.  This K-characteristic is defined as follows:  

 K = 104 ( S2 / S1
2 – 1 / S1 ) (2) 

where if there are fi words used xi times in a writing, S1 = Σ xi fi , S2 = Σ xi
2 fi .   

We examined the K-characteristic of each material.  The results are shown in  
Fig. 4. According to the figure, the values for the interviews in which the interviewee 
was female are comparatively low except for one material (Material 11); they are 
71.876 to 93.178.  The highest values for interviews are almost equal to the values 
for the three inaugural addresses (106.230 to 113.541).  On the other hand, the val-
ues for CNN news have a wide range from 69.875 to 136.149.  Thus, the K-
characteristic expresses a similar tendency to coefficient c for word-appearance in 
terms of the order and the interval of values.  We would like to investigate the rela-
tionship between K-characteristic and the coefficients for word-appearance in the 
future.   

 

0.030

0.035

0.040

0.045

0.050

0.055

1.9 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7

Coefficient c

C
oe

ff
ic

ie
nt

 b

Larry King (materials 1-10)

Larry King (materials 11-20)

CNN Live Today

Inaugural address

Words



494 H. Ban et al. 

 

Fig. 4. K-characteristic for each material. 

3.3 Degree of Difficulty 

In order to show how difficult the materials for listeners are, we derived the degree of 
difficulty for each material through the variety of words and their frequency[7].  
That is, we came up with two parameters to measure difficulty; one is for word-type 
or word-sort (Dws), and the other is for the frequency or the number of words (Dwn).  
The equation for each parameter is as follows:  

 Dws = ( 1 – nrs / ns ) (3) 

 Dwn = { 1 – ( 1 / nt * Σn(i) )} (4) 

where nt means the total number of words, ns means the total number of word-sort, nrs 
means the American basic vocabulary by The American Heritage Picture Dictionary 
(American Heritage Dictionary, Houghton Mifflin, 2003), and n(i) means the respec-
tive number of each basic word.  Thus, we can calculate how many basic words are 
not contained in each piece of material in terms of word-sort and frequency.  The 
values educed are shown in Fig. 5.   

 

Fig. 5. Two types of difficulty using basic English vocabulary in the U.S. 
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The closer the value is to 1, the more difficult the material.  As for the degree of 
word-sort (Dws), when we analyzed the English textbooks in Japanese junior and se-
nior high schools, the difficulty increases as the grades go up.  Thus, the validity of 
using the variety of words and their frequency of the American basic vocabulary as 
the parameters to extract the difficulty was accepted[7].  According to Fig. 5, the 
difficulty of interviews ranges from 0.722 (Material 2) to 0.782 (Material 6), which is 
almost identical with the half of the news materials.  The difficulties of the three 
inaugural addresses are high: 0.782 to 0.808.  The most difficult interview (Material 
6) is almost equal to the easiest of the inaugural address.   

As for Dwn, because the most frequently used words in each material, that is, THE, 
OF, TO, AND, IN, A, etc., are common in every material, and the characteristics of 
word-appearance are also similar among them, the range of values for Dwn is assumed 
to be tight.   

Thus, we calculated the values of both Dws and Dwn to show how difficult the mate-
rials are for listeners, and to show which level of English the materials are compared 
with others.  In order to make the judgments of difficulty easier for the general pub-
lic, we derived one difficulty parameter from Dws and Dwn using the following prin-
cipal component analysis:  

 z = a1 * Dws  +  a2 * Dwn (5) 

where a1 and a2 are the weights used to combine Dws and Dwn.  Using the variance-
covariance matrix, the 1st principal component z was extracted: z = 0.349 * Dws + 
0.9374 * Dwn, from which we calculated the principal component scores.  The results 
are shown in Fig. 6.   

 

Fig. 6. Principal component scores for difficulty shown in one-dimension. 

According to Fig. 6, we can judge that the eight news materials are more difficult 
than all of the interviews and inaugural addresses, using our way of measuring diffi-
culty.  The difficulties of the interviews in which the interviewee was female are 
from -0.0464 (Material 20) to 0.0226 (Material 19), which are similar to the inaugural 
addresses: -0.0325 to 0.0304.  The easiest of all the materials is one of the interviews 
in which the interviewee’s gender is the same as the interviewer’s, Material 9; its 
principal component score is -0.0669.   
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3.4 Other Characteristics 

Other metrical characteristics of each material were compared.  The results of the 
“mean word length,” the “number of words per sentence,” etc. are shown together in 
Table 3.   

Table 3.  Metrical data for each material. 

 
 

Although we counted the “frequency of relatives,” the “frequency of modal aux-
iliaries,” etc., some of the words counted might be used as other parts of speech be-
cause we didn’t check the meaning of each word.  Additionally, the results of the 
“mean word length” and the “number of words per sentence” for each material are 
shown in Fig. 7 and Fig. 8 respectively.   

 

 

Fig. 7. Mean word length for each material. 

 

Fig. 8. Number of words per sentence for each material. 
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Mean Word Length. As for the “mean word length,” it is 5.129 (Material 5) to 5.546 
letters (Material 8) for Materials 1 to 10, and 5.249 (Material 20) to 5.562 letters (Ma-
terial 13) for Materials 11 to 20, which are low, compared with the CNN news and in-
augural addresses.  As much as 13 materials of the 20 CNN news materials are longer 
than interviews.  Moreover, 4 interviews in which the interviewee was male are shorter 
than the interviews in which the interviewee was female.  Thus, we can see that when 
the interviewee is male, the male interviewer tends to use short-length words.   

Number of Words per Sentence. The “number of words per sentence” for the inter-
views in which the interviewee was male is 7.092 (Material 5) to 15.054 words (Ma-
terial 7), and it is exceptionally high: as much as 23.250 words for Material 8.  When 
the interviewee was female, it is 10.718 (Material 14) to18.046 words (Material 20).  
In this case, as much as 12 materials of the 20 CNN news materials are longer than 
Material 20.  Also from this point of view, the interview materials seem to be easier 
to listen than the CNN news and inaugural addresses.   

Frequency of Auxiliaries. We also examined the “frequency of auxiliaries.”  There 
are two kinds of auxiliaries in a broad sense.  One expresses the tense and voice, such 
as BE which makes up the progressive form and the passive form, the perfect tense 
HAVE, and DO in interrogative sentences or negative sentences.  The other is a mod-
al auxiliary, such as WILL or CAN which expresses the mood or attitude of the speak-
er[8].  In this study, we targeted only modal auxiliaries.  As for the result, the “fre-
quency of auxiliaries” is highest in the inaugural address, the average of the 3 mate-
rials is 2.261%, and lowest in interviews, the average of Materials 11 to 20 is 0.915%.  
As for Materials 1 to 10, it is 0.922%.  Therefore, it might be said that while the Pres-
ident tends to communicate his subtle thoughts and feelings with auxiliary verbs, the 
style of Larry King’s talking can be called more assertive.  

Frequency of Personal Pronouns. As for the “frequency of personal pronouns,” it is 
as high as 13.395% and 14.045% for Materials 1 to 10 and Materials 11 to 20 respec-
tively.  This is because the frequencies of YOU and I are rather high in the inter-
views, as was mentioned before.   

 

Fig. 9. Word-length distribution of nouns. 
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Word-length Distribution of Nouns, Verbs, Adjectives, and Adverbs. We also 
examined word-length distribution of “nouns,” “verbs,” “adjectives,” and “adverbs.”  
As examples, the results of Nouns and Adverbs are shown in Fig. 9 and Fig. 10 re-
spectively.  Judging from Fig. 9, we can see a tendency that in the case of Nouns, 
shorter words are used in the interviews, compared with the inaugural address.  On 
the other hand, as for the case of Adverbs, the frequency of 4-letter words is rather 
high in the interview materials.  It is as much as 48.837% in Material 1.   

 

Fig. 10. Word-length distribution of adverbs. 

3.5 Positioning of Each Material 

We tried to make positioning all of the 43 materials, doing a principal component 
analysis of the educed data by the correlation procession.  The results are shown in 
Fig. 11.   

 

Fig. 11. Positioning of each material. 
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4 Conclusions 

We investigated some characteristics of character- and word-appearance of  
interviews: Larry King Live on CNN, comparing these with English news and the 
inaugural addresses of the U.S. Presidents.  In this analysis, we used an approximate 
equation of an exponential function to educe the characteristics of each material using 
coefficients c and b of the equation.  Moreover, we calculated the percentage of 
American basic vocabulary to obtain the difficulty-level as well as the K-
characteristic.  As a result, it was clearly shown that the interviews have the same 
tendency as English journalism in character-appearance.  Moreover, we could show 
quantitatively that the interviews are a little easier to listen than the CNN news.   

In the future, we plan to apply these results to education.  For example, we would 
like to measure the effectiveness of teaching some characteristics of English materials 
before listening or reading them.   
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Abstract. Movie is one of the most popular media types. Horror movie is a 
kind of attractive movie contents which part of people want to watch very 
much. Although the users feel terror of the contents, the users want to watch the 
horror movies to have extraordinary feelings such as excitements. Therefore, 
terror feelings of the horror movies are considered as an important factor to es-
tablish more attractive movie contents, and the effect of horror movie is highly 
believed. However, few previous studies have investigated a relationship of 
horror movie and its terror feelings. This study aims to investigate psycho-
physiological effects of horror movies on the user for clarifying the relation-
ship. In the experiment, physiological data (electrocardiogram and respiration, 
and skin conductance) of ten male subjects were measured. Additionally, after 
watching movie contents, the experimenter asked the subjects points in movie 
affecting terror feelings on the subjects and how the subjects felt in these points. 
The experimental results shows that change in intensity and cycle of respiration: 
in the point affecting terror feelings on the subject, the intensity of respiration 
was augmented and the cycle of respiration was shortened. 

Keywords: Horror movie · Terror feeling · Respiration · Skin conductance 

1 Introduction 

Movie is one of important media type which is very popular and has strong effects on 
people. Some movies makes people very exciting, on the other hand, some other mov-
ies makes people very sad. This must be come from effective combination of stimuli 
related to sight and hearing of the movies. 

It is interesting that many people loves horror movie although they do not like to 
be in horror situation in their real life: of course, they can enjoy horror movies be-
cause of its hypothetic horror. From same point of view, positive effects of horror 
game were argued and applied on various situations [1]. 

Various previous studies have investigated the relationships of physiological 
change and subjective feelings including Kansei. As a representative of the studies, 
Picard et al. have investigated the relationships by employing multiple physiological 
indices [2]. It is very important to reveal the relationship for presuming the user’s 
state without subjective evaluation for various objectives. 
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However, the relationship in horror movie was investigated by few previous stu-
dies. As one of the related studies, Nagano et al. have investigated the effects of Japa-
nese horror game [3]. In a mean of investigating the physiological changes during the 
user feeling terror, this previous study and the present study have same objectives. 
However, during playing game, user’s operation must be cause of physiological noise. 
To observe and investigate the relationship, it is better to affect the subject by only 
terror feeling without other tasks. 

This study aims to investigate the relationship of terror feeling and physiological 
indices. An experiment is conducted to investigated the relationship, and a Japanese 
horror movie is selected as a stimulus that affecting the subjects terror. Respiration, 
electrocardiogram, and skin conductance were measured as the physiological indices. 
With a questionnaire, subjective terror feelings of the subjects during the stimulus 
were investigated. 

2 Experimental Method 

2.1 Subjects and Stimulus 

The time length of physiological measurement was forty minutes. Beforehand of the 
measurement, the experimenter described the all of procedures of the experiment to 
the subject. The experiment was composed of three steps as shown in Fig. 1; prior rest 
period (5 min), movie period (32 min), and post rest period (3 min). During these 
three periods, the experimental room was kept quietly and dark. Immediately after 
these three periods, as questionnaire period, the experimenter asked the subject his 
terror feelings of the movie stimulus by replaying each of scenes of the stimulus con-
sidered as affecting terror feeling as described in the next subsection 2.2.  

During the 40 min measurement, as physiological indices, respiration, Garvanic 
Skin Response (GSR), and electrocardiogram were measured. In the measurement, a 
device of physiological measurement and software (MT-BA-BM2 and Real-Time 
EFRP II, Melon Technos) and physiological amplifiers (RSP100C and GSR100C, 
BIOPAC Systems) were used. Prior to the experiment, these devices were attached on 
the subject by the experimenter. Band of RSP100C was attached on the subjects’ 
chest, and electrodes of GSR100C were attached on index and middle fingers of left 
hand. 

2.2 Experimental Procedure 

Ten male students participated in the experiment as subjects. They participated in the 
experiment individually. As a movie stimulus, one of Japanese famous horror movies, 
“Juon 2” [4] was employed. In detail, time length of the movie was about 90 min and 
was composed of several related parts. Two successive parts of the movie was selected 
as the stimulus: these parts were merged into one stimulus. Time length of these parts 
was totally 32 min. All of the subjects had no experience of watching this movie. 
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The experimenter investigated contents of the stimulus and picked up eight scenes 
where the subjects seemed to feel terror (Fig. 2). Prior four of them were considered 
as scenes that affect the subjects sudden terror. On the other hand, latter four of them 
were considered as scenes make the subjects shiver. In other words, the scene makes 
the subjects shiver is also considered as scenes where the subjects can predict some-
thing will happen. These scenes were selected by the experimenters, and reasons of 
selection were sudden loud sounds, sudden scream, and sudden happenings after si-
lent and/or dark scenes. 

 

 

Fig. 1. Procedure of the experiment. 

 

 

Fig. 2. Location of eight scenes affecting the subjects terror feeling in movie stimulus and type 
of these scenes. 

3 Experimental Results 

This section mainly shows results of change in respiration and show an example of 
GSR: analysis of electrocardiogram is not finished.  

3.1 Result of Change in Respiration 

Fig. 3 shows an example of respiration of subject who felt terror feelings around scenes 7 
and 8. Upper figure shows intensity of respiration, and lower figure shows cycle of respi-
ration. The intensity of respiration was measured by change in thoracic cavity, and it 
means deepness of respiration. The cycle of respiration means was obtained by analyzing 
intensity of respiration: band pass filter was applied on data of the intensity. 

Around the scene 7, the intensity respiration began to increase by comparing to 
prior to the scene 7. The increase continues to the end of the scene 8, and sometimes 
the rapid changes of the intensity were observed. In accordance with the change in the 
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4 Discussion 

During the scenes considered as affecting the subjects terror feeling, the intensity of 
respiration was increased in some samples of the subjects. Furthermore, the cycle of 
respiration was accelerated, and the cycle was statistically increased by comparing 
with prior to the scenes. The change in the cycle of respiration is considered as a re-
sult of change in autonomic nervous activity. We have to investigate the change in 
autonomic nervous activity by combining the analysis of GSR and heartbeat (which 
were not finished). 

The cycle of respiration was accelerated in both of the subjects who felt terror and 
did not feel terror. If the subjects responded as felt no terror, the movie stimulus may 
affect to the subject. Moreover, there is a possibility that the subjects told a lie that 
they did not feel any terror although they felt terror. In such the case, pride of the 
subject must be a reason of the lie: feeling terror might be a shame feeling. This is a 
severe problem that makes difficult connecting the terror feeling and physiological 
information. Presuming the terror feeling via physiological information is possible to 
apply to user’s terror in some simulations of safety system [5]. By improving the ex-
perimental procedure, we have to connect them. 

5 Conclusion 

In this study, we focused on the psycho-physiological effects of horror movie and 
investigated the relationship of terror feeling and physiological change. Intensity and 
cycle of respiration was mainly analyzed, and the intensity was augmented during the 
scenes considered as affecting the subjects terror feeling. The cycle was accelerated in 
accordance with the augmentation of the intensity. The change in the cycle was sig-
nificant in all of the subjects although subjects subjectively explained that they did not 
feel any terror. 

As next steps, we have to investigate the relationship after analyzing GSR and 
electrocardiogram. Combining various physiological data will dedicate to precise 
presuming subjects’ psychological state as the previous study did [2]. In the use of 
GSR as skin conductance index, a recent study suggested that asymmetry of activity 
between right and left hands [6], therefore, the asymmetry should be considered and 
be utilized for further investigations. 
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Abstract. Objective recognition by systems often does not agree with
subjective recognition by users. Therefore, it is an important to estimate
users’ subjective states appropriately. Especially, in occlusion-rich envi-
ronments, information on what a user can/cannot see, what he/she pays
attention to, and what he/she is aware of or not in the environments is
one of important clues to estimate his/her subjective states and predict
next actions. In this paper, we propose a system for estimating maps
of a user’s attention and awareness in such environments based on the
view estimation system using RGB-D cameras. The proposed system can
estimate what the user sees, what he/she pays attention to, and what
he/she is aware of in environments in pixels of captured images. Experi-
mental results in a real environments show effectiveness of the proposed
system. Furthermore, we discuss an extension of the proposed system to
estimation for multiple users.

Keywords: Attention · Awareness · Occlusion-rich environment ·
RGB-D Camera · View estimation

1 Introduction

Human-symbiotic systems, which share humans’ living spaces and assist with
their activities by various means, have been increasingly studied in recent years
(e.g. [1]). In order to realize such systems, a lot of techniques for recognizing
states of users and their circumstances have been proposed. However, such objec-
tive recognition by the systems often does not agree with subjective recognition
by users. Such a perception gap will cause disagreement between assistance pro-
vided by the systems and one which users really need. Therefore, it is an impor-
tant problem to estimate users’ subjective states appropriately.

Generally, in our living spaces, there are a lot of objects which can cause
visual occlusion. Since a system and a user will observe the environment from
different positions, it often occurs that one cannot see an object by occlusion
while the other can. This is a typical example of the perception gap between
c© IFIP International Federation for Information Processing 2015
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 508–518, 2015.
DOI: 10.1007/978-3-319-24369-6 42
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Fig. 1. Processing Flow of Proposed System

the systems and users [2]. In such environments, information on what a user
can/cannot see, what he/she pays attention to, and what he/she is aware of in
the environments will be one of important clues to estimate his/her subjective
states and predict the next action.

In this paper, based on the view estimation using multiple RGB-D cameras
[3], we propose a system for estimating maps of a user’s attention and awareness
in occlusion-rich environments. We simply define a user’s attention as watching
something continuously during a short period, and awareness as having seen
something before and knowing that it is there. The proposed system can esti-
mate what the user sees, what he/she pays attention to, and what he/she is
aware of in environments in pixels of captured images. The system can estimate
them without his/her wearing cameras or other equipments. This point is the
advantage of our proposed method.

Fig. 1 shows the processing flow of the proposed system.
The flow can be divided into four parts; the image and depth capture module,

the head pose estimation module, the view estimation module, and the atten-
tion/awareness estimation module. After capturing images and depth informa-
tion from the cameras, the system estimates the user’s head pose horizontally
and vertically. Then, the user’s field of view is estimated using the specified
head pose. And finally, based on the specified field of view, maps of the user’s
attention and awareness in environments are estimated.

2 System Architecture

2.1 Hardware

The proposed system consists of multiple RGB-D cameras put in the envi-
ronment and a PC. As RGB-D cameras, we adopt Kinects, manufactured by
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Fig. 2. Examples of Head Pose Estimation

Microsoft Corporation. We assume that the system knows the number of cam-
eras N , their positions and poses described in the world coordinate system. The
cameras are put so that their optical axes will be parallel to the x-z plane.

2.2 Image and Depth Capture

In the first module, color images and corresponding depth information are cap-
tured from synchronized multiple RGB-D cameras. After the capture, three-
dimensional Cartesian camera coordinates, which origin is placed in the position
of the corresponding camera, are calculated for each pixel in each captured image
using the measured depth z.

2.3 Head Pose Estimation

In the second module, the user’s head pose is estimated from a set of images and
depth information captured in the first module.

First, the position of the user’s head is detected. We adopt the particle filter
[4] for tracking the user’s head. Then, based on the specified head position, the
user’s head pose (θpitch, θyaw) is estimated. In this paper, we assume that the roll
angle θroll = 0. They are estimated by using vertical integral projections vx and
vy of horizontal edge components in the extracted head image are calculated as
follows [5]:

vx(x) =
∑

y

|eh(x, y)|, vy(y) =
∑

x

|eh(x, y)|, (1)

where eh(x, y) denotes the horizontal edge component at the pixel (x, y). Then,
histograms of vx and vy are smoothed ten times to extract rough features of the
face. The positions of the maximum values of vx, vy are calculated as

xmax = arg max
x

vx(x), ymax = arg max
y

vy(y). (2)

Fig. 2 shows examples of the histograms of vx and vy. Blue lines denote the center
of the head image and red lines denote positions of xmax and ymax. We can see
from these examples that the point (xmax, ymax) corresponds to the center of the
user’s face.
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Although a lot of methods have been proposed for the head pose estimation
[6], we give priority to achievement of estimation at high frame rate because this
advantage enables the system to recognize even the user’s glancing. Therefore,
we adopt a simple method for the head pose estimation.

2.4 View Estimation

Next, based on the specified head pose, the user’s field of view in pixels from
three-dimensional point cloud data [3].

In this paper, we simply assume that the horizontal and vertical angles of
view of human’s eye are 120◦ and 80◦ respectively, as shown in Fig. 3 (a). The
origin of the coordinates in Fig. 3 (a) denotes the user’s head orientation.

Humans can see objects clearly near the center of view, but blurredly near
the border. So we also assume that relative acuity of visual perception in the
field of view is approximated as shown in Fig. 3 (b). The brighter color in Fig. 3
(b) denotes the higher relative acuity and the origin of the coordinates has the
highest acuity 1.
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The user’s field of view in an environment is estimated according to the
following procedure. This procedure is performed for each captured image.

1. The camera coordinate system which origin is placed in the position of the
camera is transformed into the viewing coordinate system such that its origin
is placed in the center of gravity of the user’s head and its z-axis corresponds
to the user’s head orientation, using the specified head pose parameters θpitch
and θyaw.

2. The Cartesian coordinate system (x, y, z) is transformed into the polar coor-
dinate system (ρ, θ, φ). In this coordinate system, the field of view shown in
Fig. 3 corresponds to 0◦ ≤ θ ≤ Tθ(φ) and 0◦ ≤ φ ≤ 360◦, where

Tθ(φ) = (2 + | cosφ|) × 20◦. (3)

Furthermore, the relative acuity a shown in Fig. 3 (b) is formulated as

a(θ, φ) =
(
θ − Tθ(φ)
Tθ(φ)

)2

. (4)

3. The θ-φ plane (0◦ ≤ θ ≤ Tθ(φ), 0◦ ≤ φ ≤ 360◦) is divided into bins at 0.5◦

intervals. For each bin, the nearest pixel to the user’s eye, which has the
smallest value of ρ, is decided. The set of these nearest pixels is defined as
the user’s field of view, that is, the regions that the user can observe from
his/her position. Conversely, pixels out of the field of view are defined as the
user’s blind regions.

Pixels in the field of view are classified into the following three categories
according to the positional relationship between the user’s line of sight and the
environment [3].

(A) Pixels that the corresponding camera and the user observe the same side.
(B) Pixels that the corresponding camera and the user observe the opposite side

to each other.
(C) Pixels that the corresponding camera and the user will observe the same

side, but it is also possible that the user cannot observe it by occlusion due
to an obstacle in the camera’s blind region.

2.5 Attention/Awareness Estimation

Finally, based on the estimated field of view, the maps of the user’s attention and
awareness in the environment on the captured images are estimated as follows:

1. The visual acuity map Macuity at time step t is defined as

Macuity(i, j, t) = a(θ(i, j), φ(i, j), t), (5)

where (i, j) denotes a pixel in the map, θ(i, j) and φ(i, j) denote the parame-
ters in the polar coordinate system for the point which corresponds to (i, j).
Macuity denotes a distribution of the user’s visual acuity among his/her field
of view. That is, it represents how well the user sees each pixel at the moment.
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2. The user’s attention map Matt at time step t is defined as

Matt(i, j, t) = β · Macuity(i, j, t) + (1 − β) · Matt(i, j, t − 1), (6)

where β denotes a mixture rate. In this paper, we set β = 0.1. Matt is
a temporal accumulation of Macuity, and it represents how well and how
continuously the user sees each pixel for a period. So we define this map as
the user’s attention.

3. The user’s awareness map Mawr at time step t is defined as

Mawr(i, j, t) = max {Macuity(i, j, t),Mawr(i, j, t − 1)} (7)

If depth z for the pixel (i, j) makes some change (we set a threshold at 50
[mm] in this paper) from the previous time step, then Mawr(i, j, t) is reset
at 0. Mawr denotes a map of maximum values of visual acuity until then. It
represents pixels which has been included in the user’s view. Therefore, it is
probable that the user is aware of the objects and information corresponding
to those pixels. So we define this map as the user’s awareness.

3 Experiment

We carry out an experiment to confirm effectiveness of the proposed system.

3.1 Experimental Settings

Fig. 4 shows the experimental environment. The two RGB-D cameras are set
in front of a user, who sits on a swivel chair, at interval of 2,000 [mm]. These
cameras are set at a height of 1,050 [mm]. There are a white board and a pillar
on the left and right side of the user respectively. There are also a box and a
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Fig. 5. Experimental Results (Camera #1)

stuffed bear on the table in front of the user, an LCD on the desk behind him,
and another LCD on the left table.

The size of both of image and depth information captured from the RGB-D
camera is 640×480 pixels. The estimation of the maps of attention and awareness
is performed to the resized image of 320 × 240 pixels to reduce computational
time. The frame rate of the system is about 5–7 [fps] without any special opti-
mization on a normal notebook PC (Intel Core i7, 2.60 [GHz]). The latency time
from data capture to output of the estimated field of view is about 200 [msec].

3.2 Results

Fig. 5 and 6 show examples of the experimental results.
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Fig. 5 (a) and 6 (a) show the original images of the same scene captured from
the camera #1 and #2 respectively. These figures are arranged in time order.
In the top figures, the user held his notebook and looked to it. Then he lowered
the notebook and looked down to the stuffed bear (in the second rows). Next,
in the third rows, he turned to his right and saw the pillar. Then he turned to
his left and looks to the box (in the fourth rows). And finally, he further turned
to his left and looked to the right side of the white board (in the bottom).

Fig. 5 (b) and 6 (b) show the estimated fields of view in the images captured
from the camera #1 and #2 respectively. Red, blue and green regions in these
figures correspond to Category (A), (B) and (C) respectively. Fig. 5 (c) and
6 (c) show the estimated attention maps, 5 (d) and 6 (d) show the estimated
awareness maps on the images captured from the camera #1 and #2 respectively.
(In Fig. 5 and 6, the field of view and the maps of attention and awareness are
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not estimated in the upper and left regions because the RGB-D cameras cannot
capture the corresponding depth data.)

We can see from Fig. 5 and 6 that the proposed system could estimate the
maps of the user’s attention and awareness well. For example, in the top figures in
Fig. 6 (c) and (d), the pixels which corresponds to the notebook and the stuffed
bear near it are colored brighter gray because they must be seen clearly by the
user. In the second rows, the notebook are removed from both maps because it
moved and went out of his view. Furthermore, in the fourth and bottom figures,
the LCD put on the table is not colored even if the user tuned to his left because
it was occluded by the white board and out of his view. Therefore, the system
could recognize that the user was not aware of the LCD. We can see from the
attention maps (Fig. 5 (c) and 6 (c)) that the system can recognize the regions
to where the user looks, that is, pays attention at the moment well. We can also
see from the awareness maps (Fig. 5 (d) and 6 (d)) that the system can store
pixels which the user has seen in the environment well. These stored pixels are
expected to correspond to the objects of which the user will be aware.

These experimental results agree well with the user’s subjective evaluation.

4 Extension to Estimation for Multiple Users

The proposed method can be extended to the estimation of joint attention
among multiple users. Fig. 7 shows the extended processing flow. The processes
of the head pose estimation and the view/attention/awareness estimation are

Image and Depth Capture

RGB-D Camera RGB-D Camera…

Information Integration

Head Pose Estimation Head Pose Estimation

Attention/Awareness Estimation Attention/Awareness Estimation

…View Estimation View Estimation

Fig. 7. Flow of Estimation for Multiple Users
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(a) Camera #1 (b) Camera #2 (c) Camera #3

Fig. 8. Example of View Estimation for Multiple Users

parallelized into threads for multiple users. The results of estimation are finally
integrated.

Fig. 8 shows an example of the view estimation for multiple users. In this
example, the system has three cameras and estimate three users’ field of view
simultaneously. In Fig. 8, the colors of red, green and blue are assigned to fields of
view for each user. Furthermore, the overlapped regions in their view are painted
the mixed color of their assigned colors. The system can obtain the regions where
all users can see (i.e. their joint attention), ones where the only one user can see
while the others cannot, and so on.

5 Conclusions

In this paper, we propose a system for estimating maps of a user’s attention and
awareness in occlusion-rich environments based on the view estimation system
using multiple RGB-D cameras. The proposed system can estimate what the user
sees, what he/she pays attention to, and what he/she is aware of in environments
in pixels of captured images. Experimental results in a real environments show
effectiveness of the proposed system. Furthermore, we discuss an extension of
the proposed system to estimation for multiple users.

The maps of attention and awareness estimated by the proposed system are
still only rough estimation. As a future task, we plan to investigate the accu-
racy of the proposed system through the subjective evaluation. It is expected
that we can obtain the user’s attention and awareness by subjective question-
naire. Furthermore, we also plan to introduce the saliency map to the system in
order to estimate more detailed information on users’ attention and awareness
in environments.
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Abstract. Introductory Concept mapping is a method that property of association 
task is introduced to Concept Mapping. With a certain extent of freedom permit-
ted to experiment participants for association, the method is advantageous in that 
motivation of participants to construct maps is enhanced higher than Concept 
Mapping. Experiment participants are supposed to write down concepts which are 
associated from the concept of developmental psychology around the word, “de-
velopmental psychology”, written on a white paper. In an examination of correla-
tion coefficient based on this method using score of intra-concept relation  
explanation as a dependent variable and previous (existing) knowledge score, 
number of mean expressed concepts, number of bifurcated concepts, number of 
cross-links, and number of forward reactions as independent variables, significant 
positive correlation was observed with all independent variables except for the 
number of cross-links. In addition, only number of bifurcated concepts and previ-
ous knowledge score remained as reasonable independent variable by a multi-
regression analysis performed based on stepwise way. 

Keywords: Concept map · Association task · Introductory concept map · Rela-
tion of concepts 

1 Introduction  

Concept Mapping is an externalizing strategy for a cognitive structure de-veloped by 
Novak & Gowin (1984) based on a learning theory of Ausubel (1968) as well as a 
learning strategy for forming more reasonable cognitive structure. With a focus put on 
a strict systematicity between concepts, in particular, hierarchical systematicity reach-
ing from subordinate to superordinate concept among others, Novak et al. included 
links between concepts as well as explanation (linking label) described on the links as 
elements of concept map using a material of science education. Concepts to be writ-
ten, way of linking, and linking label is strictly determined in the corresponding unit.  

However, it was revealed in the subsequent development that non-hierarchical map 
could exist, and Novak himself proposed to perform association task in the course of 
introduction of concept map to learning. Further subsequently, even such opinion has 
also appeared in Japan that association task itself should be taken as a concept map 
resulting in diffusing the very meaning of the concept itself in a form of concept map.  
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There have been pros and cons regarding association task. For example, Cachapuz 
& Maskill (1987) performed association task in order to examine intra-concept rela-
tion held by subjects. As the result, it has been proved that there is a large difference 
between experts and beginners using a diagram with less cognitive load and an easily 
viewable method. At the same time, Cachapuz et al. have criticized such strategy that 
describes intra-concept relation in detail is a very time-consuming method. On the 
other hand, Stewart (1979, 1980) and Shinkai (1981) have criticized regarding associ-
ation task that how subjects thought to link between concepts is unclear.  

In the author’s series of experiments, showing association task graphically really 
has an advantage to keep cognitive load lower and it is possible to assume how sub-
jects though to link between concepts as long as they are able to endure strict experi-
ment, but it has been proved that such strategy as to memorize the whole things of 
typical maps is used by subjects who have in-adequate previous knowledge or who 
are judged to lack of learning motivation required for understanding intra-concept 
relation. Therefore, it is desired to describe link-labels in detain from a perspective of 
learning support which is the true purpose of Concept Mapping. However, it has been 
revealed that when making subjects with less knowledge describe link-labels on the 
map during the experiment they get confused by the time consumed to think how to 
describe them resulting in great decrease in number of concepts to be de-scribed.  

Amid such trend, Minagawa (2009) figured out a way to positively utilize associa-
tion task by revising it. With appearance of various factors observed in association 
task similarly to a case of concept map, such as hierarchical property, concept bifurca-
tion phenomenon (a few subordinate concepts to be bifurcated from specific concept 
and described), and cross-linking (a new relationship between subordinate concepts to 
be recognized after completing hierarchical upper and lower structures), it has been 
proved to be possible to obtain clues for recognizing cognitive structure of learners by 
rather considering these observation results and association task as such meaning has 
be-come to be called as “Introductory Concept Mapping.”  

Practically in this method, learners are handed over with a sheet of white paper and 
asked to write original concept for association on the center of it and additionally 
write down concepts associated from the original one in order. This method has char-
acteristics such as 

① to describe related concepts consecutively without caring for hierarchical intra-
concept relation,  
② to note re-called order by numbers, 
③ to continuously describe concepts group in a direction free from the original 

concept for association at the center, and 
④ to describe link-labels too similarly to a case of Concept Mapping, and it also 

demands efforts to find out cross links asking to describe link-labels too in principle 
in such a case. However, as it often becomes to be extremely complicated, such link-
label and numbers to indicate order are often omitted. In this study, Minagawa has 
demonstrated in a multi-regression analysis using a test score of the corresponding 
field as the dependent variable that numbers of concept bifurcation and cross-linking 
are useful as independent variables. Fig. 1 and Fig. 2 below are examples of ordinary 
concept map and introductory concept map, respectively.  
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Rocks 

                     
                       are consist of 
 
Igneous rock             Sedimentary rock 

 shallow      deep 
 
Volcanic rocks           plutonic rock  

Fig. 1. An example of the Concept Map, ”Rock”  

The second rebellious age 
The second of adolescence 
 
 
 

Developmental            Infancy 
 psychology 

 Piaget                             Parent affection 
              Developmental  task 

Fig. 2. An example of the Introductory Concept Map, “Developmental Psychology”  

Then, why hierarchical property was not necessarily demanded between associated 
words groups in the Introductory Concept Mapping is based on a fact that recalled 
order of concept groups in association is random to some extent. That is, for example, 
in a concept of Ausubel’s meaningful learning, subordinate concepts are believed to 
consist of systematization with several concepts and refining for which meaningful-
ness, understanding with profound contents and correlation are considered.  

What is important is that association is not necessarily developed from superordi-
nate concepts in association task even if subjects systematized them by Concept Map-
ping. For example, first response word for stimulus word, meaningful learning, may 
be “meaningfulness.” Further, it may be often developed in order from correlation, 
refining to understanding with profound con-tents. Since these examples are often 
observed in association, any association should be determined to be correct as long as 
it is within the same super-ordinate concept.  

Then, there is a problem of link-label. Link label should be described in de-tail as 
much as possible from a perspective of learning support, but it is inappropriate at 
early stage of unit learning due to tight time constraint. Therefore, adopting intra-
concept relation (including a link-label to directly and indirectly link between  
concepts) as dependent variables in the present study, independent variable and de-
pendent variables were considered from among various possible variables using ex-
amples from Minagawa (2009, 2015).  



522 J. Minagawa and H. Ban 

Variables ever considered in the previous studies include posttest score, number of 
correct associations, number of erroneous associations, total number of associations, 
number of cross-links, number of bifurcated concepts, related previous knowledge 
score, score of intra-concept relation explanation, and mean number of expressed 
concepts per series (total number of associated concepts/number of direct connection)  

Of those items, number of erroneous associations and total number of associations 
were excluded from the study because the former had less importance for interpreting 
the corresponding experiment and the latter was difficult to be interpreted due to the 
concurrently included correct and erroneous associations.  

As the result, previous knowledge score, score of intra-concept relation explana-
tion, mean number of expressed concepts, number of bifurcated concepts, number of 
cross-links, and number of correct responses were adopted as variables, among which 
score of intra-concept relation explanation was used as a dependent variable because 
it corresponded to a link-label in a broad sense.  

Our research hypotheses are as follows:  

1. Subjects of the present study may be difficult to function as an independent vari-
able because neither were they able to find out even a few cross-links nor were they 
instructed how to find out them in a concept mapping practice of previous lectures.  

2. Mean number of expressed concepts per series may be difficult to function as an 
effective independent variable because number of concept maps is originally deter-
mined by the types of subordinate concepts.  

3. Previous knowledge may work as an effective independent variable this time too 
because it was able to effectively function every time up to now.  

4. Numbers of correct responses and bifurcated concepts may function as effective 
independent variables because they are indexes whether the whole concept groups is 
well understood or not.  

Experiments are performed and the results are considered in order to verify these 
hypotheses.  

2 Methods 

1. Experiment participants: Totally 26 sophomores including 2 men and 24 women of 
B department in a private A university in Okayama prefecture  
2. Date of experiment: December in 2014]  
3. Venue of experiment: Class room within A university  
4. Procedures: We performed a previous knowledge survey (scale of one to ten) a 
week before the experiment and a relation explanation test (scale of one to ten) a 
week after them without preliminary notice for both of them. The experiment was 
performed in a lecture of “Developmental psychology” as a part of class. First, stu-
dents were handed with a sheet of A4 size white paper and instructed as follows: “We 
perform an association experiment now. Fill in your affiliation, student ID number 
and name at the top of the form. As a word “Developmental psychology” is written at 
the center, write down words associated from the word in order you associated in a 



Factors to Affect Descriptions on Intra-Concept Relation in Introductory Concept Mapping 523 

manner to connect them. In order to make the order of associated words clear, draw 
lines from the origin word for association to those associated. Also note numbers to 
indicate the order of association. You don’t need to write link-label. You are allowed 
to use 30 minutes for writing. Then, let’s get started!” Then, instructing, “Stop!” after 
30 minutes elapsed, the forms were collected.  

3 Results  

A multi-regression analysis was performed based on stepwise way using relation ex-
planation score as a dependent variable and number of bifurcated concepts/number of 
direct connections, number of correct responses, number of cross-links, and previous 
knowledge survey score as independent variables. Mean value and standard deviation 
of each variable is shown in Table 1. Correlation coefficients between each variable 
are shown in Table 2. In addition, Table 3 shows bifurcation number, standard partial 
regression coefficient β of previous knowledge, as well as significance probability p 
of t and VIF.  

Table 1. Mean and standard deviation of each variable. 

 
Table 2. Standard regression coefficient β of the number of branch and the preceding 
knowledge, score 
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4 Discussion  

Positive reaction counts refer to the appropriate number of vocabulary associated with 
conceptional relationship. It is a high number in considering the limited time of 30 
minutes which indicates that students are keeping the memory of the study contents 
for a long time. On the other hand, Table 1 indicates that students do not have a deep 
understanding of intentional and extensional concepts as well as conceptional rela-
tionship despite of their low relative explanation score. In comparison with a concept 
divergent and a regular concept mapping, the introductory concept mapping (ICM) 
enables us to theoretically draw unlimited lines that are connected directly to the ini-
tial stimulus thereby it is reasonable to say why the number of lines become large. 
(See Fig. 3 and Fig. 4).   

 
Fig. 3. Student A’s  Concept Map, “apparent movement” in Japanese  

 
Fig. 4. Student B’s  Introductory Concept Map, ”Developmental Psycholpogy” in Japanese 

Prior knowledge score is consisted of basic knowledge questions and it doesn't 
provide a high performance. On the other hand, Table 2 shows a significantly high 
relative explanation score for the prior knowledge, the positive reaction counts as well 
as the concept divergent just like the previous studies while its correlation for cross-
link is low. It is assumed that cross-link was not sufficiently generated as they didn't 
have enough study contents and time for the course unit in order to discover a new 
relevance in conceptional relationships. This is why the cross-link was not extracted 
as a valid variable by multiple regression analysis as shown in Table 3.    
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Table 2 shows a significantly high relative explanation score for the prior 
knowledge and the concept divergent just like the previous studies. Because a number 
of memory concepts divided by a number indicates a high correlation for cross-link, it 
is assumed that correlation was enhanced due to the high average concepts associated 
with direct reaction words towards stimulus words. In Minagawa(2009, 2015), cross-
link was largely found among students with high academic achievement which is 
believed due to the correlation of their high academic ability and creativity. However, 
it is hard to say cross-link happens naturally but requires for a professor to provide 
sufficient advice or training to students. It is also preferable to have a high motivation 
for study.  

According to Novak et al., cross-link is believed to be an expression of extremely 
highly abstract thought. Therefore, it can be judged that participants in the present 
experiment were a bit lack of that aspect, but it may be true in any way that cross-link 
is the most difficult one to be created.  

Among variables for which higher correlation between intra-concept relation is  
expected, number of bifurcated concepts and previous knowledge remained after a 
multi-regression analysis for the results of the experiment this time. Quantity and 
quality of previous knowledge is quite important for connecting intra-concept relation  
directly. In addition, as it is required for concept bifurcation a good deal of knowledge 
on what kinds of meanings the given concept can have, this result is believed to be 
rational.  

As it is believed to lead to content understanding support by taking a strategy to in-
struct about cross-link and the like in advance in addition to recruiting more  
motivating experiment participants, we intend to study focusing on such aspect in the 
future. In this study, sophomore in nursing department were targeted, however, we 
have done similar experiments with college students in early childhood education 
department as well. Both majors are directly related to the practice, however, it is 
believed that proper study for developmental psychology and its theories are  
required.  
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Abstract. The purpose of this study is to evaluate the wearing comfort of uni-
form-shirts and to investigate the suitable value for the preset temperature of air 
conditioners thorough measuring material properties and psychophysiological 
responses. The uniform shirt was made of cellulose materials such as rayon and 
tencel for wearing in hot conditions like summers in Japan. Material properties 
measurement were made according to Kawabata Evaluation System (KES),  
Japan Industrial Standards (JIS) and Moisture Management Tester (MMT). 
Physiological response measurements were electrocardiogram (ECG), respira-
tion, skin temperature and the humidity inside the clothes. Psychological  
response measurements were by semantic differential method and ranking 
method. We concluded that the uniform shirts made of rayon are comfortable 
even in hot conditions like summer in Japan. 29°C as the temperature setting of 
air conditioners is too hot for people. Respiration seems to be an important fac-
tor for evaluation of wearing comfort. 

1 Introduction 

In Japan, the summer is a hot season with high humidity. For Japanese workers, ther-
mal stress is a great annoyance in the summer. A uniform shirt is something that 
workers must wear. So the thermal stress of uniform shirts should be minimized.  
Cellulose materials such as tencel and rayon have characteristics such as high thermal 
conductivity and hydrophilicity suitable for reducing thermal stress. Cellulose also 
has low environmental impact since it can be turned back into soil. The purpose of 
this study is to develop comfortable uniform shirts made of cellulose. We used rayon 
and tencel as the cellulose materials. In terms of environment loading, tencel is lower 
than rayon because the waste fluid can be recycled as a soap. We manufactured trial 
uniform shirts and evaluated the wearing comfort by psychophysiological measure-
ments and material properties evaluation. 

The Japanese government recommends setting the air conditioner to 28˚C in the 
summer. If the temperature setting of the air conditioner is increased by 1˚C, power 
consumption will be reduced by 13%[1]. So we examined the temperature setting of 
air conditioners by comparing 28˚C and 29˚C from the viewpoint of wearing comfort.  
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2 Experiment 

2.1 Samples  

Table 1 shows the information of 3 types of samples with flat woven structure.  
Tencel, rayon, cotton and polyester were used to create the samples. R100 was com-
posed of 100% rayon. The materials of R/T were rayon and tencel. The warp of R/T 
was 100% rayon. The weft of R/T was 100% tencel. P/C was composed of blended 
yarn made of 65% polyester and 35% cotton. P/C was the conventional product and 
R100 and R/T were the improved products. 

Table 1. Samples 

Symbol R100 R/T P/C 

Material 
Warp 

Ray-
on100%(Filamen

Ray-
on100%(Filame

Polyes-
ter65%/Cotton35%

Weft 
Ray-

on100%(Filamen
Tencel100％
（Spun）

Polyes-
ter65%/Cotton35%

Yarn 
count 

Warp 120ｄ(≒44.291S
)

120ｄ(≒44.291
S)

45S 

Weft 120ｄ(≒44.291S
)

40S 45S 

Density 
Warp 105 thread/inch 106 thread/inch 136 thread/inch 

Weft 77 thread/inch 85 thread/inch 72 thread/inch 

Structure Flat Woven Structure 

2.2 Material Properties Evaluation 

 This experiment was for evaluation of the heat and moisture transport properties of 
the 3 fabrics shown in Table 2. All items were measured 5 times. The mean value of 
those measurements was used as the representative value.  

2.2.1   Japan Industrial Standards 
For moisture transfer properties, moisture permeability and moisture content were 
measured. Moisture permeability was measured using the water method defined in JIS 
L 1099 A-2. A moisture-permeable cup is filled to 10mm of the upper rim of the cup 
with water at 40°C. The fabric is attached to the top of the cup so that the back side 
faces the water surface. Then, the cut surfaces of the test piece are covered with vinyl 
tape so that water vapors cannot escape. The cup prepared in this way is placed in a 
constant-temperature, constant-humidity environment at 40°C and 50%RH for 1 hour. 
Then the initial weight of the cup (a1) is measured. Next, the weight of the cup after 
one hour has elapsed (a2) is measured. The moisture permeability (MP) is then de-
rived from the following equation. In this equation, S is the water-vapor-permeating 
surface area of the test piece. 
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The moisture absorbency of textile products is determined according to the moisture 
ratio which is the percentage of atmospheric moisture that is absorbed. Dry-state tex-
tiles placed in the atmosphere absorb water vapors in the air to reach equilibrium. The 
moisture content (MC) defined in JIS L 1096 is expressed using Wd and Ww accord-
ing to the following equation. 

 

In this equation, Wd is the weight of the textile in its absolute dry state, and Ww is the 
weight of the textile after being left in a constant-temperature, constant-humidity 
environment for more than 24 hours. In this research, the moisture content was meas-
ured at 28°C and 65% RH. 

2.2.2   Kawabata Evaluation System 
The air permeability property R was measured using KES-F8. R is the air flow re-
sistance. The thermal properties q-max, K’ and Qd were measured using KES-F7.   
q-max is the initial maximum heat flux when the copper plate heated to 30°C was put 
on the fabric. K’ is the steady state thermal conductivity when a heat source at 30˚C is 
placed on the fabric on top of a cool box at 20˚C. Qd is the thermal insulation rate 
when air is blown on at an air flow of 0.3m/s. Measurement conditions were 20˚C and 
65% RH. 

Table 2. Measurement items 

 

2.2.3   Moisture Management Tester 
The Moisture Management Tester (MMT) is the device for analyzing 3 dimensional 
water transport properties. Measurement items were wetting time, water absorption 
rate, maximum wetted radius, spreading speed, one way transport capacity (OWTC) 

MC =
Ww − Wd

Wd
× 100[%]
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and overall moisture management capacity (OMMC). Data were measured on both 
sides except for OWTC and OMMC. OWTC is the difference of the integral value of 
the time series data of moisture content calculated by subtracting the value of the 
bottom side from the value of the top side. OMMC is the calculated from the absorp-
tion rate of the top side, spreading speed of the bottom side and OWTC. As each val-
ue becomes greater, OWTC become greater. The measurement values were classified 
by software. Water injection time was 20 seconds. Observation time was 100 seconds. 
Water content of fabric at the end of the experiment could be confirmed by the imag-
es. Measurement conditions were 20˚C and 65% RH. 

2.3 Wearing Experiment 

To evaluate the wearing comfort of the uniform shirts, psychological responses and 
physiological responses of subjects were measured while wearing the shirt. The items 
measured for the physiological responses were electrocardiograms (ECG), respiration, 
skin temperature and humidity inside the clothes. For the psychological response, 
impression data on the feelings of warmth and comfort were obtained by the SD 
method and ranking method. 
 This experiment aimed to observe the body temperature increase after moving from a 
room at 25°C and 50% RH to the room with hot condition. Experimental conditions 
were 28°C and 65% RH or 29°C and 65% RH. 

Fig. 1 shows the protocol of the experiment. Each subjects participated for 2 days 
at the pace of 1 condition per day. 3 samples were evaluated for each condition. At 
first, subjects were in a room at 25˚C and 50% RH for 13minutes wearing T-shirts, 
shorts, underwear and socks. In the next 2 minutes, subjects moved from 25˚C and 
50% RH to the hot conditions and then took off the T-shirts and put on the uniform 
shirts. After that, evaluation of the sample was carried out for 22 minutes. The sub-
jects remained seated and relaxed in a chair except for 2 minutes of moving. Skin 
temperature and humidity inside the cloth were measured every minute from the be-
ginning of the experiment. The temperature and humidity sensor was the Hygrochron 
from KN Laboratories. Skin temperature was measured by Ramanathan 4-points 
method. Humidity was measured at 4 points: On the chest, the abdomen, the upper 
part of the back and the lower part of the back. Measurement periods of ECG and 
respiration were 2 minutes. ECG and respiration measurements were taken twice, 
once at 5 minutes after the start of the experiment and again at the end of experiment. 
ECG was measured by the bipolar chest lead method. Respiration was measured by a 
thermistor (BIOPAC TDS202A) attached below the nose of subjects. Data of ECG 
and respiration were input to a BIOPAC MP100, and were recorded on the computer 
at a sampling frequency of 2000Hz. Table 3 shows the terms used for the SD method. 
The terms were selected to cover all feelings about wearing comfort. The evaluation 
scale was a seven-step scale (Word on left end of scale: Extremely ~ Very ~ Slightly 
~ Neither ~ Slightly ~ Very ~ Extremely: Word on right end of scale). After examina-
tion, a score of -3 to +3 was given to quantify evaluation. The SD method was  
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conducted 2 times: once immediately after putting on the sample shirt, and then again  
15 minutes after putting on the sample shirt. Ranking was performed after the third 
sample had been evaluated. After all of the experiments had finished, subjects asked 
“Which was the day corresponding to 28˚C or 29˚C?” and “Please tell me the stand-
ards for comfort evaluation of the uniform shirts”. The presentation order of samples 
and conditions were random. The subjects were 5 healthy male college students in 
their 20's. All samples were conditioned in an artificial weather room at the same 
conditions as the experiment for more than 24 hours before evaluation. The experi-
ment time was unified for each subject taking into consideration their circadian 
rhythms. The experiment was conducted after 2 hours had elapsed since eating. The 
sample shape was a short-sleeved shirt with buttons in front. The size of each sample 
was essentially the same size as each subject normally wore. 

 

 

Fig. 1. Protocol of the wearing experiment 

Table 3. Terms used in the SD method 

 

3 Result and Discussion 

3.1 Material Properties Evaluation 

Fig. 2 shows the results of evaluation by JIS and KES. R100 had high moisture con-
tent, high moisture permeability, high q-max, high K’, low Qd and low R. R100 

Skin temp

ECG

Humidity

SD method

Respiration

State of  subjects 25  50%RH with T-shirts Moving 28 65%RH or 29 65%RH with sample uniform-shirts

1st Sample 2nd Sample 3rd Sample
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seemed to transfer heat and moisture easily to outside the garment. Fig. 3 shows the 
results by MMT. R100 and R/T ware easy to wet, and P/C was difficult to wet. The 
size of the variation was in the following order: R100 < R/T < P/C. 

 

 

Fig. 2. Result of Japan Industrial Standards and Kawabata Evaluation System 

 

 
 

Fig. 3. Grade results by MMT: Left graph shows measured value and right graph shows  
variance 

Fig. 4 shows a picture of the wetting by MMT[2]. R100 was the easiest to wet and 
had high diffusivity. The higher the variation of sample measurement values, the 
more difficult it was to wet the sample. R100 seems to be the most comfortable sam-
ple from the point of heat- and moisture-transfer properties. 
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Fig. 4. Picture of fabric wetting 

3.2 Wearing Experiment 

 Fig. 5 shows the mean values for subjects of the measurement results for temperature 
and humidity inside the shirts. Humidity data of one subject was expected because of 
noise. The mean skin temperature was low when R100 and R/T were worn. The hu-
midity of P/C was higher than others in 29˚C. The reason is considered to be it’s low 
diffusion properties and starting temperature of sweating. Sweating of human begin 
when temperature become 29˚C[3]. Skin temperature and humidity were both higher 
in the 29˚C environment than in the 28˚C one. 

 

Fig. 5. Skim temperature (left) and humidity inside the cloth (right) 

Table 4 shows the results of ranking of comfort criteria by introspection investiga-
tion. All subjects felt comfort with cool or chilly sensation except Subject 5. W’s co-
efficient of concordance[4] matched significantly excluding Subject 5. The criteria of 
Subject 5 seem to be different from other subjects. The most comfortable sample was 
R100 because of its cool feeling and good texture. 
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Table 4. Results of ranking 

 
 

Fig. 6 shows the mean values of the scores for all subjects by SD method. Statisti-
cally significant differences were examined by ANOVA. 15 minutes after putting on 
samples, the effect of conditions were statistically significant for “Poorly-
ventilated↔Well-ventilated”. Stuffiness was felt more strongly at 29˚C than at 28˚C. 
R100 had the characteristics of being refreshing, cool, dry, well-ventilated, good tex-
ture, soft and thin. R/T was similar to R100 but the heat- and moisture-transfer char-
acteristics were inferior compared to R100. One of the reason is considered to be it’s 
low diffusion properties. Even though there were no difference of humidity inside the 
cloth between R100 and R/T, water diffusion property seem to effect human sensation 
from the result of MMT. P/C had characteristics which were the opposite of those of 
the others. 

Fig. 7 shows the mean values of the respiration cycles for all subjects. Long respi-
ration cycles reflect relaxation [5]. R100 is considered more comfortable than the 
others because the respiration cycles for R100 were marginally significant longer than 
for the others. Fig. 8 shows the mean values of the expiratory phase times for all sub-
jects. The tendencies of the expiratory phase times were similar to the respiration 
cycles. They were significantly longer for R100 than for others. Respiration could be 
considered useful for evaluation of wearing comfort. 
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Fig. 6. Results of SD method: ** p<0.01 ANOVA, * p<0.05 ANOVA, s = Significant differ-
ence of sample, c = Significant difference of condition 
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Fig. 7. Respiration cycles: * p<0.01 ANOVA and p<0.05 Tukey’s test 

 

Fig. 8. Expiration phase times: * p<0.01 ANOVA and Tukey’s test, * p<0.05 ANOVA and 
Tukey’s test 

Fig. 9 shows the results for skin temperature 13 minutes after the beginning of the 
experiments standardized by subtracting the first data. Skin temperature in the 29˚C 
environment increased more than in the 28˚C environment. Fig. 10 shows the results 
for heart rate by ECG. Marginally significant differences exist between 28˚C and 
29˚C for each samples. Heart rate increased in the hotter conditions. Circulation could 
be considered to be increasingly active for heat dissipation. 4 subjects could distin-
guish between the 28˚C and 29˚C environments by introspection investigation. The 
temperature setting of 29˚C seems too hot for people. 
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Fig. 9. Skin temperature 

 

Fig. 10. Heart rate: * p<0.01 ANOVA and p<0.05 Tukey’s test 

4 Conclusion 

 R100 is the most comfortable uniform shirts because of its heat- and moisture-
transfer properties. If R/T had been easier to wet, the result of evaluation would be 
more comfortable. The psychophysiological responses were different between the 
28˚C and 29˚C environments. The temperature setting should be 28˚C because 29˚C 
was too hot for people. Wearing comfort could be evaluated by respiration. 
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Abstract. It is generally quite difficult to apply the current usability evaluation 
methods to the interface for the biometric identification, because the operation 
time of the biometric identification is too short to analyze. In the current study, 
we conducted the interview research on the biometrics. From the results of the 
interview research, it was clarified that 71% users have an experience of conti-
nuous error while in use of the biometric identification. So, we conducted the 
evaluation experiments for continuous error of the fingerprint identification. In 
the experiment, the unsatisfaction which is one of the usability is evaluated 
from the aspect of the mental stress during the continuous error of fingerprint 
identification. Based on the results of the evaluation experiment, we can show a 
guideline that when the continuous error occurs X times, the fingerprint identi-
fication system should be changed to another identification method to avoid an 
increase in the user’s unsatisfaction. 

Keywords: Biometrics · Usability · Fingerprint identification · Continuous error 

1 Introduction 

In the current progress of the information society, the technologies which can identify 
a user specifically and real-time have been attracted. The biometric identification has 
been considered as one of the most powerful technologies. In the biometric identifica-
tion, fingerprint, vein and iris are used as the physical characteristics. On other hand, 
signature, gait and voice are used as the behavioral characteristics. However, the 
physical characteristics, especially the fingerprint, is mostly used for the identification 
and the behavioral characteristics are not commonly used. Being one of reasons of 
this situation, it is considered that the usability of biometrics has not been sufficiently 
discussed.  

On the other hand, it is quite difficult to apply the current objective methods to 
evaluate the usability of the interface [1]-[6] for the biometric identification, since the 
biometric identification step is having too short time to analyze. So, it is needed to 
innovate another approach to evaluate the interface of biometrics. 

In the current study, the interview research on the usage of biometrics was con-
ducted. Based on the results of the interview research, we conducted the evaluation 
experiments for continuous error of the fingerprint identification. The general  
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usability is evaluated from the three view points; effectiveness, efficiency, and satis-
faction. In this study, we supposed that the efficiency is related with the continuous 
error, the unsatisfaction is evaluated from the aspect of the mental stress during the 
fingerprint identification. And, as for comparison, the unsatisfaction is evaluated dur-
ing the continuous error of the password identification. Moreover, as a context of use 
which is mentioned in ISO 9241-11 [7], the time pressure was added as a condition of 
the evaluation experiment. 

Based on the results of the evaluation experiment, we can show a guideline that 
when the continuous error occurs X times, the fingerprint identification system should 
be changed to another identification method before the user’s unsatisfaction is in-
creased. 

The present study is organized as follows: in Section 2, a literature review is sum-
marized; in Section 3, the interview research on biometrics is described in detail; in 
Section 4, the results of our evaluation experiment of continuous error are discussed; 
and in Section 5, our conclusions are noted. 

2 Literature Review 

Usability is defined by ISO9241-11 [7] as “The extent to which a product can be used 
by specified users to achieve specified goals with effectiveness, efficiency, and satis-
faction in a specified context of use”. Under this definition, there are three critical 
terms of usability: effectiveness, efficiency and satisfaction. In applying these terms 
to biometric identification, the effectiveness is about whether the identification is 
successful or not. The efficiency is for the number of trial and operation time to suc-
cessful identification and the satisfaction is a kind of emotion arising from the usage 
of biometric identification. 

The accuracy of the most biometric systems is still not high enough. For example, 
the fingerprint identification can be problematic if the user’s finger is in different 
condition from the enrollment; such as wetness, dryness, or oiliness, moved during 
the reading of the fingerprint, or just a part of the fingerprint is presented. Boutella [8] 
reported that fingerprint image quality is of great importance for the fingerprint  
identification, and affects its performance. So, the continuous error is currently  
unavoidable. When the continuous error is considered from the viewpoint of the usa-
bility, the efficiency is mightily related with the continuous error. 

Some studies on the usability of biometrics have been conducted. Theofanos [9] 
validated the elements of usability of biometrics; such as the method for feedback, the 
physical issues (angle and height of the devices for identification), and presence or 
absence of the usage experience on biometric identification. Matsumoto [10] dis-
cussed the balance between the security and usability. El-Abed [11] evaluated the 
biometric identification system from the viewpoint of users’ acceptance and satisfac-
tion. Though these studies were focused on the usability of biometrics, it was not 
evaluated with experimental approach or the continuous error was not concerned. 
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3 Interview Research on Biometrics 

3.1 Method of the Interview Research 

The interview research on the biometrics was conducted to 21 university students who 
were regularly using the biometric identification system. Following items were the 
interview questions; 

(Q1) What type of biometrics have you used? 
(Q2) Have you ever experienced an error of biometric identification? 
(Q3) Have you ever experienced continuous error of biometric identification? 
(Q4) If you have experienced continuous error, how did you respond to it? 

3.2 Results of the Interview Research 

The results of the interview research on the experience in using biometrics were 
shown in Table 1 and on the experience of error of biometrics identification in Table 
2. 90% users have experienced an error of biometric identification while 71% users 
have experienced the continuous error. Most of the users who have experienced the 
continuous error feels unsatisfied about the accuracy of the biometrics. 

Table 1. Experience in using biometrics 

Biometric modality Fingerprint Face Vein 
Number of subjects 15 3 3 

(The number of interviewees: 21) 

Table 2. Experience of error of biometric identification 

Experience of error Single error Continuous error 
Number of subjects 19 15 

(The number of interviewees: 21) 
 

Similar research was conducted by Sasaki [12]. In his research, he mentioned that 
some students using the vein identification as the attendance management system 
have experienced the continuous error, and felt strong unsatiscfaction to the accuracy 
of identification system. 

The summary of the responses regarding the continuous error in the fingerprint 
identification are noted below; 

* Wipe finger, or heat it up by breathing on it. 
* Ask someone who registers the system to login and then use the system. 
* Give up the fingerprint identification and use another identification method (for 

example, password). 

From these results, the problems of biometrics usage caused by the continuous  
error must not be ignored. It is necessary to evaluate the usability of biometrics from 
the aspect of the continuous error. 



542 N. Nishiuchi and Y. 

4 Evaluation Expe

4.1 Method of the Eval

In this experiment, users’ m
occurred in the identificati
also added as a condition o
swipe type (SREX-FSU2, R
The experimental view is s
was made by us (Figure 2). 
 

In the identification syst
riod. As the fingerprint rea
results randomly whether it
fails, the user clicks the retr
web browser pops up, and 
same flow. Each subject use

The subjects of the expe
was conducted under four c

(C1) Fingerprint identific
(C2) Fingerprint identific
(C3) Password identifica
(C4) Password identifica
In each 4 conditions, 5 

were conducted randomly. 
was assumed by the subject
using the fingerprint identif
cation had 40 seconds. Bot
there were continuous error

 

Buniu 

eriment of Continuous Error 

luation Experiment 

mental stress was evaluated when the continuous error 
on with fingerprint and password. The time pressure w
of the evaluation experiment. The fingerprint reader of 
RATOC Systems Inc., Japan) was used in the experim
shown in Figure 1. On the interface for the identificat

 

Fig. 1. Experimental View 

tem, there was no identification performed during that 
ader is triggered by swiping the finger, the interface sho
t’s successful or not after one second. If the identificat
ry button and tries it again, if the identification succeed
a task is finished. The password identification also has 
ed six characters to set the password. 
riment were 20 university students. The experimental t

conditions below. 

cation with time pressure 
cation without time pressure 
tion with time pressure 
tion without time pressure 
tasks (the successful identification is at the nth [n=1
In the condition “with time pressure”, the tense situat

ts in the task. The subjects were given 30 seconds to log
fication while those who were using the password ident
th number of seconds were set to be able to login eve
r. 

had 
was 
the 

ment. 
tion 

pe-
ows 
tion 

ds, a 
the 

task 

-5]) 
tion 
g in 
tifi-
n if 



 Usability Evalu

(a) In
 

(b) I

Fig. 2. Interface f

After every task, user’s 
evaluation based on the eva

(E1) How much mental s
(E2) How much mental s
(E3) How much mental s

4.2 Results of Experim

The user’s mental stress on 
on the action of identificatio
shown in Figure 5. In all 
mental stress, and the horiz
nth. Four lined graphs show

In Figure 3, 4 and 5, it w
password identification tha
stress on the action of iden
between the fingerprint an

uation for Continuous Error of Fingerprint Identification 

 
 

nterface for fingerprint identification 

 
 

Interface for password identification 

for each identification for the evaluation experiment 

mental stress about the 3 items was evaluated on 5-gr
aluation method of Tamaki [13]. 

stress did you feel on the number of times of identificatio
stress did you feel on the action of identification? 
stress did you feel on the time of identification? 

ment and Consideration 

the number of times of identification is shown in Figur
on is shown in Figure 4 and on the time of identificatio
graphs, the vertical axis shows the average score of 

zontal axis shows that the successful identification is at 
w the each conditions from C1 to C4. 
was shown that the users felt stronger mental stress from 
an the fingerprint identification. Especially on the men
ntification in Figure 4, the difference of the mental str

nd password identification was clearly large. There wa

543 

rade 

on? 

re 3, 
n is 
the  
the 

the 
ntal 
ress 
as a 



544 N. Nishiuchi and Y. 

statistically-significant diff
print identification and the
These results were support
fingerprint identification w
ing to type the password. 
satisfaction of the fingerprin

 

Fig. 3. Average score

Fig. 4. Average 

The analysis of varianc
formed to the mental stress
identification. In the result,
statistically-significant diff
tween the second and the 

Buniu 

ference (p<0.01) for the mental stress between the fing
e password identification at each successful identificati
ted by the users’ comments after the experiment that 
as easy to use and the password identification was both
Therefore, it is clarified that the usability regarding 

nt identification is better than the password identificatio

 

 of mental stress on the number of times of identification 

 

score of mental stress on the action of identification 

ce and multiple comparison (Holm’s method) were p
s on the number of times of identification and the time
 in spite of the presence or absence of the time pressur

ference (p<0.05) for the mental stress was shown in 
third successful identification. Moreover, a statistica

ger-
ion. 
the 

her-
the  

on. 

per-
e of 
re, a 
be-

ally-



 Usability Evalu

significant difference was n
successful identification. S
cessful identification is obv
continuous error occurs twi
to another identification m
creased. 

 

Fig. 5. Average

Finally, in Figure 3, 4 a
shown that the presence or 
stress. There was no stati
absence of the time pressur
sure, it was consider that th
the failure of the task wasn
nuously as a future issue. 

5 Conclusions 

In this study, we conducte
fingerprint identification. B
trics, it was clarified that th
error must not be ignored.
nuous error, three conclusio

1) The usability regardin
than the password ide

2) When the continuous
should be changed to
user’s unsatisfaction.

uation for Continuous Error of Fingerprint Identification 

not shown in between neighboring conditions over the th
o, it was shown that the mental stress over the third s
viously lager than the second one. From these results, 
ice, the fingerprint identification system should be chan

method before the user’s unsatisfaction is significantly 

 

e score of mental stress on the time of identification 

and 5, from the results of the analysis of variance, it w
absence of the time pressure didn’t influence to the men
istically-significant difference between the presence 
re. Though the tense situation was assumed with time pr
he users didn’t feel the pressure, because the penalty aga
n’t set in the experiment. This term will be discussed co

ed the evaluation experiments for continuous error of 
By the advance interview research on the usage of biom
he problems of biometrics usage caused by the continu
 From the results of the evaluation experiment for co

ons were obtained; 
ng the satisfaction of the fingerprint identification is be
entification. 
s error occurs twice, the fingerprint identification syst
o another identification method to avoid an increase in 
 

545 

hird 
suc-
if a 

nged 
in-

was 
ntal 
and  
res-

ainst 
onti-

the 
me-

uous 
onti-

etter 

tem 
the 



546 N. Nishiuchi and Y. Buniu 

3) The presence or absence of the time pressure does not notably influence to the 
mental stress of the continuous error of fingerprint and password identification. 

For future experiment, the change of pressure during the fingerprint identification 
should be measured and the relationship between the data gathered and the subjective 
assessment should be validated. The data of the changes in pressure will then be con-
sidered and be used for the improvement of the usability of biometrics. On the other 
hand, other physical or behavioral characteristics will be applied to the current pro-
posed method. 
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Abstract. Recently, there is a widespread use of biometric authenti-
cation systems. This is because biometric systems have become open
and large scale and enrolment and authentication systems are separate.
Many methods have been proposed for cancelable biometrics technology
in biometric systems. However, the security criterion in such is indefinite
in cancelable biometrics technology. Moreover, there is still no work on
the systematic study of the safety of biometric authentication systems.
In this paper, we consider the cancelable biometric techniques from the
perspective of the safety of the system. In addition, we also verify the
effect on the security precaution of the liveness detection techniques using
Fault Tree Analysis, a risk evaluation method about data protection and
spoofing prevention techniques.

Keywords: Cancelable biometrics · Biometric · Authentication system

1 Introduction

In biometric authentication systems, the biometric data that becomes the refer-
ence for comparison is called template data. A template is biometric information
that is used at authentication. The need for template sharing has been recog-
nized because using the same template between applications makes inheriting
trust among organizations (e.g., passports and back cards) possible. Further-
more, it enhances stability and reduces cost of system development and opera-
tion. Template protection technologies aim at preventing the prediction of raw
biometrics data from templates and at preventing leaked templates from being
reused by unauthorized users (cancelling leaked templates and reissuing new
valid templates).

When the template data leaks, problems such as the spoofing of other users
and leakage of private data occur. These problems are usually addressed by
the cryptography technology and the system technology of tamper-proof devices
such as smart cards.

Various methods have been published for security techniques now known as
cancelable biometrics [1]-[7]. However, there has been no systematic study on
the criteria for security in biometric authentication systems.
c© IFIP International Federation for Information Processing 2015
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 547–558, 2015.
DOI: 10.1007/978-3-319-24369-6 46
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Paul proposed to tackle the problem and present a novel solution for cancelable
biometrics in multimodal system. They developed a new cancelable biometric tem-
plate generation algorithm using random projection and transformation-based
feature extraction and selection. The performance of their proposed algorithm was
validated on multi-modal face and ear database [11]. They also present a novel
architecture for template generation in the context of situation awareness system
in real and virtual applications [12]. In addition, Rathgeb presented comprehensive
survey of biometric cryptosystems and cancelable biometrics [13].

The purpose of this paper is to discuss and evaluate the cancelable biometrics
techniques from the viewpoint of ensuring safety of the systems.

First, the location and the type where the threat is generated on the biomet-
ric authentication systems model are explored, and the meaning of cancelable
biometrics as the countermeasure technology to those threats is described.

Next, we propose a scheme for evaluating the effectiveness of cancelable bio-
metrics. After that, the effectiveness of the security precaution with the liveness
detection techniques is verified by using FTA (Fault Tree Analysis), which is a
quantitative risk analysis and is the evaluation approach about the data protec-
tion and the proofing prevention technology then the superiority of the liveness
detection technique is presented.

Finally, to know the open problems with the current template protection
technologies, we summarize our evaluation result, especially from technical and
security points of view.

2 Threat Medel for a Biometric Authentication System

Many biometric data is inherently exposed (e.g., faces and fingerprints). It has
little value without linking information to person and it is a countermeasure
preventing a leak. Liveness detection should be done at sensors and since it has
no alternative technologies to it.

Fig. 1 shows the processing diagram of a biometric authentication system.
At first, raw biometric data of an individual is captured from the user. For every
input, biometric data changes due to the body and sensor device condition in
the environment.

In the enrollment process, the correction processing is included in the feature
extraction from raw biometric data of an individual, and the extracted charac-
teristics of individual is stored in the database as template data.

In the authentication process, the identification data that specifies the user
is inputted from a sensor device and the corresponding template data is selected
from the database. Two sets of features are matched, then the degree of similarity
is obtained by a matching process. It is assumed that the authentication succeeds
if the degree of similarity exceeds a threshold. As a result, the user can access
the application.

The number in Fig. 1 shows the location under the threats of attack in a
biometric authentication system. The threats at each location are explained as
follows.
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Fig. 1. Possible attack points in a biometric authentication system.

(1) Attack on sensor input of fake biometrics: The photograph of face, counter-
feit fingerprint or signature are put on the sensor.

(2) Attack on the transfer data from sensor to feature extraction processing: Bio-
metric data captured from the sensor is replaced with information attacking
the network or the bus.

(3) Making replacement of extracted feature data: The feature extraction pro-
cessing is attacked with the Trojan horse etc., and an arbitrary feature is set
instead of an actual feature.

(4) Illegal conversion of body data: Body data is replaced with counterfeit data.
It is very difficult to execute this attack because the feature extraction pro-
cessing and the matching processing are often done in the same system.
However, when an extracted feature data is transmitted to the matching
processing by the Internet, this attack becomes possible by substituting the
packet data.

(5) Tampering with stored template data: An illegal user makes the falsification
of a template data stored in the database, such that an unfair user obtains an
illegal attestation and gains access or a fair user obtains an illegal attestation
and is denied access.

(6) Re-input of stored biometric data: Biometrics that remains on the sensor
devices is automatically inputted again without user input.

(7) Attack on the transfer from template data storage to matching processing:
When the template stored in the database is transferred to the matching
processing through the communication channel, the template data is illegally
changed.

(8) Replacement of threshold value: The threshold value is set to the given value
by rewriting the judgment policy in order to get the intended result.

(9) Attack on matching process: The matching process is attacked, and the
matching result is replaced with an arbitrary score.

(10) Substituting of final decision data: The judgment result of the authentica-
tion is substituted.
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Table 1. Threats and countermeasures.

No Threats Countermeasures

(1) Attack on sensor input of fake biometrics Liveness detection

(2) Attack to transfer data from sensor to feature
extraction processing

Encryption

(3) Making replacement of extracted feature data Digital signature

(4) Illegal conversion of body data Encryption
Cancelable biometrics

(5) Tamper with stored template data Physical security
Cancelable biometrics

(6) Re-input of stored biometric information Liveness detection
Challenge & Response

(7) Attack to transfer from template data storage to Encryption
matching processing Cancelable biometrics

(8) Tampering authentication parameters
(9) Replacement of threshold Digital signature
(10) Data

The countermeasures shown in Table 1 are effective ways to prevent the
above-mentioned attacks. The threats in categories (4), (5) and (7) relate to the
theft of template data and those in categories (1) and (6) relate to counterfeit
use (spoofing) when biometric data is captured and attested.

For example, the development of countermeasure techniques for the following
attacks will become important in the future.

– Study of fabricating a counterfeit fingerprint with cheap material such as
the gelatin, which can be made for a short time.

– A method of the transformation of biometric data of protection and each
application of biometric data by the encryption for the template protection
and storing.

– A peculiar attack that counters dictionary attack to the biometric authenti-
cation.

Another problem includes the copying process when the data used for the
biometric authentication loses reliability.

When reliability is lost, the authentic method such as using the key, the token,
and the password, etc. can nullify these attestation devices as many times as you
want. But, there is a limit in the number of times of nullification for biometrics.

In the security requirement for a biometric authentication system, the can-
celable biometric techniques are not exclusive but are one of the measures tech-
nologies.

The problem of the template data leakage is divided into the problem of
spoofing due to reuse and privacy concerns. Biometrics was originally exposed,
and at 1:1 matching, the individual can be specified if there is a link to other
information. Therefore, there is an opinion that biometrics is not privacy.

As for the problem of reuse, the measures technique when reusing such as
the liveness detection technique is more effective than the encryption of data
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and nullification of data if biometrics can specify the individual by the link
information.

It is necessary to examine effectiveness compared with the competing mea-
sures techniques, for instance, cryptography. T he analysis of the effectiveness of
the measures technique is described in Chapter 4.

3 Systematization of the Cancelable Biometrics
Technique

3.1 Cancelable Biometrics Techniques

Cancelable biometrics is a collective term of template protection techniques that
nullifies it when an original biometric data is made invisible from the template
not to be restorable in the biometric authentication systems.

There are two kinds templates. One is for image (signal) data input from the
sensor and the other is for the feature data that used for processing. There are
two kinds of nullification methods: based on encryption techniques and on image
processing.

Encryption-basedapproach stores encrypted templates anddecrypts templates
at authentication time. Image processing-based approach matches encrypted tem-
plates without decrypting the data and provides the abilities of invisibility of orig-
inal biometric data and canceling lost templates. It is also a mixed technology of
biometrics andencryptionasvariousmechanismsareused to implement these func-
tionalities. Generally, security strength is unclear.

Fig. 2 shows typical processing flow of the cancelable biometrics.

Fig. 2. The processing flow of cancelable biometrics.

The biometric data is distorted by the conversion processing using a one
way transformation function in an enrollment or an authentication processing.
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The template generated by a nonreciprocal method is stored in the smart card
and the database.

The biometric data causes a different swerve at each registration. There-
fore, when the reliability of biometric information is lost, the misinterpretation
method used at that time is changed. Furthermore, it only has to register again
based on a new conversion coefficient.

The technical details of a cancelable biometrics based on image processing is
discussed thoroughly in [9].

The groupings by PET (Privacy Enhancing Technologies) [8]-[10] are classi-
fied techniques of privacy protection that can be applied to the systematization
of cancelable biometrics. Techniques of cancelable biometrics and the dynamic
key generation algorithm developed now can be classified into four categories
(A to D) in reference to the classified techniques of PET, as shown in Table 2.

Table 2. Grouping by PET of template protection techniques.

Principle Methods Ref.

A1. Non-reversible transformation
of images

One-way function A2. Non-reversible transformation
of templates

[6]

B. Image morphing

Common key cryptography NA

Public key cryptography D1. [5] [7]

Secret sharing function NA

Blind signature NA

Zero knowledge protocol D2 [4]

Proxy network NA

Fake information C1. Fuzzy vault [1] [3]
C2. Convolution random pattern [2]

Privacy language NA

Category A is a method by noninvertible conversion. Conversion can be
applied to both image (signal) and feature region. An example of conversion
in the image area includes morphing and the block substitution. For example,
the block structure is allocated in the block substitution according to a feature
point in former image area, it arranges at every the block, and the scramble is
done. However, not noninvertible conversion in this case but former image can
often be computed reversibly.

Therefore, security strength is low, and the conversion in the image space is
classified into category B.

Category C is the method to use information on fake data such as Fuzzy
Vault.

Category D is the method of the data protection using the public key cryp-
tography and zero knowledge proof technology. Furthermore, category D also
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proposes data protection techniques that use a general cryptographic protocol
in ISO TC68 that is the technical committee intended for financial services.

Currently, data protection technologies in biometric data are perceived to be
immature. Therefore, the empty column in Table 2 represents template protec-
tion technologies that could be proposed in the future.

3.2 Evaluation of Validity of the Cancelable Biometrics

There are two technologies for the protection of template data: image processing
based methods and cryptographic based methods.

Cryptographic template protection technology is open to the public, which
allows evaluation of security strength by third parties. For example, FIPS140-2
is maintained as a safety standard at the implementation level.

Application Existence of an application where image processing-based tem-
plate protection methods have the precedence over cryptographic-based.

On the other hand, from a technical point of view, image processing-based
template protection methods have the following problems..

– Proper evaluation of the template protection technique is insufficient.
– The third party evaluation cannot be done because the algorithm and the

interface are unpublished.
– The security strength evaluation scheme is not established, and an objective

evaluation concerning a one way transformation, accuracy preservation and
the processing performance is not done (Refer to Table 3).

– There is a possibility that it is technically immature as described in para-
graph 3.1, and a more effective method will be developed in the future.

– There is no appropriately applied actual case.
– The individual data not in the database but in the smart card model is

general from a viewpoint of a restriction of law and safety.

Table 3. Evaluation axis of the cancelable biometrics.

Items Description

Hardness of reconstructing
original data

Proof of being essentially unable to reconstruct
original biometric data from converted data by a
one-way function etc.

Preservation of authentica-
tion precision

Proof that authentication precision over converted
data is no lower than that over pre-converted
(original) data

Performance Demonstration of the performance of a conversion
algorithm for practical use

Application Existence of an application where image
processing-based template protection methods
have the precedence over cryptographic-based.
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– Cancelable biometrics is a technology that assumes storage in a database,
and a powerful application that can demonstrate superiority over template
protection technology of cryptography based methods is not known.

– The priority is low in the viewpoint of the security risk. Details are presented
in Chapter Chapter 4. Therefore, it is enough not to ensure that the template
data is kept secret and discuss the safety of the system.

As a solution to these problems, security evaluation techniques will be estab-
lished and an appropriate application will be developed.

4 Evaluation of Countermeasure Techniques for Securing
the System

Two points should be considered: technical validity and standardization. If bio-
metrics have been exposed. the possibility that it is acquired by a malicious
person without the consent of the user is high. Therefore, for the safety of a bio-
metric authentication system, measures against reuse are more important than
those against theft.

In reusing the template data, there are two kinds of abuse such as the cap-
turing of the biometrics of the counterfeit and spoofing due to hacking to the
system. The liveness detection function is necessary for the former and it is
necessary for data transfer to be secure for the latter.

Applying the standardized cryptography technology for the data protection
in the channel is an advantage in terms of cost and safety. Moreover, liveness
detection measures that should be carried out when body information is acquired
from the sensor, and image processing techniques become indispensable, as no
alternative technology exists.

Therefore, from a practical viewpoint, it is thought that the development
of liveness detection technology is a higher priority than the data protection
technique of the image processing based cancelable biometrics.

In this chapter, the liveness detection technique is discussed as a spoofing
prevention in the sensor aiming to prove the above-mentioned hypothesis quan-
titatively. Then, encryption and cancelable biometrics are taken up as data pro-
tection techniques in the channel and the database. The effectiveness of each
technique is evaluated with respect to safety.

In this study, FTA (Fault Tree Analysis) is adopted as a quantitative risk
evaluation method. FTA is a technique for making a logic diagram with a tree
structure known as the Fault Tree that shows the causal relation of the generation
process of the threat, the calculation of the probability of occurrence of the threat
based on this logic diagram, and evaluation of the risk.

Applied to the security measures in the information system, FT is composed
of making the threat a root[8], and uniting events derived according to the causal
relation hierarchically by using the logic gate of the logical add and the logical
product. The probability of occurrence of the root threat can be obtained by
giving the probability of occurrence for each lower event after the FT is made.
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Fig. 3 shows FT made for the spoofing attack. The probability of occurrence
of a basic event of the liveness detection, the encryption, and the cancelable
biometrics was given to FT under assumption that each technology was applied,
and the probability of occurrence of the threat was calculated.

Fig. 3. Fault tree for an impersonation attack.

Table 4 shows the probability of occurrence of the basic event used by this
analysis. It was roughly distinguished that the probability of occurrence obtained
an actual figure in three stages because it was difficult. The living body detection
technology was assumed to be the one that it was possible to detect it surely
when body information not to be alive was presented.

Table 5 shows the numerical results. The risk type is usually defined by the
product of the probability of occurrence and the size of the loss. Here it was
assumed that the loss that occurred as a result of the spoofing was the same for
each threat, and so the risk is evaluated only by the probability of occurrence.

It is understood to have lowered the liveness detection in addition while the
cryptography and the cancelable biometrics lower the probability of occurrence
(0.15 and 0.13, respectively) under the situation in which measures are not done
compared with the probability 0.33 that the threat is generated from the results
in Table 5. The following conclusions can be derived from above.
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Table 4. Occurrence probabilities of basic events.

Event probability (When a measure is applied)
Events Nothing Cryptography Cancelable

biometrics
Liveness
detection

Obtaining physical infor-
mation from sensors

0.1 0.1 0.1 0.1

Obtaining exposed phys-
ical information outside
the system

0.3 0.3 0.3 0.3

Reconstruction of phys-
ical information from
exposed biological
information

0.3 0.3 0.3 0.3

Derivation of transfor-
mation parameters of
cancelable biometrics

- - 0.1 -

Reconstruction of physi-
cal information from fea-
tures

0.1 0.1 0.1 0.1

Reconstruction of phys-
ical information from
images

0.3 0.3 0.3 0.3

Analysis of encryption
keys

- 0.01 - -

Data Encryption 1.0 0 1.0 1.0

Interception of commu-
nication

0.1 0.1 0.1 0.1

Database Access 0.2 0.2 0.2 0.2

Unauthorized reading of
IC card

0.1 0.1 0.1 0.1

Presentation of not phys-
ical information that is
not live

1.0 1.0 1.0 1.0

Table 5. Probability of occurrence of threats.

Applied technology Probability of occurrence of
threats

Range of Reduction Proba-
bility

Nothing 0.33 -

Cryptography 0.18 0.15

Cancelable biometrics 0.20 0.13

Liveness detection 0 0.33
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– In these technologies, the liveness detection is the most effective.
– From viewpoint of prevention of reuse to effectiveness of this level cryptog-

raphy and cancelable biometrics that is data protection technology.
– The cryptography technology is standardized, and it is an advantage if an

objective evaluation approach for safety has been established.

The template protection technology currently proposed is still immature but
it is possible that it would evolve sufficiently in the future. Technical merits
and demerits can’t be judged objectively because the precision and the security
strengths aren’t estimated enough.

5 Conclusions

Living body measure is most effective in these technologies. However, encryption
technology is standardized and there is a merit by which objective evaluation
technique is established about safety.

The viewpoint of an effective methodology that secured the safety of biomet-
ric authentication systems was considered. The cancelable biometrics technique
was systematized based on Privacy Enhancing Technology, and the possibility
that a new technology will be developed in the future was shown in Chapter 4.

It proposed the evaluation items such as one way transformation, accuracy
preservation and processing performance that clarified the effectiveness of the
cancelable biometrics. The effectiveness of the technologies were quantitatively
compared by using FTA method for the reuse problem in a biometric authenti-
cation system, when biometrics data had been leaked and exposed. According to
the FTA analysis, when compared the cryptography and liveness detection, the
effect of cancelable biometrics on the safety of biometric authentication systems
was small.
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Abstract. To improve on our earlier work on single-view-based ear biometrics, 
an estimation method is presented for the shooting angle of an ear image based 
on the summation of similarity scores over a threshold within a database of 
known shooting angles. Experimental results indicate that the estimation me-
thod can improve the robustness of ear recognition in varied poses. 

Keywords: Ear recognition · Normalizing shooting angle · Gabor feature 

1 Introduction 

1.1 Background 

Ear shape is unique to every individual and has been used in forensic science over the 
past 40 years [1]. In particular, ear prints left on walls have been used in identification 
of criminals, most notably in the Netherlands [2]. A detailed survey on using ear 
shapes for forensic purposes is available in [2], where historical studies and present 
issues are detailed. Furthermore, detailed surveys of automatic ear recognition systems 
are available in [3][4][5], where databases, algorithms, experimental conditions, and 
accuracies are presented. Whereas masks and sunglasses often purposely obscure facial 
features, ear shapes can be all that is required to identify subjects. However, the shoot-
ing angle of an ear from a surveillance camera is usually not the same as that for a 
facial image. Hence, accounting for such differences is necessary [6][7].  

1.2 Related Studies 

Moriyoshi [6][7] thoroughly investigated the effect of differences in the shooting 
angle in the context of forensic science. As far as image processing and computer 
vision are concerned, a few studies have variations in the angle of the shot [8][9]. 
However, these studies were limited to in-plane rotations. In single-view-based ear 
recognition studies, the authors improved the robustness of the method for off-angle 
rotation [10][11], in which feature vectors of various poses are estimated from a sin-
gle-view image and recognition processes are performed without using prior know-
ledge of shooting angles of the input images. This is done by taking a correlation 
against the averaged estimated feature vectors over various poses. Although this aver-
aging process may contaminate final accuracy, we did not use information on the 
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shooting angle of input ear images because the estimation method of the shooting 
angle of an ear image is not established. One may point out the usability of the shoot-
ing angle of face images, for which various estimation methods are well-established. 
However, because individual variations in the ear overhang angle are considerable, 
the use of the estimated face angles as an ear angle is not feasible. We do not know, 
however, how promising it is to pursue the direction of seeking a method of estimat-
ing the shooting angle of an ear. If such an estimation method is established, it will be 
possible to improve the accuracy of the single-view-based ear recognition system, by 
taking the correlation against estimated feature vectors of a specified angle, but not 
against contaminated averaged feature vectors of unspecified shooting angles. 

1.3 Aim of this Study 

An initial attempt to estimate the shooting angle of an ear image is presented. Using 
these estimated shooting angles, a few estimation methods for the feature vector of 
other shooting angles are compared experimentally. We examine the possibility of 
improving the robustness of ear recognition by estimating the shooting angle of an ear 
image. 

2 Proposed Method 

2.1 Outline 

In Subsections 2.2 and 2.3, our method for estimating the shooting angle of an input 
image is explained. For completeness, the method we used for ear recognition is 
summarized briefly in Subsections 2.4, 2.5, and 2.6. 

2.2 Gabor Features of Ear Minutiae 

To fix a baseline, we used the Gabor features for the various methods described be-
low: Let  be a point in a plane. A 2D plane wave defined by wave vector

 and modified by a Gaussian function is called a Gabor function (Eq. (1)): 
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required from wavelet theory, but if  is large enough, the factor can be ignored. 
Gabor functions are characterized as localized wavy shapes in various directions de-
termined by plane waves. Gabor filters, i.e., convolutions with these Gabor functions, 
extract the direction and wavelength of these localized wavy shapes of an image near 
the point under consideration. Wavy shapes in various directions also characterize the 
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Similarity scores are given by normalized-cross-correlations to the phase-ignored 
Gabor feature vectors. A threshold is employed in order not to contaminate the esti-
mation accuracy of shooting angle through using the lower scores of the similarities 
of non-similar ears. This threshold is obtained by maximizing the estimation accura-
cies of shooting angles through a survey of threshold-values using leave-one-out cross 
validation strategy. 

2.5 Estimation of Gabor Features After Off-Angle Rotation for a Single 
Registration Image Using a Linear Jet Transformation  

For completeness, the method used in [11] is outlined. Locally, near the feature 
points, the subject is approximated by a tangent plane. The tangent plane does not 
have depth. Hence, the image of this plane rotated in depth can be estimated. This 
estimated image reflects local features under pose variations near the feature points. 
Similar to the tangent plane, Gabor jets only represent local features. Motivated by 
this, we explore the benefits of Gabor jets for subjects rotated in depth. The following 
outlines the reproduction method using Gabor jet estimates of subjects with different 
poses [11][10]. Let the x-y coordinates be set on the camera plane and the z-axis set 
perpendicular to this plane. Suppose that a subject plane, initially placed parallel to 
the camera plane, is rotated by ϕ around its x-axis and then θ around its y-axis. By 
observing the transformations of unit vectors, a point on the subject plane initially at 

 is transformed to x given by: 

 
.                                (3) 

If this plane is initially placed at 1 1( , )φ θ  and not parallel to the camera plane, the 

above transformation is: 
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Under this transformation, the transformation of the Gabor jets corresponding to the 
pose change can then be estimated. In what follows,  is denoted as 

for simplicity. Components of the transformed Gabor jets are obtained by convoluting 
the Gabor function with the transformed image . Using , this is 
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the Gabor jet transformation is simply written as: 

 

.

 
(7) 

Once  is obtained, the transformation of the Gabor jets can be esti-

mated using: 

 . (8) 

Matrix  is obtained by multiplying both sides of Eq. (6) by  and inte-

grating both sides. Two of the variables are difficult to determine. One is 2 2( , )φ θ , 

which depends on the poses of input images. This is an unknown in real scenarios. In 
[11], we solved this issue by producing the Gabor feature of many other poses in ad-
vance. The other unknown variable is 1 1( , )φ θ , which represents the normal vector of 

the tangent plane at each feature point. Because this variable is difficult to determine 
from a single-view-image, some type of statistical modeling is necessary. In [11], this 
model was produced using an exhaustive search of smaller equal error rates in the 
variable φ and θ using a five-fold cross validation strategy.  

2.6 Estimation of Gabor Features After Off-Angle Rotation for a Single 
Registration Image Using Principal Component Analysis (PCA) 

To estimate the Gabor feature vectors for other poses, the feature vectors taken at 
the registration and input angles are stacked into one feature vector for the same 
person in a training set. Because phases are ignored and absolute values taken, a 
560 (=40×7×2) dimensional vector is obtained. Such stacked feature vectors are 
created for all training datasets and subjected to PCA. For testing the sample, the 
Gabor feature vector at the registration angle and the null data are stacked into one 
vector. Using the principal component subspace, the Gabor feature vector at the 
input angles are estimated as a sub-vector of the back-projected stacked feature 
vector. Similar to Subsection 2.5, a five-fold cross validation is used to create 
training and test sets. The principal component subspaces serves 3D statistical 
modeling for estimating feature vectors of other poses. 

2.7 Estimation of Gabor Features After Off-Angle Rotation for a Single 
Registration Image Using Multiple Regression Analysis (MRA) 

To estimate the Gabor feature vectors taken from different shooting angles, the nor-
mal equation is solved to obtain the regression coefficients that describe each compo-
nent of the Gabor feature as a linear combination of the components of Gabor features 
of the registration angle. With phases ignored, a set of 280(=40×7) normal equations 
is solved for training sets and used to estimate the Gabor features of the input angles 
for test sets. Similar to Subsection 2.5, a five-fold cross validation is used to create 
training and test sets. The regression coefficients obtained serve 3D statistical model-
ing that can be used to estimate feature vectors for other poses. 
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2.8 Creating the Linear Discriminant Analysis Matrix Using the Estimated 
Features for Input Images with Unknown Poses 

To fix a baseline for comparison, similar to the method described in [12], all the esti-
mated feature vectors, as illustrated in Subsections 2.5, 2.6 and 2.7, are subject to 
multiple linear discriminant analysis (LDA), thereby creating the LDA matrix of dis-
criminant vectors. After applying this LDA matrix to both the input and registration 
feature vectors, a normalized correlation is computed to obtain the similarity between 
the input and registration feature vectors taken from different shooting angles. 

3 Experiment 

3.1 Database of Feature Vectors for the Experiment 

Experiments were performed using the database of Gabor feature vectors at ear fea-
ture points of images from the human and object interaction processing (HOIP) data-
base [12] obtained in our previous studies [11]. The HOIP database consisted of facial 
images of 300 subjects photographed from 504 (72 yaw angles every 5° and 7 roll 
angles every 15°) directions, where the size of the ear fitted approximately within a 
70×90 pixel window. By mirror reflecting images, left profile images of 600 people 
were subjected to Gabor feature computations. Thus a database of Gabor feature vec-
tors for 600 people was obtained. 

3.2 Shooting Angles and Number of Visible Feature Points in the Experiments  

To examine robustness against yaw-angle pose variations, verification experiments were 
performed using an ear image of the true left profile of a registration image taken from 
85°. Input data were taken from yaw angles varying from 40° to 80°, every 10°.  

 

Fig. 2. Example of input images. 

(Yaw angles 0°, 90°, and 180° corresponding to frontal face, true left profile, and back) 

One hundred and sixty-two subjects corresponding to images with seven visible 
feature points at all angles were selected for input, registration, and training data. In 
these datasets, there was a single biometric sample for each identity in each angle.  

3.3 Experiment for Estimating the Shooting Angle 

For the algorithm presented in Subsection 2.4, a threshold was determined by max-
imizing the estimation accuracy of the shooting angle using a leave-one-out cross 
validation strategy as follows: 
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1. First, the set of images at a 40° angle were selected as input images. An image 
from this image set was selected and treated as an input image of an unknown 
shooting angle. All other images with the same identity as this input image were 
removed from the image sets of yaw angles varying from 40° to 80°, every 10°. 

2. Second, the shooting angle for this input image was estimated using the algorithm 
presented in Section 2.4.  

3. Repeating this process over all the images in the image sets at 40° angles provided 
an estimation accuracy at a 40° angle.  

4. Performing the above steps 1-3 similarly on sets of images at 50° to 80° angles 
provided estimation accuracies for each angle. The accuracies from 40° to 80° an-
gles were averaged.  

5. A survey search of threshold-values that maximized the averaged accuracy was 
performed based on the coarse-to-fine approach.  

3.4 Experiment for Examining Robustness 

The effect of our proposed method using the estimated shooting angle, robustness was 
examined as follows: 

1. From the feature vectors of registration data taken from 85°, feature vectors for the 
yaw angles 40°, 50°, 60°, 70° and 80° were estimated using algorithms LJT, PCA 
and MRA as demonstrated in 2.5-2.7.  

2. As in Subsection 2.8, the LDA matrix was created using these estimated and regis-
tration datasets. Using this matrix, the registration, input and estimated datasets 
were all transformed into a coordinated dataset where discrimination was easier.  

3. Similarity scores were obtained using normalized cross correlations taken against 
the 85° angle registration feature vector, and the estimated feature vector of the es-
timated shooting angle. Equal error rates were obtained from ROC using the algo-
rithm in Section 3.5. 

In summary, the following six cases were compared; 

• LJT, 85° angle registration of the feature vector  
• LJT, estimated feature vector of the estimated shooting angle.  
• PCA, 85° angle registration of the feature vector 
• PCA, estimated feature vector of the estimated shooting angle 
• MRA, 85° angle registration of the feature vector 
• MRA, estimated feature vector of the estimated shooting angle 

Similarity scores obtained using the 85° registration feature vector corresponded 
to our previous method in [11]. Where the shooting angle estimation failed, the regis-
tration angle for 85° was used instead for correlation computation. A small number of 
such cases depended on the shooting angle (~2%).  

3.5 The Validity Metrics for the Experiments 

As validity metrics for the verification experiments, the ROC, and the equal error rate 
EER are commonly used (10.6.3 of [13]). For computing these metrics, we used the 
algorithm recommended in Annex. F.1–2 of [13]. 
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The results using PCA and MRA were not particularly good. Equal error rates for 
the estimated data of the estimated shooting angles were worse than the equal error 
rates using registration data without shooting angle normalization. Similar to our pre-
vious report [14], the number of subjects may not be sufficient for accurately deter-
mining the principal component subspace and regression matrix. However, using LJT, 
the estimated data for the estimated shooting angle perform as accurately as our pre-
vious method using averaged estimated feature vectors of various poses. 

4 Discussion and Conclusions 

An initial attempt to estimate the shooting angle of an ear image is presented. Al-
though the estimation accuracy was 46.6% and far exceeds the accuracy of a random 
answer (20%) to a question of five selective answers, there seems to be considerable 
room to improve it because the presented estimation algorithm for the shooting angle 
is not sophisticated. Using this estimated shooting angle, the estimation method of 
feature vector of other poses—PCA MRA and LJT—are examined. Although none 
perform beyond the accuracy of our previous method using averaged estimated fea-
ture vectors of various poses, LJT performs as accurately as our previous result. 
Hence, using LJT and refining the accuracy of the estimated shooting angle by im-
proving the algorithm, there may be a chance to improve the robustness of single-
view-based ear recognition. 
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Abstract. The paper presents a mobile system for generating a melody based on 
a photo of a musical score. The client-server architecture was applied. The 
client role is designated to a mobile application responsible for taking a photo 
of a score, sending it to the server for further processing and playing mp3 file 
received from the server. The server role is to recognize notes from the image, 
generate mp3 file and send it to the client application. The key element of the 
system is the program realizing the algorithm of notes recognition. It is based 
on the decision trees and characteristics of the individual symbols extracted 
from the image. The system is implemented in the Windows Phone 8 frame-
work and uses a cloud operating system Microsoft Azure. It enables easy archi-
vization of photos, recognized notes in the Music XML format and generated 
mp3 files. An easy transition to other mobile operating systems is possible as 
well as processing multiple music collections scans. 

Keywords: Optical Music Recognition · OMR · Mobile applications · Windows 
Phone 

1 Introduction 

Optical Music Recognition (OMR) is an automatic recognition and classification of 
symbolic music notation. It is usually performed on scanned musical sheets and uses 
specialized methods of image processing and classification. The research in the do-
main of OMR has a long history that began in sixties of last century [21,22], was 
popularized by Bainbridge [4,5,6] and Fujinaga [8,9] and continued through the years 
[10, 11] up to nowadays [12,19,23] leaving still open issues for further research. The 
advanced algorithms are used not only for printed scores, but also for handwritten 
music notation [1,17,18,23]. Various methods of musical symbols recognition have 
been applied, e.g. statistical classification methods using support vector machines 
(SVMs), neural networks (NN), k-nearest neighbours (kNN) and hidden Markov 
models (HMM) compared by Rebelo [30]. Decision trees have been used by Bau-
mann [29] and for mobile technology by Keon-Hee Park et al [31], unfortunately the 
paper is available only in Korean. It is difficult to compare results of OMR, as 
a ground truth database does not exist. The mobile part of the system performance 
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evaluation has been proposed by Szwoch [27], who introduced a method for compar-
ing and evaluating results of recognition systems stored in MusicXML format [15].  

MusicXML is a digital sheet music interchange and distribution open format in-
vented by M. Good at 2000 and since then developed collaboratively by a community 
of musicians and software developers [15]. It has already been used by numerous sites 
offering sheet music in this format, or formats that may be easily converted to it.  

Despite the fact that many research problems have not been fully solved yet, as e.g. 
recognition of hand written scores, there exist computer applications that perform this 
task for users. Well known are e.g. commercial programs, like SmartScore [26], Pho-
toScore Ultimate [20], SharpEye [25] and open source –Audiveris [3]. Each of them 
processes an image of a music sheet and transcribes it to MusicXML format. Howev-
er, as it might be deduced from various internet forums, users are hardly satisfied with 
existing systems and this should push researchers to pursue towards finding some 
other reliable solutions in this domain.   

Wider popularization of OMR systems may be expected from mobile technology. 
Smartphones, with their ability to take pictures, are replacing personal scanners. The 
rise of cloud computing enhances possibilities of storing and sharing digital sheet of 
music. First mobile OMR applications are already on the market. The most popular is 
iSeeNotes [13] available for Android and iOS, NoteReader [14] - available for iOS 
and PhotoScore Ultimate that has its version for Android and iOS. As the best of au-
thors’ knowledge in the moment of writing this paper none of mobile OMR applica-
tions are available for Windows Phone. The presented solution tries to fill this gap. 

The paper presents a mobile system for generating a melody from a photo of 
a musical score. The system has an educational purpose and is addressed to a large 
group of people that cannot read music notation. The presented solution is complete, 
i.e. applies all stages of musical symbols recognition using the original method based 
on decision trees, applies MusicXML format for storing the semantic information and 
enables playing the recognized melody with a timbre of various popular musical in-
struments. An easy archivization of photos, and MusicXML documents is also possi-
ble. Thanks to its client-server architecture the proposed solution enables its easy 
transition to other mobile operating systems and to process multiple scans of music 
collection. While being complete, the system still enables introducing the improve-
ments to the algorithm of musical symbols recognition. 

The paper is structured as follows. Section two describes the OMR and music 
sound generating system architecture. Section three is devoted to the presentation of 
music notation recognition algorithm. Section four presents the experiments results 
and Section five concludes the paper. 

2 Mobile OMR and Sound Generating System Architecture 

The discussion of problems presented in the Introduction shows, that many issues of 
OMR is not solved yet and the proposed solutions have their limitations. The goal 
posed by the authors of this paper was to built a mobile OMR application employing 
up-to-date elements of software technology able to serve users with no musical back-
ground to give them possibility to listen to the music encoded in musical notation. 
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them in MusicXML format. Combined with the additional metadata obtained from the 
client concerning e.g. tempo and musical instrument they are further processed by the 
Sound Generation Module,SGM (see Section 3). The resulting mp3 file is sent back to 
the client and the information about the file is stored in the database. A relational 
database – an SQL Server – stores users’ login information and all other resources 
including analyzed musical pieces in Music XML format accessible through the web-
site. 
 

 

Fig. 3. Generating an .mp3 music file from MusicXML notation. 

Sound Generation Module. In the time of building the application, MIDI APIs for 
Windows Phone 8.1 were still in preview and there was a chance that they might have 
changed when the final version was released. Therefore it was decided to apply 
a safer and stable solution in the Sound Generation Module (SGM) – to convert MIDI 
file to .mp3 format. First a MIDI file is created from MusicXML notation. Then it is 
converted to .wav format, compressed and sent as mp3 file. Since MIDI is an inter-
mediate stage of sound generation, it is possible to change its several attributes, like 
playing instrument or tempo in bpm (beats per minute). The flowchart of the sound 
generation procedure is presented in Figure 3. 

 

a)   b)   c)  

Fig. 4. Elements of user interface: a) file description, b) processing history review, c) settings 
(the prototype application has been prepared in Polish) 
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User Interface. A user can navigate between several views and has access to pre-
viously opened pages. At the start of the application the user or registers to the sys-
tem, or logs in, or, if she is already logged in, may start scanning the score (2a). If the 
user receives the phone call while using the application, it gets into the dormant state 
and may be accessed again later. The generated melody may be played, paused, res-
tarted and stopped (Figure 2b). User may also store the processed musical piece to-
gether with textual descriptions (Figure 4a), access history of the processed files (Fig-
ure 4b) and navigate to the settings of the system (Figure 4c). 

3 Algorithm for Optical Music Recognition  

The key element of the system is the program realizing the algorithm of musical sym-
bols recognition. It is based on the rules based decision trees. The procedure follows 
the typical OMR scenario consisting of the following steps: 

• image preprocessing,  
• staff lines detection and removal,  
• merging broken elements, 
• recognition of musical notation elements, 
• semantic reconstruction. 

In the subsequent subsections each of the above steps will be described from the ap-
plied algorithm perspective. 

3.1 Image Preprocessing 

Since the system is devoted to recognize the photographic images, their quality may 
substantially differ, e.g. the luminance may be too low, or staves may be skewed or 
rotated. Therefore the preprocessing of the image is, like in many other image 
processing applications, indispensable. The operations chain is following:  

• conversion of the image to the grayscale,  
• filtering for sharpening the lines of staff,  
• noise reduction using median filter, 
• elimination of skewness and rotation of an image based on Hough transform,  
• image binarization using adaptive filtering.  

All those steps are performed using the elements of the AForge.Net [2] software li-
brary with or default, or experimentally adjusted parameters. The conversion of the 
color image to the grayscale is performed with the values: R - 0,2125, G - 0,7154 and 
B - 0,0721. Filtering for sharpening the lines of staff is performed by convolving the 
image with a 3x3 points kernel: {-2,-1,0}, {-1,1,1}, {0,1,2} 

For noise reduction a median filter with the same size 3x3 pixels window is used. 
Image binarization is made using adaptive filtering. We quote after [2]:” The brief 
idea of the algorithm is that every image's pixel is set to black if its brightness is t 
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percent lower than the average brightness of surrounding pixels in the window of the 
specified size”. The default values are t = 0.15 and window size – 41 pixels. 

Hough Transform determines the angle of the document by detecting the most dis-
tinct straight lines, in this case – staff lines. It uses polar coordinate system to 
represent lines: distance of its closest point from the origin and an angle. With the 
angle detected, the whole image may be rotated to get horizontal lines (Figure 5). 
 

 

Fig. 5. Example of staves rotation based on straight lines detection using Hough Transform 

3.2 Staff Lines Detection and Removal 

Staff lines, fundamental elements of western musical notation, enabling symbolic 
notation of musical pitch, distort the shape of musical symbols and in most OMR 
systems are objects to be removed [7]. On the other hand staff line thickness and staff 
space height are reference values to find out the size of other music symbols. There-
fore the detection of staves and their thorough analysis is the crucial part of the algo-
rithm.  

The most common algorithm is based on the horizontal projections [8]. A binary 
image is horizontally mapped into a histogram by accumulating the number of black 
pixels in each row. To indicate the line, a local maximum is searched. Since lines 
mostly are not entirely straight, are undulated, may be broken and have some other 
distortions, they are analyzed in segments and then a procedure ensuring continuity of 
line segments is applied. Such approach was proposed i.a. by Szwoch [28]. 

3.3 Merging Broken Elements 

The operations performed during the preprocessing step, as well as the staff lines 
removal cause the continuity of musical symbols shapes to be distorted or broken 
(Figure 6). In order to make the algorithm recognize them, the broken parts have to be 
connected again. This task is difficult, as there are symbols that are very close one to 
another and should not be connected. Finding a rule that is not computationally de-
manding and able to distinguish a broken element from small parts inherent to musi-
cal notation is difficult. 

Typical points at which continuity is interrupted are upper and lower parts of the 
whole notes, half notes head, stems, flags or beams. Thus those primitive symbols are 
first extracted. The principle is simple: a set of connected black pixels is treated as 
one coherent object. The rules for merging objects are following: 
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4. object bounding box aspect ratio; 
5.  number of intersections of vertical or horizontal lines with black elements of the 

objects; this parameter is useful for distinguishing between eighth and sixteenth 
notes at their flags.  

The number of features may be increased in the future. 

Decision Tree Construction. The root of the tree performs the operation according to 
the feature 1. - object bounding box height (or width) in relation to the staff line 
space. Exemplary fragment of the decision tree from which the decision rules may be 
acquired is presented in Figure 7. A branch on the left provides to the recognition of 
the dot symbol. The algorithm in its current form recognizes: bar lines, whole notes, 
half notes, quarter notes, eighths, sixteenths single or linked, corresponding pauses 
and a dot. The tree may be further expanded in along with new characteristic features 
for new music symbols. 

 

Fig. 7. Fragment of rule based decision tree recognizing musical objects 

Recognition of Linked Notes. Linked notes are recognized outside a decision tree. 
The features taken into account are the size of a bounding box and a number of stems. 
First the stems are removed to separate the notes heads in linked notes. Then using the 
set of vertical lines for each head and counting the number of intersections with 
beams their number may be found: one for eighths and two for sixteenths (Figure 8). 

By marking the lines as follows (from left to right): LL1, LL2, LL3, LC1, LC2, 
LC3, LR1, LR2, LR3, the number of intersections of line Lij with black pixels as 
b(Lij), the number of intersections with beams &#945; is calculated as follows: 
&#945;=max{min[b(LL1),b(LL2), b(LL3)], min[b(LC1), b(LC2), b(LC3)]-1, 
min[b(LR1), b(LR2,b(LR3)]} One is subtracted from a minimum of central lines 
intersections number to eliminate the intersection with the note head. 
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Fig. 8. Linked notes without stems and sets of  lines to recognize eighths and sixteenths 

3.5 Semantic Reconstruction and Generation of Output Data 

Another set of heuristic rules is used to perform the semantic reconstruction of musi-
cal information and to code it to MusicXML format. First all elements other than 
musical symbols have to be removed (text, some notes etc.). Then the musical object 
position relating to a staff is calculated. A so called characteristic point of the element 
is calculated. For notes it is the center point of a note head and for the pause it is the 
center of its bounding box. Musical object maximum distance from the staff is also 
defined. For a pause – only the duration time is calculated. Additionally the coordi-
nates of the notes have to be found in order to highlight them when playing the melo-
dy received from the server. 

4 Experimental Results 

A test data set was collected comprising images presenting musical notation of vary-
ing difficulty. Images were taken from both music textbooks and specially prepared 
sheet music using MuseScore [16] program. Six musical pieces were tested: three 
prepared in the MuseScore and three taken from music manual. Processed examples 
had a variety of notes. Three photos were taken for each musical piece, containing 
two, three and four staves in a horizontal position. They were taken in daylight, dur-
ing a dark whether, using a Nokia Lumia 730 Phone. This camera is equipped with a 
6.7 megapixel sensor and Carl Zeiss optics. The pictures were taken at a resolution of 
316 dpi. The size of photo files in JPEG format was about 1.3 MB.  

The quality of music recognition depends on the symbols to be recognized, number 
of linked notes and on the number of staves in the image. The average recognition 
rate for all test examples was 78,85%. The errors concerned both: musical symbols 
and their pitch. It is worth noting, that the error rate for misclassified symbols is only 
5,29%, i.e. the symbols are well defined by the rules. 

Figure 9 a) presents a musical score of Fryderyk Chopin piece, that was the most 
difficult example to recognize. This is a photo of a book page – the staff lines are 
rounded, the background is not homogeneous – with the shadow of a photographer. 
Also the set of notes to be recognized is demanding: there are many linked eighths 
and sixteenths, notes with dots is a challenge. The intermediate steps of musical sym-
bols recognition are presented in Figure 9b) and 9c).  
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a)  

b)  

c)  

 

Fig. 9. The stages of the procedure of optical music recognition using smartphone illustrating 
a) the original photo, b) after preprocessing, c) at the stage of musical objects recognition.  
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However the overall recognition rate was quite high: 86,11%  for two staves,  
88,46% for three staves and 85,21% for four staves. 

Basically, the more detailed testing has not been performed, as the proposed appli-
cation is rather a proof of concept to be further developed in many aspects – first of 
all within the Image Processing Module, where the algorithms will be significantly 
changing. Also steps towards reducing processing time will be undertaken. Now the 
average data transfer time (from the device to the server and back) is approximaely  
10 seconds, whereas the approximate processing time on the server (image and music) 
is 5 seconds. This is acceptable by users. 

5 Conclusions 

The goal of the project presented in this paper was twofold. First – to built a reliable 
multi-user mobile system to perform Optical Music Recognition and playing the rec-
ognized melody on the smartphone with any, chosen by the user, tempo and with 
a sound of a favorite musical instrument. The second goal was to test the new  
algorithm of the optical music recognition based on a decision tree and heuristically 
created rules describing symbols’ shapes - no learning algorithms were needed to 
recognize musical symbols.  

The proposed system with a modular architecture based on the client-server para-
digm proved to be a correct solution. The implementation of the server performed in 
line with modern technologies providing its services via REST API ensures transpa-
rent communication with the mobile application. Server running on Microsoft Azure 
provides high degree of scalability. The Sound Generation Module is designed to 
support files MusicXML compatible, therefore data, from which it can generate 
sound, is not limited only to that from the system. It may process multiple music 
tracks and allows selection of musical instrument to be played and serve to other pur-
poses, like e.g. style recognition. 

The system is still being developed. The main directions are: enlarging the set of 
musical symbols that can be recognized, providing music documents e.g. in pdf for-
mat from recognized musical symbols, creating a music database in MusicXML for-
mat and adaptation to handwriting. The system architecture enables also rather easy 
implementation in other operational systems (Android and iOS). 

 
Acknowledgements. Authors thank the reviewers for their insightful comments. 
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Abstract. In this paper, we decided to study the effect of extracted
audio features, using the analysis tool Essentia, on the quality of
constructed music emotion detection classifiers. The research process
included constructing training data, feature extraction, feature selection,
and building classifiers. We selected features and found sets of features
that were the most useful for detecting individual emotions. We exam-
ined the effect of low-level, rhythm and tonal features on the accuracy of
the constructed classifiers. We built classifiers for different combinations
of feature sets, which enabled distinguishing the most useful feature sets
for individual emotions.

Keywords: Music emotion recognition · Audio feature extraction ·
Music information retrieval

1 Introduction

One of the most important elements when listening to music is the expressed
emotions. The emotions contained in music can alter or deepen the emotional
state of the listener. For example, the Funeral March listened to during a funeral
deepens the emotional state of the departed’s loved ones; while light and relaxing
music listened to at home after a hard day’s work can restore the listener’s good
mood. The elements of music that affect the emotions are timbre, dynamics,
rhythm, and harmony. Changes in the types of instruments used, the dynamics,
rhythm, and harmony change the emotions found in the music.

In the era of the Internet, searching music databases for emotions has become
increasingly important. Automatic emotion detection enables indexing files in
terms of emotions [1]. Automatic emotion detection also enables creating visual
emotion maps of musical compositions [2].

In this paper, we decided to study the effect of extracted audio features,
using the analysis tool Essentia [3], on the quality of constructed music emotion
detection classifiers. We selected features and found sets of features that were
the most useful for detecting individual emotions. We examined the effect of low-
level, rhythm and tonal features on the accuracy of the constructed classifiers.

Studies on emotion detection in music are mainly based on two popular
approaches: categorical or dimensional. The categorical approach [4][5][6][7]
c© IFIP International Federation for Information Processing 2015
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describes emotions with a discrete number of classes - affective adjectives. In
the dimensional approach [8][9][10], emotions are described as numerical values
of valence and arousal. In this way, the emotion of a song is represented as a
point on an emotion space. In this work, we used the categorical approach.

An important phase in emotion detection is feature extraction. There are
several other studies on the issue of emotion detection using different audio tools
for musical feature extraction. Studies [6][11][12] used a collection of tools that
use the Matlab environment called MIR toolbox [13]. Feature extraction library
jAudio [14] was used in studies [7][9]. Feature sets extracted from PsySound [15]
were used in paper [12], while studies [8][16] used the Marsyas framework [17].
The Essentia [3] library for audio analysis was used in studies [18][19].

There are also papers devoted to the evaluation of audio features for emotion
detection within one program. Song et al. [6] explored the relationship between
musical features extracted by MIR toolbox and emotions. They compared the
emotion prediction results for four sets of features: dynamic, rhythm, harmony,
and spectral features.

An important paper in the area of music emotion recognition was written by
Yang et al. [20], who did a comprehensive review of the methods that have been
proposed for music emotion recognition. Kim et al. [21] presented another paper
surveying the state of the art in automatic emotion recognition.

2 Music Data

In this research, we use four emotion classes: energetic-positive, energetic-
negative, calm-negative, calm-positive. They are presented with their abbrevi-
ations in Table 1 and cover the four quadrants of the two-dimensional Thayer
model of emotion [22]. They correspond to four basic emotion classes: happy,
angry, sad, and relaxed.

Table 1. Description of mood labels

Abbreviation Description

e1 energetic-positive
e2 energetic-negative
e3 calm-negative
e4 calm-positive

To conduct the study of emotion detection, we prepared two sets of data. One
set was used for building one common classifier for detecting the four emotions,
and the other data set for building four binary classifiers of emotion in music.
Both data sets consisted of six-second fragments of different genres of music:
classical, jazz, blues, country, disco, hip-hop, metal, pop, reggae, and rock. The
tracks were all 22050Hz Mono 16-bit audio files in .wav format.

The author of this paper, a music expert with a university musical education,
labeled the music samples. The music expert listened to six-second music samples
and then labeled them with one of the emotions (e1, e2, e3, e4). In the case when
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the music expert was not certain which emotion to assign, such a sample was
rejected. In this way, each file was associated with only one emotion/label.

The first training data set for emotion detection consisted of 324 files, 81 files
labeled as e1, 81 files labeled as e2, 81 files labeled as e3, and 81 files labeled
as e4.

We obtained the second training data from the first set. It consisted of four
sets of binary data. For example, data set for binary classifier e1 consisted of 81
files labeled e1 and 81 files labeled not e1 (27 files each from e2, e3, e4). In this
way, we obtained four binary data sets (consisting of examples of “e” and “not
e”) for four binary classifiers e1, e2, e3, e4.

3 Feature Extraction

For feature extraction, we used Essentia [3], a tool for audio analysis and audio-
based music information retrieval. Essentia is an open-source C++ library, which
was created at Music Technology Group, Universitat Pompeu Fabra, Barcelona.

We used Essentia version 2.0.1 (published in 02/2014), which contains a
number of executable extractors computing music descriptors for an audio track:
spectral, time-domain, rhythmic, tonal descriptors, and returning the results in
YAML and JSON data formats.

The use of Essentia software entailed getting through installation procedures
and the documentation. Launching the program required compiling the source
code (C ++) and installing additional libraries.

Extracted features by Essentia are divided into three groups: low-level,
rhythm and tonal features (Table 2).

Essentia also calculates many statistic features: the mean, geometric mean,
power mean, median of an array, and all its moments up to the 5th-order, its
energy, and the root mean square (RMS). To characterize the spectrum, flatness,
crest and decrease of an array are calculated. Variance, skewness, kurtosis of
probability distribution, and a single Gaussian estimate were calculated for the
given list of arrays.

The previously prepared, labeled by emotion, music data sets served as input
data for the Essentia tool used for feature extraction. For each 6-second file
from the music data set, we obtained a representative single feature vector. The
obtained lengths of feature vectors had 471 features.

4 Results

4.1 The Construction of One Classifier Recognizing Four Emotions

We built classifiers for emotion detection using the WEKA package [23]. During
the construction of the classifier, we tested the following algorithms: J48, Ran-
domForest, BayesNet, IBk (K-nn), SMO (SVM). The classification results were
calculated using a cross validation evaluation CV-10.
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Table 2. The feature set obtained from Essentia

Group Group Features
Abbreviation

Low-level features L Average Loudness
Energy of the Barkbands
Energy of the Erbbands
Energy of the Melbands
Dissonance
Dynamic Complexity
HFC (High Frequency Content)
Pitch Salience
Silence Rate
Spectral Centroid
Spectral Complexity
Spectral Energy
Spectral Energy Band High
Spectral Energy Band Low
Spectral Energy Band Middle High
Spectral Energy Band Middle Low
Zero Crossing Rate
GFCC (Gammatone Feature Cepstral Coefficients)
MFCC (Mel-Frequency Cepstral Coefficients)

Rhythm features R Beats Loudness
Beats Loudness Band Ratio
BPM (The mean of the most salient tempo)
BPM Histogram
Danceability
Onset Rate

Tonal features T Chords Changes Rate
Chords Number Rate
Chords Strength
Key Strength
Chords Histogram
HPCP (Harmonic Pitch Class Profile)

Table 3. Accuracy obtained for SMO algorithm

Accuracy

Before attribute 59.26%
selection

After attribute 64.50%
selection
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The first important result was that during the construction of the classifier we
obtained the highest accuracy among all tested algorithms for SMO algorithm.
SMO was trained using polynominal kernel.

The results obtained for SMO algorithm are presented in Table 3. The
result (classifier accuracy) improved to 64.50% after applying attribute selection
(attribute evaluator: WrapperSubsetEval [24], search method BestFirst).

The confusion matrix (Table 4), obtained during classifier evaluation, shows
that the most recognized emotion was e2 (F-measure 0.727), and the next emo-
tions were e1 and e3 (F-measure 0.653 and 0.65). The hardest emotion to rec-
ognize was e4 (F-measure 0.544).

From the confusion matrix, we can conclude that usually fewer mistakes are
made between the top (e1, e2) and bottom (e3, e4) quadrants of the Thayer
model. At the same time, recognition of emotions on the valence axis (positive-
negative) is more difficult.

Table 4. Confusion matrix for the best result

classified as – a b c d

a = e1 62 9 4 6
b = e2 19 56 3 3
c = e3 9 4 51 17
d = e4 19 4 18 40

The most important features (with group abbreviation) after applying
attribute selection were:

– Energy of the Erbbands (L),
– MFCC (L),
– Onset Rate (R),
– Beats Loudness Band Ratio (R),
– Key Strength (T),
– Chords Histogram (T).

In the selected features, we have a representative of low-level (L), rhythm
(R) and tonal (T) features. This means that features of each of the three groups
are important/useful during emotion detection.

The results were not satisfactory; classifier accuracy was too low (64.50%).
It is difficult to build a good classifier that differentiates four emotions equally
well. Some emotions have better recognition (e2) and others worse (e1, e3, e4),
which lowers total classifier accuracy.

4.2 The Construction of Binary Classifiers

To improve emotion detection accuracy, we decided to build specialized binary
classifiers for each emotion. A binary classifier algorithm can better analyze data
sets for the presence of a given emotion.
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During the construction of the binary classifiers, we tested the following
algorithms: J48, RandomForest, BayesNet, IBk (K-nn), and SMO (SVM) on
the prepared binary data. We calculated the classification results using a cross
validation evaluation CV-10.

Table 5. Classifier accuracy for emotions e1, e2, e3, and e4 obtained for SMO

Classifiers Classifiers Classifiers Classifiers
for e1 for e2 for e3 for e4

Before attribute 66.05% 87.04% 77.16% 65.43%
selection

After attribute 80.86% 90.74% 87.03% 77.16%
selection

Once again, we obtained the best results for SMO algorithm. The results are
presented in Table 5. Accuracy improved (3-14 percentage points) for all four
classifiers after applying attribute selection (attribute evaluator: WrapperSub-
setEval, search method BestFirst).

The best results were obtained for emotion e2 (90.74%) and the worst results
for emotion e4 (77.16%). We can conclude that in our case, emotions with a
negative valence (e2, e3) are recognized better by approx. 10 percentage points
than emotions with a positive valence (e1, e4). The obtained binary classifier
accuracy results were higher (12-26 percentage points) than the accuracy of one
classifier recognizing four emotions.

Table 6 presents the most important features obtained after feature selec-
tion (attribute evaluator: WrapperSubsetEval, search method BestFirst) for each
emotion. In each feature set, we had a representative of low-level, rhythm fea-
tures, even though we had different sets for each emotion. Only in the case of
classifier e4, tonal features were not used. The energy of the bands was important
for e1, e2, and e4 classifiers, but they differed as to which bands they pertain:
e1 - Barkbands, e2 - Erbbands, and Melbands, e4 - Barkbands and Erbbands.
High Frequency Content, which is characterized by the amount of high-frequency
content in the signal is important for e3 and e4 classifiers. Beats Loudness Band
Ratio (the beat’s energy ratio on each band) was very important for emotion
detection because it was used in all sets. Another important feature was the
tonal feature: Chords Histogram, which was used by e2 and e3 classifiers.

Feature sets seem to logically describe the nature of each emotion. More
energetic emotions are described by features pertaining to energy and rhythm,
and more calm emotions by parameters such as rhythm and the amount of high
frequency.

4.3 Evaluation of Different Combinations of Feature Sets

During this experiment, we evaluated the effect of various combinations of fea-
ture sets - low-level (L), rhythm (R), tonal (T) - on classifier accuracy obtained
for SMO algorithm. We calculated the classification results using a cross valida-
tion evaluation CV-10. To improve the classification results, we used attribute
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Table 6. Selected features used for building binary classifiers

Classifier Selected features

e1 Energy of the Barkbands (L)
Onset Rate (R)
Beats Loudness Band Ratio (R)
Key Strength (T)

e2 Average Loudness (L)
Dissonance (L)
Energy of the Erbbands (L)
Energy of the Melbands (L)
MFCC (L)
Beats Loudness Band Ratio (R)
Chords Changes Rate (T)
Chords Histogram (T)

e3 High Frequency Content (L)
Silence Rate (L)
Spectral Energy Band Middle Low (L)
Beats Loudness Band Ratio (R)
Key Strength (T)
Chords Histogram (T)

e4 Energy of the Barkbands (L)
Energy of the Erbbands (L)
High Frequency Content (L)
Pitch Salience (L)
Beats Loudness Band Ratio (R)

selection (attribute evaluator: WrapperSubsetEval, search method BestFirst).
The obtained results are presented in Table 7.

The obtained results indicate that the use of all groups (low-level, rhythm,
tonal) of features resulted in the best accuracy in most cases (e1, e2, e3). The
only exception was classifier e4, where using the set L+T (low-level, tonal) had
better results (80.24%) than using all features - accuracy 77.16%.

The use of individual feature sets L, R or T did not have better results than
their combinations. Combining feature sets R+T (rhythm and tonal features)

Table 7. Classifier accuracy for emotions e1, e2, e3, and e4 obtained for combinations
of feature sets

Features set Classifiers Classifiers Classifiers Classifiers
for e1 for e2 for e3 for e4

L 72.22% 88.27% 79.62% 77.77%
R 73.45% 82.09% 81.48% 72.83%
T 72.22% 81.48% 76.54% 69.75%

L+R 77.16% 88.88% 77.77% 77.16%
L+T 79.01% 90.74% 86.41% 80.24%
R+T 80.86% 90.12% 79.01% 73.45%

All (L+R+T) 80.86% 90.12% 87.03% 77.16%
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improved classifier results in the case of classifiers e1 and e2. Combining feature
sets L+T (low-level and tonal features) improved classifier results in the case of
classifiers e2, e3 and e4.

5 Conclusions

In this paper, we studied the effect of extracted audio features, using the analysis
tool Essentia, on the quality of constructed music emotion detection classifiers.
The research process included constructing training data, feature extraction,
feature selection, and building classifiers.

We built a classifier recognizing four basic emotions, but its accuracy was not
satisfactory (64.50%). We then built binary classifiers dedicated to each emotion
with accuracy from 77% to 90%. We obtained information on which features are
useful in the detection of particular emotions.

We examined the effect of low-level, rhythm and tonal feature sets on the
accuracy of the constructed binary classifiers. We built classifiers for different
combinations of feature sets, which enabled distinguishing the most useful feature
sets for individual emotions. The obtained results present a new and interesting
view of the usefulness of different feature sets for emotion detection.

Classifier accuracy could be better. The process of searching for and assessing
new features describing audio files continues.

Acknowledgments. This paper is supported by the S/WI/3/2013.
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Abstract. The paper presents the new solution of the robot playing percussion. 
There are two ideas of such robots: imitating a human body and realizing its 
function in an artificial way - without imitating a human. The presented solution 
belongs to the second group. It consists of 8 arms and two peripherials for con-
trol two pedals. Authors developed of entire construction of the robot and they 
write the software in Java for control the device.The sticks and pedals are ex-
cited with electromagnets controlled by the microcontroller ATmega328 on an 
Arduino board which interprete MIDI files. Authors declare full success of the 
project. 

Keywords: Musical robotics · Drum · Percussion · MIDI · Solenoid 

1 Introduction 

Robotic drummers are devices which can play the percussion using specially designed 
peripherals moving with the usage of electromagnets or pneumatics. There were many 
projects that tried to achieve that phenomenon. For instance, people used simple con-
trolled microprocessor percussion sticks installed on drums or complicated humanoid 
robots. The problem is complicated, because percussions often have many elements 
such as central bass drum, snare, tom-toms, big floor tom, hi-hat and cymbals [1]. 

The main challenge of this project was to create a robotic drummer which playing 
skills would be equivalent to human ones, or even better. The quality has to be good 
enough to let other instruments accompany (e. g. a guitar) like it was a real musician. 
The machine has to be customizable to be useful– it should match any percussion with-
out any interference in the structure of the instrument and it must handle any possible 
element of the instrument. Hence, changing location of the drums only to set this up is 
unacceptable. The robot was designed in such a way that its shape can be altered to be 
fitted to the instrument. Everything ought to be easy to use for any person, and the con-
figuration has to be as quick as possible - the whole process has to take less than an 
hour. It means that installing and setting percussion sticks needs to be fairly easy and 
operating the software and loading songs has to be quick and intuitive. 

A lot of robotic drummers are not one-part machines. There are many separated 
sticks connected to elements setting them in motion. However, each of them has  
to be installed on their drums so there is a need for interference in the structure  
of the percussion. A good example can be “Thelxiapeia” created by N.A. Baginsky. 
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More ambitious constructions try to replicate human by moving human-shaped arms 
with elbows and hands ended with sticks. The robot created by MIT Researchers 
(named “Cog”) has even got a head on its torso. There are robots controlled by MIDI 
files too, like “TibetBot” designed by Eric Singer and LEMUR. All these solutions 
are described by Ajay Kapur  in [2]. 

AutoPRK name is a shortened form of phrase automatic percussion (pol. automa-
tyczna PeRKusja). AutoPRK, the robotic drummer has eight stable arms connected to 
one central stem with specially designed and created ponds that allow to set each of 
them up and block them when the setting is complete. The only moving  
element is the percussion stick on the end of every arm. Moreover, there are two peri-
pherals for controlling pedals of the percussion - hi-hat and central bass drum. Every-
thing moves with the usage of electromagnets connected to the microcontroller using 
relays. A specially created application allows to load MIDI file tracks.  

The paper is structured as follows. In the second Section an overview of various 
robotic drummer constructions is given. Next Section introduces the autoPRK Auto-
matic Drum Player - details of its construction, electronics and software are presented. 
Fourth section is dedicated to the tests and experiments that were carried out through-
out the whole process of autoPRK construction and their results. Fifth Section con-
cludes the paper. 

2 Related Work 

There are few ways of generating movement for robotic drummers. J. Long et al. 
shows the most commonly used solutions in [3]. One of these groups contains soleno-
id-based mechanism (rotary or linear). Durability of the parts, low latency and cost 
make them good choice for parts to apply - opposed to RC Servos. The only disad-
vantage is that they cannot play as loud as it is needed (Servos are better here).  
Pneumatic mechanisms are often used in robotics too- they represent the highest ca-
pabilities of loudness, but are more expensive than solenoids. According to this re-
search, 50W linear solenoids were used in autoPRK. 

Ajay Kapur from University of Victoria presents materials related to some projects 
about this topic in [2]. Definitely, the most advanced of them is the robot called 
“Cog” - a humanoid moved thanks to the hydraulics, and it can play the percussion 
like a real man, using only two arms. The team of Mitsuo Kawato (the creator of Cog) 
found an interesting solution to constructing hands imitating human ones. A drum 
stick is installed only by a pivot at quarter of its length and can freely move while 
playing. The movement of the stick is produced in the whole arm - not at its end, in a 
hand. Chico MacMurtie in [2] suggests different solutions to drum stick moving prob-
lems. The robot he created has got no sticks, but silicon hands, which are used to hit 
the membrane. 

A different approach to the problem, presented by Baginsky in [2], assumes build-
ing a robot without any construction imitating a human body. The construction is 
rather simple. A percussion stick is installed on the drum and there is an element mak-
ing it move. 
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Some of the robots can play more than one instrument. Good example of this is 
“Shimon” which can be set up to play drums or marimba. This is only one example. 
Marcelo Cicconet et al. presents more in [4]. 

Topic of robotic instruments is very wide. Some examples are presented by Kishan 
Kumar et al. who show  a robotic Pan Flute in [5] and Wonse Jo et al. who propose a 
Violin Playing Robot in [6]. 

3 Detailed Solutions in autoPRK 

3.1 Construction 

Structurally the robot consists of a high (approx. 160cm) pipe and eight independent, 
fully-configurable arms attached to special connectors (Fig. 1). This means that if 
needed, there is possibility to put two arms on one connector or remove the ones that 
are not used while playing a given song. Furthermore, for each of them the length of 
the arm can be set, as well as the individual angle at which it will be tilted to the drum 
kits. All eight arms of autoPRK are constructed identically. Each arm can be posi-
tioned over various percussion elements, such as a drum or a plate. A single stick hits 
the drum element after receiving a signal from the Arduino.  

In addition, the composition of the robot consists of two elements simulating the 
drummer’s feet (Fig. 2). After proper configuration and placement on the floor, they 
can handle the bass drum and a hi-hat foot. 

Every end effector is moved by the same electromagnet so each of them has the 
same strength of hitting. The difference between the parts for drums and parts for 
percussion feet is in the way the electromagnets are located. In arms, there are pulling 
solenoids installed below the sticks, which are activated to make a hit. On the other 

Fig. 1. Construction of the autoPRK robot 
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hand, to play on bass drum or hi-hat, pushing solenoids are used. The percussion ped-
al is pressed directly by them, to make a sound. 

 

Fig. 2. Feet of the autoPRK robot 

3.2 Electronics 

Electronics contains two different circuits. First of them - controlling circuit which is 
operating on 5V is powered by USB port. It consists of a microcontroller ATmega328 
on an Arduino Uno Compatible board and is connected to ten relays. The second cir-
cuit, controlled by relays, uses 12V current generated by three PC supplies. Each 
relay is connected directly with one of ten 50W electromagnets located at the end of 
every arm or on foot. All the elements of electronics are located on a transparent 
board, which is presented in figure 3.  

 

Fig. 3. Elements of electronics 
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3.3 Software 
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To confirm if all applied solutions are correct and if the robot is able to play the 
drums in a way allowing other instruments to accompany, there was a presentation of 
its capabilities after finishing the construction. Primarily, there was a need to analyse 
durability of used relays, because they had caused problems in the past. 

The presentation was very successful - autoPRK was playing for about 30 minutes 
without a break, including dynamic and requiring tracks, and all the elements worked 
correctly, without any faults. The strength of hitting drums was balanced, the speed of 
playing – appropriate, and the construction - stable. 

Based on the number of visitors participating  in the presentation it can be said 
that the show was a success. It means that the listening experience was on high level 
and listening to the robot playing was as pleasurable as listening to a human musician. 

The project and the presentation is attractive for the potential recipients not only as 
a novelty, but can be seen as a product that can be used in life due to the way it is 
made – good-looking, easy to use, with almost unlimited capabilities of music to play. 
All those factors make this robot practical and possible to exploit in a large-scale 
music making projects. 

5 Conclusions 

The final construction meets all the assumptions. AutoPRK plays as well as a human - 
in some cases results are even better. It can easily play sixteenth note of 180bpm song 
using only one bass malleus or snare tremolo on one drum stick. All the elements 
work correctly, and in effect the sounds of drums are clear, loud and the pace is regu-
lar all the time. The tests show that the robot can be customised to every percussion, 
without changing locations of the drums, and setting everything up takes about 40 
minutes. All the arms can be flexibly changed and each of them can handle every 
percussion element. Easy application allows the user to load the MIDI file and stream 
data to the robot to start playing. 

AutoPRK project connects popular solutions for percussion playing robots, such as 
assigning each stick to only one drum, using linear solenoids to move them with prac-
tical, aesthetic construction. What is more, the cost of building the robot is relatively 
low. This can provide wide capabilities of songs to play on every percussion and a 
user-friendly service. There were no constructions similar to this.  

Future plans connected with this project involve rebuilding it into a different ma-
chine, with two moving arms, for playing drums, legs for the percussion pedals and a 
head for making construction more humanlike. It will be equipped with a camera or 
other kind of sensors and appropriate algorithms allowing the robot to customize itself 
to the percussion without any help of the user. What is more, the robot will be con-
nected to a microphone in order to listen to other instruments and - when it is asked - 
improvise playing with them in the same pace, metre and fixed style. 
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Abstract. The article is focused on a particular aspect of classification,
namely the issue of class imbalance. Imbalanced data adversely affects
the recognition ability and requires proper classifier’s construction. In
this work we present a case of music notation as an example of imbal-
anced data. Three classification algorithms - random forest, standard
SVM and cost-sensitive SVM are described and tested. Feature selec-
tion based on random forest feature importance was used. Also, feature
dimension reduction using PCA was studied.
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1 Introduction

The problem of pattern recognition is an important area of data mining, which
has been studied and developed for many years now. In a number of its applica-
tions, satisfying results have already been achieved. However, in many fields it
is still possible to obtain better results. Among many other important issues of
this domain, studies on class imbalance have gained popularity.

Recently, the class imbalance problem has been recognized as a crucial obsta-
cle in machine learning and data mining. It occurs when the training data is not
evenly distributed among classes. Class imbalance is also especially critical in
many real applications, such as credit card fraud detection when fraudulent cases
are rare or medical diagnoses where normal cases are the majority. In these cases,
standard classifiers generally perform poorly. Classifiers usually tend to be biased
towards the majority class and ignore the minority class samples. Most classifiers
assume an even distribution of examples among classes and an equal misclassi-
fication cost. Moreover, classifiers are typically designed to maximize accuracy,
which is not a good metric to evaluate effectiveness in the case of imbalanced
training data. Therefore, we need to improve traditional algorithms so as to han-
dle imbalanced data and choose other metrics to measure performance instead
of accuracy.
c© IFIP International Federation for Information Processing 2015
K. Saeed and W. Homenda (Eds.): CISIM 2015, LNCS 9339, pp. 601–612, 2015.
DOI: 10.1007/978-3-319-24369-6 51
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Most of the publications concerning imbalanced data focus on binary classifi-
cation problems, for example [4], [5]. Far less articles (inter alia [1], [15]) address
multiclass problems.

Automatic recognition and classification of music notation is a case of opti-
cal character recognition. It may have many applications. First and foremost,
digital versions of musical scores popularise and simplify access to art. Availabil-
ity of digital music notation and dedicated processing tools widens possibilities
not only, but also for learning and appreciation of music. It also contributes to
limitation of barriers for those, who experience difficulties in accessing standard,
printed music notation, for example those, who are visually impaired. With elec-
tronic record of music notation we can make an attempt to computerize musical
synthesis, we can also, by using the voice synthesizer, read music scores. Elec-
tronic music notation could also be used to verify the performance correctness
of the musical composition, and to detect potential plagiarism. These applica-
tions lead to the conclusion that the optical recognition of music notation is
an interesting and worthy research topic. General methodology of optical music
recognition has been already researched and described in [6] and [13]. We would
like to highlight that studied problem of imbalance of classes is an original con-
tribution of this paper to the field of music symbol classification. In particular,
application of cost-sensitive learning is a new element, not yet present in the
literature devoted to optical music recognition.

The paper is organized as follows. Section 2 lists basic information about
applied classification technique. Section 3 describes our data set, feature vector
and empirical tests. Section 4 concludes the paper and indicates future research
directions.

2 Preliminaries

2.1 Support Vector Machine

Support Vector Machine [14] (SVM) is a statistical classification method that
forms a separation hyperplane with maximized margin between classes. The opti-
mal margin is necessary to support generalization ability. Because some classifi-
cation problems are too complicated to be solved by a linear separation, kernel
functions are used to transform data set into a new one where such separation
is possible. Classification decision is given by the function:

f(X) =
M∑

i=1

αiyiK(Xi,X) + b (1)

where M is the number of learning samples, yi is the class label assigned
to features vector Xi. Parameters αi and b are calculated in learning process.
Coefficients αi are calculated as the solution of QP problem limited by the
hypercube [0, C]dimension. C is the capacity constant that controls error. The
larger the C, the more the error is penalized. Function K is a kernel function.
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In our work we use cost-sensitive SVM. The main approach to cost-sensitive
learning is rescaling. Rescaling [3], is a general approach that can be used to
make cost-blind learning algorithms cost-sensitive. The principle is to enable
influences of the higher - cost classes to be larger than that of the lower - cost
classes. The rescaling approach can be realized in many ways, for example by
assigning to training elements of different classes different weights, sampling the
classes according to their costs or moving the decision threshold.

2.2 Feature Selection Using Random Forest

In machine learning feature selection, also known as variable selection, attribute
selection or variable subset selection, is a process of selecting a subset of rele-
vant features for use in model construction. The central assumption when using
any feature selection technique is that the data contains redundant or irrele-
vant features. Redundant features are those, which provide no more information
than the currently selected feature set, and irrelevant features provide no useful
information in any context.

In the case of feature selection a criterion function J(.) is optimized:
⎡

⎢
⎢⎢⎢
⎣

x1

...

...
xd

⎤

⎥
⎥⎥⎥
⎦

→

⎡

⎢
⎣

xi1
...

xid

⎤

⎥
⎦ = argmax[J({xi|i = 1, . . . , D})] (2)

Where D is the dimension of the whole feature set and d is the dimension of given
feature subset. Unfortunately, comprehensive search of all possible subsets of D is
usually impossible due to computational complexity of such endavour. Therefore,
algorithms that approximate function J(.) are applied. We can distinguish two
groups of such algorithms: filter and wrapper methods.

Wrapper methods use a predictive model to score feature subsets. Each new
subset is used to train a model, which is tested on a hold-out set. Counting
the number of mistakes made on that hold-out set (the error rate of the model)
gives the score for that subset. As wrapper methods train a new model for each
subset, they are very computationally intensive, but usually provide the best
performing feature set for that particular type of model. An example of wrapper
methods is random forest feature selection.

Filter methods use a proxy measure instead of an error rate to score a feature
subset. This measure is chosen to be fast to compute, whilst still capturing the
usefulness of the feature set. Common measures include the Mutual Informa-
tion, Pearson product-moment correlation coefficient, and the inter/intra class
distance. Filters are usually less computationally intensive than wrappers, but
they produce a feature set which is not tuned to a specific type of predictive
model. Many filters provide a feature ranking rather than an explicit best fea-
ture subset selection, and the cut off point in the ranking is chosen via cross-
validation.
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The Random Forest [2] method uses a collection of decision tree classifiers,
where each tree in the forest has been trained using a bootstrap sample of
individuals from the data, and each split attribute in the tree is chosen from
among a random subset of attributes. Classification of individuals is based upon
aggregate voting over all trees in the forest. Each tree in the random forest is
built as follow:

– Let the number of training objects be N , and the number of features in
features vector be M .

– Training set for each tree is built by choosing N times with replacement
from all N available training objects.

– Number m << M is an amount of features on which to base the decision at
that node. This features are randomly chosen for each node.

– Each tree is built to the largest extent possible. There is no pruning.

Repetition of this algorithm yields a forest of trees, which all have been
trained on bootstrap samples from training set. Thus, for a given tree, certain
elements of training set will have been left out during training.

Prediction error and attribute importance is estimated from these ”out-of-
bag” elements. This part of training set is used to estimate the importance of
particular attributes according to the following logic: if randomly permuting
values of a particular attribute does not affect the predictive ability of trees
on out-of-bag samples, that attribute is assigned a low importance score. If,
however, randomly permuting values of a particular attribute drastically impairs
the ability of trees to correctly predict the class of out-of-bag samples, then the
importance score of that attribute will be high. By running out-of-bag samples
down entire trees during the permutation procedure, attribute interactions are
taken into account when calculating importance scores, since class is assigned in
the context of other attribute nodes in the tree.

2.3 Reduction of Problem Dimensionality - Principal Component
Analysis

One of dimension reduction algorithms is called Principal Component Analysis
(PCA). PCA is a statistical procedure that uses orthogonal transformation to
convert a set of observations of possibly correlated variables into a set of values
of linearly uncorrelated variables called principal components. The number of
principal components is less than or in the worst-case-scenario equal to the
number of original variables. This transformation is defined in such a way that
the first principal component has the largest possible variance (that is, accounts
for as much of the variability in the data as possible), and each succeeding
component in turn has the highest variance possible under the constraint that it
be orthogonal to (i.e., uncorrelated with) the preceding components. Principal
components are guaranteed to be independent if the data set is jointly normally
distributed. PCA is sensitive to the relative scaling of original variables.
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2.4 Evaluation of Solution

Evaluation of classification methods applied to imbalanced pattern recognition
problem is the principal goal of this research. First of all, classification quality
from a perspective of single classes is considered. We adopt parameters of binary
classification evaluation and parameters and quality measures used in signal
detection theory. Since these parameters are widely utilized, we do not refer
to original sources, but of course we do not claim to be their authors. In this
point we recall employment of these factors in an imbalanced two-class problem,
c.f. [4].

Two-Class Problem. We share an opinion that evaluation of just a single
factor cannot truly express classification quality. This is valid in general, as well
as in the two-class problem. For instance, it is not only important to account
the proportion of the number of correctly recognized symbols of a class to the
number of all symbols of this class. Let us point out that, for example, the
number of symbols falsely accounted to this class affects intuitive meaning of
quality. Especially, when we consider a class of small number of elements, falsely
classified symbols significantly decrease intuitive evaluation of quality. Therefore,
we should look for formal evaluations compatible with intuition. Let us recall
that in the case of imbalanced two-class problem, the minority class is often
called positive one while majority class - negative one.

Such intuitive measures, as indicated above, provide a simple way of describ-
ing classifier’s performance on a given data set. However, they can be deceiving
in certain situations and are highly sensitive to changes in data. For example,
consider a problem where only 1% of the instances are positive. In such situa-
tion, a simple strategy of labelling all new objects as members of other classes
would give a predictive accuracy of 99%, but failing on all positive cases. In [4]
the following confusion matrix was used in evaluating classification quality of
a two-class problem, c.f. Table 1. Parameters presented in this table were then
used to define several factors, which outline classification quality.

Table 1. Confusion matrix for two-class problem

Positive Negative
prediction prediction

Positive class True Positives (TP) False Negatives (FN)

Negative class False Positives (FP) True Negatives (TN)

Multiclass Problem. For a better classification quality measuring, let us first
consider the following parameters of a multiclass problem. The parameters given
in Table 2 are numbers of elements of a testing set, which have the following
meaning:
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– TP - the number of elements of the considered class correctly classified to
the considered class,

– FN - the number of elements of the considered class incorrectly classified to
other classes,

– FP - the number of elements of other classes incorrectly classified to the
considered class,

– TN - the number of elements of other classes correctly classified to other
classes (no matter, if correctly, or not).

Table 2. Confusion matrix for a multiclass problem

Classification Classification
to the considered class to other classes

The class True Positives (TP) False Negatives (FN)

Other classes False Positives (FP) True Negatives (TN)

Using parameters showed in Table 1 and Table 2 we can calculate some
measures valid to evaluate performance even when we deal with imbalanced
data:

Sensitivity =
TP

TP + FN
(3)

Miss Rate =
FN

TP + FN
= 1 − Sensitivity

Accuracy =
TP + TN

TP + FN + FP + TN
(4)

Error =
FP + FN

TP + FN + FP + TN
= 1 − Accuracy

Precision =
TP

TP + FP
(5)

False Discovery Rate =
FP

TP + FP
= 1 − Precision

3 Experiment and Results

3.1 The Data Set

The recognized set of music notation symbols had about 27.000 objects in
20 classes. There were 12 classes defined as numerous and each of them had
about 2.000 representatives. Cardinality of the other eight classes was much
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lower and various in each of them. Part of the examined symbols was cut out
from chosen Fryderyk Chopin’s compositions. Other part of the symbols’ library
comes from our team former research projects [6]. The following elements form
regular classes: flat, sharp, natural, G clef, F clef, forte, piano, mezzo forte,
quarter rest, eight rest, sixteenth rest, and flagged stem. The set of irregular
classes includes breve note, accent, crescendo, diminuendo, tie, fermata, C clef
and thirty-second rest were included. Each regular class in training sets consisted
of 400 elements. Cardinality of irregular classes is shown in Table 3. Recognized
symbols are illustrated in Figure 1.

3.2 Feature Vector

Performance of every classifier is conditioned by an appropriate description of
objects used for its training. In the case of image classification feature vectors

Table 3. Cardinality of learning and testing sets for irregular classes

class learning set testing set

accent 30 65

breve 1 2

crescendo 55 100

diminuendo 51 97

fermata 35 46

clef C 100 178

tie 100 155

thirty-second rest 20 35

Fig. 1. Symbols being recognized: 1) numerous classes in the upper row, left to right:
clefs (F and G), chromatic symbols (flats, naturals and sharps), dynamic markings
(forte, mezzo forte and piano), rests (quarter, eight, sixteenth), flagged stem, 2) rare
symbols in the bottom row, left to right, top to down: clef C, tie (arc), crescendo,
diminuendo, accent fermata, 32nd rest.
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describe objects subjected to recognition. Many publications on pattern recog-
nition propose to use different features extracted from an image. Those are:
histograms, transitions, margins, moments, directions and many more. It may
seem that creating a vector of all known features would be the best solution.
Unfortunately such vector could cause a huge load of computation and in turn,
it might result in an unacceptable consumption of resources. On the other hand,
often adding more features does not increase classifier efficiency.

In this study we used a group of known features often used in optical character
recognition. These were: projections, transitions, margins, directions, regular
moments, central moments, Zernike moments, field and perimeter of symbol,
Euler’s vector and other. For accurate description of those features please see
[9].

We have experimented with different approaches to feature vector construc-
tion. In the first step possibly biggest vector, which included all features, was
created. It had 300 components. Next, we employed random forest to evaluate
importance of features. Feature vectors comprising of most important features
were constructed. We studied feature sets of the following cardinalities: 200, 150,
100, 75, 50, 40, 30, 25, 20, and 15. Lastly, PCA was studied. We used it with
99%, 95% and 90% transferred variance.

3.3 Results

Three different classifiers were used to perform prediction. These were: random
forest, SVM and cost-sensitive SVM (with weights). To evaluate the classifiers
three measures were calculated: sensitivity, accuracy and precision. For these
calculations our multi class problem was turned to m two-class problems (one
class contra all others). All measures were calculated for each class. Average
measure was determined in the end. Also, standard error and accuracy (Formulas
6 and 7) were calculated. In our previous works we have elaborated on application
of decision tree, kNN, bagging, and other methods. One may consult [8], [12] and
[10] to compare different techniques.

accuracy =
number of all correctly classified

number of all elements
(6)

error = 1 − accuracy (7)

Standard Measures. The best prediction rate was achieved, when we
employed feature selection procedures. Optimal number of characteristics were
50 and 40. For these vectors random forest and SVM obtained 98%. These two
classifiers had similar efficiency. Slightly worse results were achieved by SVM
with weights. Feature vectors obtained using PCA gave worse results. All results
are gathered in Table 4.

Accuracy. Accuracy informs about the influence of given class on the whole
testing set. The best accuracy was in minority classes. Accuracy of classifiers
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Table 4. The influence of different feature vectors on recognition accuracy (in percent).

feature vector random forest SVM cost-sensitive SVM

whole set 96 96 95

best 200 96 96 95

best 150 97 96 95

best 100 97 97 95

best 75 98 97 96

best 50 98 98 97

best 40 98 98 97

best 30 97 98 96

best 25 96 96 95

best 20 95 95 93

best 15 93 92 90

PCA 99% 94 93 91

PCA 95% 94 95 91

PCA 90% 93 93 91

Fig. 2. Accuracy (in percent) for all classes

without weights in the case of the breve note was 99.99%. In the case of SVM with
weights it was a little worse. In contrast, sensitivity in this class was 0%! Other
rare classes were also recognized with good accuracy. It varied between 99.89%
and 99.99%. The worst accuracy was in natural and sharp classes. These classes
had relatively poor sensitivity and had many elements in testing set. Similar
results were noted in the rest group (quarter, eighth , sixteenth, thirty-second
rest). Rests belonging to regular classes were classified with better accuracy,
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but worse than rare ones. Accuracy of cost-sensitive SVM was a little worse,
especially in rare classes. Figure 2 summarizes the results for all classes.

Sensitivity. Sensitivity shows the recognition effectiveness in the given class.
The highest value of this factor, 100%, was obtained in forte, mezzo-forte and
piano classes. Random forest and SVM reached high values of this factor for all
regular classes. Among the rare classes the best sensitivity was achieved in the
C clef class. The worst sensitivity (0%) was in breve note class. This symbol was
not recognized by any classifier. Cost-sensitive SVM reached better sensitivity for
rare classes. Results for all classes and all classifiers are illustrated on Figure 3.

Fig. 3. Sensitivity (in percent) for all classes

Fig. 4. Precision (in percent) for all classes
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Precision. Precision shows the influence of other classes on a given class. The
highest values of this measure were in classes with dynamics symbols and clefs’
classes. When we applied random forest and SVM we achieved better precision
for regular classes than for rare ones. The worst precision were in crescendo,
diminuendo and thirty-second rest classes. This measure was significantly worse
for cost-sensitive SVM for rare classes. Figure 4 shows precision for all classes.

4 Conclusion

The problem of pattern recognition for imbalanced data was tackled in this
paper on an example of music notation symbols. Authors presented results of
classification experiments performed with standard and cost-sensitive classifiers
on a dataset consisting of 27.000 elements of 20 classes. 12 of them have been
considered as regular classes, the other 8 as irregular classes.

The recognition effectiveness of regular classes was very satisfying. Results
obtained by random forest and SVM were similar. Cost-sensitive SVM achieved
better sensitivity for rare classes, but all in all they were worse than other factors.
We may conclude this study by saying that better recognition of rare classes
causes worse recognition of regular classes.

In addition, different versions of feature selection procedures were tested. In
particular, for this study feature selection based on random forest feature impor-
tance and PCA were used. Best results were achieved by random forest feature
selection. Vector with 50 most important features, selected from 300 features,
gave the best recognition accuracy performance.

Despite the fact of high efficiency of the proposed techniques, we believe
that better results can be achieved. In the next step of our research we will take
a closer look at other cost-sensitive classifiers. Also another sets of algorithms for
feature selection will be tested. Conducted studies indicate that a vital issue for
pattern recognition tasks are ”garbage” elements. Existence of garbage elements
is often due to errors that occur at the point of image segmentation. There is
an urgent need for methods that deal with rejection of such garbage. This issue
is not easy though, as garbage elements are not know at the point of classifier
construction. We come towards conclusion that involvement of imprecise knowl-
edge representation schemes, for example balanced fuzzy sets, [7] or fuzzy sets
[11] in classification might help us to deal with this problem.
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Abstract. In this paper, we present a study on emotion-based music information 
retrieval using lyrics information. Listeners want to search the lyrics of music 
suitable for his/her emotion (impression of music), by using an information sys-
tem from music libraries. As a solution of listeners’ needs, we have designed a 
system that retrieve the lyrics of music based on the emotion (or the impression) 
suitable for a listener’s feelings that the listener has selected, from 9 emotions 
and 9 impressions. We select the words, i.e. verb and adjective, from the bridge 
part of the lyrics of music that express emotion in lyrics by using natural lan-
guage processing. We summarize the words into the representative words by 
using a dictionary of synonyms. We make a model that estimates a listener’s 9 
emotion/impression of the representative words by using a machine learning 
method. And listeners want to understand why the recommended music by a 
system is suitable for his/her emotion/impression. Therefore, we select the rep-
resentative words most related to a listener’s emotion/impression and we use 
the selected words as the explanation of reason to a listener. We have made 
each model of emotion and impression for 9 subjects and have evaluated the ac-
curacy of the model. We also have investigated the selected representative 
words related to emotion/impression. 

Keywords: Affective computing · Music information retrieval · Text mining 

1 Introduction 

In order to retrieve the music suitable for listener’s emotion/impression from the digi-
tal music libraries that store tremendous music, we propose a method of emo-
tion/impression-based music retrieval using lyrics for Japanese music. 

As listeners’ behaviors for searching music, Lee [1] shows that listeners search the 
music by the bibliographic information of music, such as singer, title and genre. The 
query by bibliographic information is useful in when he/she has the accurate infor-
mation of the targeted music. However, when he/she searches new music, it is diffi-
cult to find the music that he/she wants to listen because he/she does not have the 
information of music. As listeners’ important factor for choosing music, the survey 
also shows that he/she pays attention to the contents of music, such as the lyrics of 
music and the relationship with emotional state of them, when he/she searches music. 
A listener understands the meaning of the lyrics of music and selects the music suita-
ble for his/her current feelings or moods.  
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Table 1. Words for expressing emotion and impression of lyrics of music 

Emotion words for music 

Refreshed Joyful Exhilarated 

Comfortable Happy Impressed 

Serenity Touched Enchanted 

 
Impression words for music 

Clear Dynamic Sensational 
Light and Easy Swinging Sentimental 

Calm Romantic Spectacular 
 

In order to estimate a listener’s emotion of lyrics, we have used the lyrics of the 
bridge part of music because the bridge has a high likelihood that a listener feels emo-
tion/impression from lyrics in Japanese pop songs. We have inquired a listener’s emo-
tion/impression of the lyrics in the bridge part through subjective evaluation test. We 
have made a model of the relation between the listener’s emotion/impression words 
and the lyrics using a machine learning method.  

The third section is to retrieve the music suitable for a listener’s emo-
tion/impression from the digital music libraries by using the model automatically. Our 
system searches the music suitable for the listener’s emotion/impression and offers 
the music to a listener with the words related to the listener’s emotion/impression. 

The rest of this paper is organized as follows. Section 2 describes a method of 
emotion-based music retrieval using lyrics. Section 3 presents the evaluation of the 
proposed method. Section 4 is conclusion of our work. 

2 Estimating Listener’s Emotion/Impression of Lyrics 

2.1 Definition of Emotional Words 

We assume that there are the needs of two types in emotional music search: one is a 
search by emotion and another is a search by impression. For example, one case is 
that a listener wants to search the music that changes his/her emotion to “Happy”, 
directly. In this case, a listener has clearly the needs, such as “I want to change my 
sad emotion to happy”. Another case is that a listener wants to search the music that 
offers “Uplifting impression” to his/her mind and to change his/her mind to positive. 
In this case, a listener’s needs are ambiguous and his/her emotion may change to hap-
py or exhilarated. Therefor, we have selected 9 words for expressing emotion and 9 
words for expressing impression in order to support queries by emotion/impression 
that he/she feels from music as shown Table 1.  

We select the emotion words from positive words of Russell’s model and add 
words for expressing music, such as “Impressed”. We select the impression words 
that are likely to cause emotion of the emotion words by authors. 
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2.2 Detecting the Words Related to Emotion/Impression from Lyrics 

We pay attention to adjective and intransitive verb to extract a listener’s emo-
tion/impression of lyrics. For example, a human laughs when he/she feels happy. The 
“laugh” which is intransitive verb expresses happy feelings. We use an adjective 
word, such as cheerful, when we want to express a happy feeling in the writing.  
The word of “cheerful” which is adjective expresses happy feelings of a human in the 
writing. We do not use noun because noun is used to express the surroundings where 
we are, such as summer, park and sea.  

The detecting of the words related to a listener’s emotion/impression is composed 
of four steps:  

1. Extracting adjective and intransitive verb from lyrics; 
2. Summarizing the extracted words to the representative word based on synonym 

dictionary of Japanese. 
3. Vectorizing of an appearance of representative words.  
4. Selecting the representative words related to emotion / impression by using the cri-

teria of information gain 

First, we carry out word segmentation of lyrics with the help of natural language pro-
cessing (NLP) tool for Japanese, i.e. Mecab[11]. We select the adjective and the in-
transitive verb from the segmented words. Second, we summarize the extracted words 
to the representative word based on the synonym dictionary. The representative words 
are 4626 words that are composed by noun, adjective and verb. For example, a repre-
sentative word includes 67 words. Third, we vectorize the representative words based 
on an appearance of the word. We set a true flag when a representative word includes 
an adjective and intransitive verb. We also set a false flag when a representative word 
does not include an adjective and intransitive verb. Four, we select the representative 
words, which are more related to emotion/impression than other words, by using the 
criteria of information gain. We have selected the representative words of which the 
information gain is over zero. 

2.3 Making a Model for Estimating Emotion/Impression 

We make a model that estimates a listener’s emotion/impression of lyrics of music by 
using a machine learning method. As a machine learning method, we have selected 
the adaptive boosting with the decision stump as weak classifier. We make one model 
for one emotion / impression and we make 18 models (9 models of emotion and 9 
models of impression) for a listener. For example, when a listener wants to listen to 
the music of lyrics that affords happy feelings to the listener, we select the model of 
“happy” from 18 models and retrieve the music of the lyrics from a music library by 
using the model of “happy”. 
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Table 2. The accuracy rates of models and the number of which subjects have felt emotions,    
as for Refreshed, Exhilarated and Comfortable (All sample music are 79). 

 Refreshed Exhilarated Comfortable 

Subjects Number Accuracy 

Rate 

Number Accuracy 

Rate 

Number Accuracy 

Rate 

A 1 98.7 4 86.1 3 92.4 

B 5 84.8 2 97.5 2 94.9 

C 12 74.7 16 55.7 18 62.0 

D 11 75.9 3 92.4 9 86.1 

E 9 78.5 0 --- 6 83.5 

F 9 83.5 8 78.5 14 70.9 

G 13 77.2 14 65.8 11 67.1 

H 5 83.5 1 98.7 2 89.9 

I 0 --- 3 94.9 7 73.4 

Baseline 16 48.1 11 86.1 17 58.2 

Table 3. The accuracy rates of models and the number of which subjects have felt emotions,    
as for Joyful, Impressed, Touched and Enchanted (All sample music are 79). 

 Joyful Impressed Touched Enchanted 

Subjects Number Accuracy 

Rate 

Number Accuracy 

Rate 

Number Accuracy 

Rate 

Number Accuracy 

Rate 

A 6 82.3 35 51.9 14 55.7 14 60.8 

B 28 50.6 29 58.2 5 87.3 7 79.7 

C 18 62.0 32 46.8 28 63.3 28 43.0 

D 11 84.8 37 45.6 16 65.8 15 55.7 

E 20 50.6 31 50.6 17 64.6 26 54.4 

F 19 58.2 9 83.5 15 77.2 30 57.0 

G 17 68.4 16 68.4 14 65.8 5 68.4 

H 12 81.0 18 55.7 14 70.9 23 65.8 

I 15 68.4 30 59.5 13 73.4 14 77.2 

Baseline 36 48.1 52 43.0 32 58.2 49 50.6 

3 Evaluation 

In order to simulate listener’s emotion/impression of lyrics of music on a system, we 
have made 18 (9 emotion and 9 impression) models for 9 individual subjects. We 
have asked 9 individual subjects about the emotion/impression of 79 sample lyrics of 
music through a web questionnaire system. We used 79 Japanese pop songs in the 
RWC music library [9] as sample lyrics. The subjects do not listen to the music and 
only read the lyrics of music on the web page and answer emotion/impression of the 
lyrics. We have made a individual model from the individual’s questionnaire data and 
the representative words of individual by using Adaptive Boosting with Logistic  
regression model on the Weka [10]. 
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Table 4. The accuracy rates of models and the number of which subjects have felt impressions,    
as for Clear, Light and easy, Sensational and Calm (All sample music are 79). 

 Clear Light and easy Sensational Calm 

Subjects Number Accuracy 

Rate 

Number Accuracy 

Rate 

Number Accuracy 

Rate 

Number Accuracy 

Rate 

A 1 98.7 4 89.9 9 81.0 7 91.1 

B 1 98.7 1 98.7 9 78.5 1 96.2 

C 10 83.5 14 72.2 20 58.2 12 72.2 

D 12 75.9 6 86.1 12 69.6 22 65.8 

E 14 68.4 3 96.2 21 50.6 7 87.3 

F 3 93.7 1 88.6 1 91.1 36 48.1 

G 9 77.2 5 78.5 18 65.8 16 67.1 

H 3 86.1 2 89.9 5 88.6 6 74.7 

I 0 --- 4 83.5 4 94.9 3 78.5 

Baseline 13 67.1 9 79.8 20 58.2 29 50.6 

Table 5. The accuracy rates of models and the number of which subjects have felt emotions,    
as for Joyful, Impressed, Touched and Enchanted (All sample music are 79). 

 Dynamic Swinging Sentimental Romantic 

Subjects Number Accuracy 

Rate 

Number Accuracy 

Rate 

Number Accuracy 

Rate 

Number Accuracy 

Rate 

A 5 92.4 20 64.6 33 44.3 13 55.7 

B 15 60.8 16 65.8 33 40.5 8 79.7 

C 21 49.4 24 58.2 25 58.2 35 49.4 

D 22 59.5 11 78.5 45 60.8 31 55.7 

E 12 68.4 11 78.5 37 41.7 31 46.8 

F 24 55.7 21 55.7 8 83.5 15 67.1 

G 22 63.3 19 70.9 18 55.7 17 57.0 

H 11 81.0 4 94.9 38 54.4 16 77.2 

I 14 73.4 25 50.6 45 63.3 12 64.6 

Baseline 34 48.1 39 59.5 61 65.8 42 58.2 

 
In order to evaluate individual model, we have made a baseline model by using the 

data that two subjects out of all subjects feel emotion/impression of lyrics. We have 
evaluated the estimate accuracy of individual model based on the 10-hold cross-
validation. 

3.1 Result and Consideration Concerning Emotion Model 

Following tables show the number of which each subject has experienced emotions, 
and the rate of correctly classified data of the individual model.  

Table 2 is the result concerning “Refreshed”, “Exhilarated”, and “Comfortable”. 
The result shows that the accuracy rate of them is over 70%. Individual models are 
more effective than the base model. The accuracy rates of individual models are better 
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than the base model. However, many subjects do not feel these emotions from sample 
lyrics. Therefore, we think that the individual models only estimate their emotion 
concerning the limited representative words.  

Table 3 is the result concerning “Joyful”, “Impressed”, “Touched” and “Enchant-
ed”. All subjects have experienced these emotions from sample lyrics and have felt 
same emotion from same lyrics. However, the accuracy rate of individual model is 
over 60% and is not good. We could pick up a number of representative words that 
are related to these emotions. For example, as for the representative words related to 
“Joyful”, we have picked up the words that show human action (e.g. “run” and 
“sing”) and the words positive impression (e.g. “laugh” and “beautiful”). However, 
we also have picked up the words that afford negative impression to us (e.g. “afraid” 
and “wondering”). One reason of which we have picked up the word not related to the 
emotion is that there are many kinds of the representative word related to a word.  

For example, there are words (e.g. “outstandingly”, “sweet voice” and “splendor”) 
as representative words of “beautiful” in a synonym dictionary. Therefore, we esti-
mate the context of lyrics and have to select the representative word suitable for the 
word. 

3.2 Result and Consideration Concerning Impression Model 

Table 4 is the result concerning “Clear” and “Light and easy”. The result shows that 
almost same tendency of table 1. The accuracy rate of them is over 70% but many 
subjects do not feel these impressions from sample lyrics. As for “Clear”, we have 
picked up the representative words from a number of lyrics (e.g. “search”, “look at” 
and “believe”). As for “Light and easy”, we could not detect the good representative 
words. We think that one of reasons is that subjects have paid attention to except for 
verb and adjective. Table 4 also shows the result concerning “Sensational” and 
“Calm”. The number of which each subject experienced impression is different but 
we have detected a number of common representative words in subjects. We think 
that some subjects have same criteria about these impressions and feel same impres-
sions from the lyrics. 

Table 5 is the result concerning “Dynamic”, “Swinging”, “Sentimental” and “Ro-
mantic”. Subjects have felt these impressions from many sample lyrics. The repre-
sentative words related to “Dynamic” are “move”, “dance”, “take a step” and “run”. 
The representative words related to “Swinging” are “laugh”, “shine” and “believe” 

4 Selecting the Representative Words More Related  
to Emotion/Impression 

Our aim is to recommend the lyrics with the representative words as the reason of 
recommendation. In order that a user evaluates the candidate lyrics through the repre-
sentative words, our system has to reduce the representative words to the number at 
which they can take a glance. 
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Table 6. The comparison of the accuracy rate between the normal baseline model and the 
reduction baseline model 

 Emotion 

Impression 

Normal baseline model 

 (Using all representative words) 

Reduction baseline model 

(Using the selected representative words) 

Emotion 

Joyful 48.1 65.8 

Comfortable 58.2 86.1 

Happy 62.0 83.5 

Impressed 43.0 79.7 

Serenity 44.3 72.2 

Touched 48.2 72.2 

Enchanted 50.6 79.7 

Impression 

Dynamic 48.1 70.9 

Sensational 58.2 78.5 

Swinging 59.5 74.7 

Sentimental 65.8 84.8 

Clam 50.6 72.2 

Romantic 58.2 54.4 

Spectacular 51.9 74.7 

 
In order to reduce representative words with maintaining explanation ability, we 

have selected the representative words more related to emotion/impression of which 
the value of information gain is over 0.0, from all 4626 representative words. We 
have evaluated efficiency of selection of representative words by comparing the accu-
racy rate of the normal model and the reduction model. In this experiment, we evalu-
ate only the baseline model of each emotion/impression and we do not evaluate the 
each subject’s model. We also do not evaluate the baseline models based on data of 
which two subjects out of all subjects do not have experienced emotion/impression in 
over 20% of all sample lyrics. Therefore, we have evaluated the baseline models of 
seven emotions and the seven impressions, as shown in table 6. 

As for emotion, for example, the selected representative words of “serenity” are 
“keep” and “think” and this model recommends the lyrics that included these words 
as serenity. The selected representative words of “touched” are “reach”, “feel” and 
“gaze”. We think that a user can be satisfied with the recommend reason concerning 
above representative words.  

As for “Joyful”, the authors think that “run”, “laugh” and “sing” are relevant to 
joyful, but these words have not been chosen as the selected representative words by 
information gain. 

As for impression, the accuracy rates of the six reduction models except for “ro-
mantic” are good than normal model. For example, the selected representative words 
of “dynamic” are “dance” and “encounter”. The selected representative words of 
“calm” are “feel” and “keep”. On the other hand, the accuracy rate of the reduction 
model of “romantic” is down than normal model. The selected representative words 
of “romantic” are “sweet”, “reach” and “beautiful”. The one of reasons is that we 
cannot have deleted the useless words (e.g. “go out” and “can do”). 
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5 Conclusion 

We have introduced the model of emotion/impression based on analyzing lyrics of 
music in order to recommend the music suitable for a user’s emotion/impression. Our 
method explains the recommendation reason of music to a user through showing the 
words related to the emotion/ impression of the lyrics. We have selected the verb and 
adjective of lyrics in order to analyze the relationship between user’s emo-
tion/impression of lyrics. We have summarized the verb and adjective to the repre-
sentative words. We have used the 4626 representative words of lyrics that are related 
to emotion/impression to make the models of 9 emotions and 9 impressions by using 
Adaptive boosting with logistic regression. We have gotten 9 subjects of 9 emotions 
and 9 impressions concerning 79 sample lyrics through a subjective evaluation exper-
iment. We have made the models for 9 subjects and the baseline model and evaluate 
the models through 10-hold cross-validation. 

The evaluations of the models have shown that the almost personalized models are 
better than the baseline model. The result shows that each subject has the personal 
relationship between his/her emotion/impression and the representative words in lyr-
ics. We also have detected the representative words more related to emo-
tion/impression by using information gain. We can use the representative words to 
explain the reason to a user. 

In future works, we will try to improve the method of the summarizing of words in 
lyrics to the representative words by estimating the context of lyrics. We also will try 
to detect the representative words related to individual emotion / impression. 

Acknowledgement. This work was supported by JSPS KAKENHI Grant Number 25330331. 
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