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Preface

Systems analysis and design (SAND) has been the classical field of research and
education in the area of management information systems (MIS) or, as it is called more
frequently in Europe, business informatics, almost from its origins. SAND continu-
ously attracts the attention of both academia and business. The rapid progress of ICT
naturally generates the requirements for the new generation of methods, techniques,
and tools, adequate for modern IS challenges. Therefore, international thematic con-
ferences and symposia have become widely accepted forums for the exchange of
concepts, solutions, and experiences in SAND. In particular, the Association for
Information Systems (AIS) is undertaking a number of initiatives towards the inter-
national development of this field.

The objective of the EuroSymposium on Systems Analysis and Design is to promote
and develop high-quality research on all issues related to SAND. It provides a forum
for SAND researchers and practitioners in Europe and beyond to interact, collaborate,
and develop their field. The EuroSymposia were initiated by Prof. Keng Siau as the
SIGSAND – Europe Initiative. Previous EuroSymposia were held at:

• University of Galway, Ireland – 2006
• University of Gdansk, Poland – 2007
• University of Marburg, Germany – 2008
• University of Gdansk, Poland – 2011
• University of Gdansk, Poland – 2012
• University of Gdansk, Poland – 2013
• University of Gdansk, Poland – 2014

The accepted papers of the Gdansk EuroSymposia have been published in:

• 2nd EuroSymposium 2007: Bajaj, A., Wrycza, S. (eds.): Systems Analysis and
Design for Advanced Modeling Methods: Best Practises. Information Science
Reference, IGI Global, Hershey, New York (2009)

• Wrycza, S. (ed.): SIGSAND/PLAIS 2011. LNBIP, vol. 93. Springer, Berlin (2011)
• Bider, I., Halpin, T., Krogstie, J., Nurcan, S., Proper, E., Schmidt, R., Soffer, P.,

Wrycza, S. (eds.): BPMDS 2012 and EMMSAD 2012. LNBIP, vol. 113. Springer,
Berlin (2012)

• Wrycza, S. (ed.): EuroSymposium 2013. LNBIP, vol. 161. Springer, Berlin (2013)
• Wrycza, S. (ed.): SIGSAND/PLAIS EuroSymposium 2014. LNBIP, vol. 193.

Springer, Berlin (2014)

There were three organizers of the 8th EuroSymposium on Systems Analysis and
Design:

• SIGSAND – Special Interest Group on Systems Analysis and Design of AIS
• PLAIS – Polish Chapter of AIS
• Department of Business Informatics of the University of Gdansk, Poland



SIGSAND is one of the most active SIGs with quite a substantial record of con-
tributions for AIS. It provides services such as annual American and European Sym-
posia on SIGSAND, research and teaching tracks at major IS conferences, listserv, and
special issues in journals.

The Polish Chapter of the Association for Information Systems (PLAIS) was
established in 2006 as the joint initiative of Prof. Claudia Loebbecke, former President
of AIS, and Prof. Stanislaw Wrycza, University of Gdansk, Poland. PLAIS co-orga-
nizes international and domestic IS conferences.

The Department of Business Informatics of the University of Gdansk is conducting
intensive teaching and research activities. Some of its academic manuals are bestsellers
in Poland, and the department is also active internationally. The most significant
conferences organized by the department were: the 10th European Conference on
Information Systems, ECIS 2002, and the International Conference on Business
Informatics Research, BIR 2008. The department is a partner of the ERCIS consortium
– European Research Center for Information Systems.

EuroSymposium 2015 had an acceptance rate of 40%, with submissions divided
into the following three groups:

• Information Systems Development
• Business Process Modelling
• Information Systems Education

The accepted papers reflect the current trends in the field of systems analysis and
design.

I would like to express my thanks to all authors and reviewers, as well as to the
Advisory Board and the International Program Committee and Organization Com-
mittee members for their support, effort, and time. They made possible the successful
accomplishment EuroSymposium 2015.

September 2015 Stanislaw Wrycza
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Analysis and Design of IT Service System Based
on Service-Dominant Logic

Tuomo J. Lindholm1(✉) and Vladimir Ryabov2

1 IT Services, Lapland University of Applied Sciences, Kauppakatu 58, 95400 Tornio, Finland
tuomo.lindholm@lapinamk.fi

2 School of Business and Culture, Lapland University of Applied Sciences, Kauppakatu 58, 95400
Tornio, Finland

vladimir.ryabov@lapinamk.fi

Abstract. The performance of many organizations depends on their ability to
utilize their IT service systems effectively. This implies the necessity to optimize
the relationships between IT service provider(s), IT management and customers.
In this paper, we propose a model of IT service system based on Service-Domi‐
nant Logic. This model is considered within an internal organizational context
where an IT department offers IT services to other business units. We define three
types of actors and the relationships between them including information
exchange. We further recommend that customers should be actively co-producing
IT service offerings and the IT service provider should participate in the design
of business processes in the organization. A case study shows how the IT service
system in Lapland University of Applied Sciences is analyzed and redesigned
based on the proposed model.

Keywords: IT service system · Business process modelling · Service-Dominant
logic

1 Introduction

Following the continuous growth of IT investments in the public sector and non-profit
organizations, there is a need to better understand the relationship between IT and
organizational performance. Previous studies have reported that there is a relationship
between IT and interoperability, robustness, creativity and productivity of an organiza‐
tion [1] and that business processes can be used to recognize the path between IT
resources, organizational capabilities and value creation [2]. This implies that the
viability of an organization depends on its capability to utilize IT. Organizations may
acquire IT resources as a service from internal IT departments or outsource them. It is
also not uncommon that users are not satisfied completely with available IT service
offerings because these are either not fully based on the users’ exact requirements or
can’t be fully integrated into the existing business processes.

A need for specialized IT services has emerged from the rapid digitalization of
business processes in organizations. Consequently, the IT service offerings need to
be continuously adjusted to meet the evolving requirements of various business

© Springer International Publishing Switzerland 2015
S. Wrycza (Ed.): SIGSAND/PLAIS 2015, LNBIP 232, pp. 3–14, 2015.
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departments. Another challenge occurs when the development of business processes
takes place in isolation from IT service providers and thus, the corresponding IT
service may be developed during or even after the actual implementation of busi‐
ness processes. In this case, IT service offerings have to adapt and often they take the
blame for not being fully compliant with business processes and thus not being as
effective as expected by business users.

In addition to digitizing their business processes, organizations are looking for
possibilities to optimize their human resources. Possible staff reductions contribute
negatively to the diminishing communication between IT service providers and users.
This problem is observed for example at Lapland University of Applied Sciences
(henceforth LUAS), which is the case organization in this paper. However, the problem
mentioned is not unique.

Our research objective in this paper is to enhance the organizational IT utilization
capabilities by proposing a new model of collaboration between IT service providers,
customers, and users by applying the Service-Dominant Logic (henceforth S-DL) [4].
The goal of the new model is to stress more service orientation of an IT service system
(henceforth ITSS) and thus to avoid many challenges described earlier in the text. We
focus on how the ITSS should be structured, who are the main actors in the system and
their responsibilities, and how collaboration between these actors should be organized
effectively.

The main contribution of this paper is that it proposes a new way to think about
ITSS design and operation. Our approach is based on S-DL, the novel service para‐
digm proposed in [4]. The main characteristics of our model include: the involve‐
ment of IT service providers and users (both groups called actors) in the service
design and delivery process thus achieving the value co-creation [4–6]; the rede‐
fined roles of actors in the service system and effective continuous interaction
between them, and a view on the service system through a prism of operant and
operand resources [5, 6] and their different configurations. By applying the proposed
model, we are looking to achieve more effective collaboration between IT service
providers and users when designing, implementing and maintaining the IT services,
thus contributing to the overall organizational performance.

To evaluate the practicality of the proposed model we research the case organization
LUAS with certain problems in its ITSS, analyze them and propose the solution. The
previously functioning ITSS in LUAS was focusing on operative IT service and had
different operational methods. The redesigned ITSS has a focus on effective information
management. The empirical part of this study includes elements of action research, because
both authors are employed by the case organization and one of them is closely involved in
the ITSS design. Additionally, the analysis of organizational documentation and inter‐
views with representatives of IT service providers and users helps to identify the present
challenges and the potential of the proposed model. The developmental work based on the
proposed model has already started in LUAS and the idea is positively evaluated by users,
managers and IT service designers, as it is evidenced by the interviews with them [3].

This paper is organized as follows. In Sect. 2, we define the main concepts and take
a look at related research. Section 3 presents the model for the ITSS design based on S-
DL. In Sect. 4 we highlight the main points of the case study and show how the ITSS
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in the case organization is analyzed. Finally, in Sect. 5 we make conclusions and point
directions for further research.

2 Basic Concepts and Related Research

This paper is based on the convergence of two research areas: ITSS and S-DL. A large
and growing body of research literature is dedicated to both of these fields. In this paper,
we define an ITSS as a collection of structures, processes, resources, and actors which
are interconnected and collaborate applying specialized skills and knowledge for the
benefit of another. Our definition is in a line with a general definition of service in [4, 6].

S-DL is a new service paradigm firstly proposed in [4]. That theory is focusing on value
co-creation through the interaction of service providers and service users, both of which
groups are called actors. Furthermore, a service system is based on operand and operant
resources. Operand resources require an act or operation to be performed on to produce an
effect, whereas operant resources are employed to act on operand resources. S-DL included
initially 8 [4] and later 10 [6] foundational premises which define the difference between
goods and service focused thinking. S-DL is a very promising theory although originally
proposed in the marketing field, could be applied in different research areas bringing a
totally novel insight, and the IT service area is not an exception. IT service is a continuous
process where service is designed, produced and delivered and it is often hard to differen‐
tiate between the phases. As a part of service delivery there is always feedback from users
which serves as a part of design. Therefore, we propose to consider IT service design and
delivery as interconnected and tightly linked parts of ITSS.

IT service management (henceforth ITSM) is a process based concept for managing
IT services and is widely accepted as service centered [7, 8]. However, the definition of
service varies in the most recognized ITSM process frameworks, and includes process
deliverables, intangible products, or means to deliver value [9]. These definitions are
not in line with the concept of service in S-DL and thus the present ITSM process
frameworks are more related to Goods-Dominant Logic.

One way to utilize the S-DL paradigm for enhancing ITSM implementation was
proposed in [10]. That research is concentrating on improving the effectiveness of
Service Level Agreements by looking at interaction between actors as a value co-crea‐
tion process. Another interesting approach to rethink about the whole ITSS from the S-
DL perspective is [3]. That research suggests that an ITSS should co-create value
involving actors and service offerings should be integrated in organizational business
processes. Furthermore, inviting customers to co-produce service offerings may enhance
customer experience and as a result improve the competitive advantage of a service
provider as it is also suggested in [5]. Additionally, one of the benefits of service
providers in the co-production and service provision interactions is in learning about
their customers’ business processes [11].

The need for collaboration between actors in the service system is further emphasized
in [12]. That study suggests that IT resources should be seen as operant resources to
enhance organizational capability to increase its performance, to develop related service
systems and to innovate. Thus, in order to effectively develop business processes,
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involved actors should be aware of the possibilities and constraints of accessible IT
resources. Similarly, the actors responsible for the development of ITSS should be able
to recognize how present offerings are integrated in business processes to further develop
ITSS in accordance with the needs of the customers.

It seems plausible that S-DL mindset can be used to develop the viability of
service systems successfully. Yet, according to [13] there are lags in putting S-DL in
practice. A possible explanation for this lag is that the literature reviewed so far,
provides little concrete guidance on the actual co-production of IT service offerings.
For example, there are studies on how IT service offerings should be communicated
in accordance with S-DL [10] and on the role of signs and practices in IT service
innovations [14] but the actual co-production phase of IT service offerings has been
mostly neglected. Nevertheless, it is possible to utilize other methods in this co-
production. Studies on the overlapping of S-DL and Design Thinking [15] and the use
of S-DL perspective in Service Design, where the object of the design is a service
process [16], imply interdisciplinary benefits. Moreover, according to [17], S-DL
thinking may facilitate the bridging of Service Design and Participatory Design
(henceforth PD). In PD, users are involved in the design of IT systems [18, 19], which
S-DL recognizes as mechanisms for indirect service provisioning [6].

This paper is utilizing many of the research ideas mentioned above and is proposing
an approach to the overall design of ITSS based on S-DL. Finally, this research is
continuing the work [3], where Lindholm has analyzed the ITSS in LUAS and proposed
the application of S-DL to redesign ITSS.

3 IT Service System Based on Service-Dominant Logic

In our model of ITSS based on S-DL we define the actors including Customers together
with their service users, IT Management and IT Service Provider. The IT Management
is a function in Customers’ organization and its purpose is to serve Customers and their
users by developing efficient IT resource configurations which support business
processes. Furthermore, in our model IT Management is in charge of IT service sourcing.
With this goal, IT Management and Customers collaborate to develop IT offerings
including service, resource configurations and their utilization in business processes. IT
Management collaborates with external or internal IT Service Providers whose purpose
is provisioning IT service to users. Based on its multifaceted role, IT Management is
the focal actor in ITSS. In this context, direct IT service refers to service provisioning
between two actors. Indirect IT service is provisioned through a mediator i.e., goods or
other actors. For example, IT resource configurations provisioned by IT Service
Provider(s) are the indirect distribution mechanism of IT service to Customers.

Figure 1 presents the proposed model of ITSS based on S-DL including the main
actors IT Service Provider, IT Management, and Customers, and the main intercon‐
nections i.e., flows of information and service provision between these actors. In S-
DL, service is always exchanged between two actors [6], therefore, it is important
to recognize that the depicted interconnections consist of numerous individual
strings. In addition, there are several stakeholders in IT offerings and the mechanism
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to coordinate the design and the provision of IT service must be well-established and
function properly.

IT Management

IT Service 
Provider

Indirect Service Provisioning

Direct Service Provisioning Direct Service Provisioning

Customers

Fig. 1. ITSS based on Service-Dominant logic

The output of ITSS is IT service which can be provisioned either directly or indi‐
rectly. The interconnection between IT Management and Customers in Fig. 1 is the main
provisioning channel of direct IT service. This channel includes for example, IT actors’
inputs in the development of Customers’ business operations and information about the
present state of IT resource utilization. In their turn, users on the Customers’ side provide
information about their business contexts and expected IT benefits and thus, this inter‐
connection is the main source for user requirements and business context of the ITSS.
This interconnection is also used to communicate the holistic IT offering to customers.

Furthermore, IT Management is interconnected to IT Service Provider who is
responsible for indirect IT service provisioning. Indirect IT service comprises
numerous IT resource configurations and matching operative IT service including
various information system and workstation configurations which are accompanied
by matching break/fix service. Through this interconnection IT Management commu‐
nicates the indirect IT service requirements to various service providers and analyses
their corresponding value propositions to construct the holistic IT offering for
customers. Additionally, this interconnection enables the access to IT resources from
various sources. According to S-DL [6], resources can be accessed from private,
market and public sources.

Another interconnection in Fig. 1 connects Customers with IT Service Provider. The
efficiency of this interconnection is essential to the wellbeing of Customers’ business
because their users order and receive indirect IT service through this channel. Therefore,
IT Management should monitor this interconnection to identify deviations in agreed
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service levels, to recognize emerging problems and their reasons, and to identify devel‐
opment opportunities.

The vitality of ITSS is determined by its capability to perceive how to support
customers’ business effectively through numerous IT resource configurations from various
sources. This capability materializes through for example, enhanced digitalization of busi‐
ness processes and IT utilization related innovations. Engagement in these collaborative
activities co-creates value for all involved actors. Additionally, firms should understand
how to design and reconfigure markets [6]. In this context, it means to design and recon‐
figure IT utilization in Customers’ business processes. This can be problematic as in
complex environments, there may be several decision making points which complicate
interactions and may expose the initial information to additional interpretations. Following
the view of SD-L where reciprocal value creation is one of the central tenets [6, 8], we
reflect competition through service strategy [5] and matching foundational premises
(henceforth FP) [6] of SD-L to the design of our model of ITSS and propose the following
FPs, which facilitate the development of collaboration between actors in ITSS.

FP1. Effective Communication Between Actors. In S-DL, value is always proposed
by service providers and created and determined contextually by service beneficiaries
[4, 6, 11]. The designers of IT service communicate with service users to learn about
expected benefits of IT service and the context where resources are integrated and thus,
the value of IT service is determined. In addition, users benefit from the information
about potential IT resources which can be integrated and turned into value creating
resources. Mutual learning is also one of the core principles of PD [18]. Therefore, it is
important that the information remains intact when it flows between the users and
designers. Similarly, to facilitate the communication between the relevant actors the
dialogue between these actors should be precise, timely and effortless.

FP2. Shared Information About Business Processes and IT Resource
Configurations. The usability of offered IT configurations should be monitored as
according to S-DL, value can only be created through the use of resources [9]. It is
common that an individual IT resource may become integrated into numerous resource
configurations. So, a shared IT resource may be utilized in several business processes.
The variety of configurations may lead to different challenges in IT resource integrations,
which are seen as use situations in PD [19]. Actors who develop IT service collect and
analyze information about these challenges to identify their reasons and to develop the
suitability of the present and future IT offerings. Moreover, these actors collect and
analyze information about business processes to understand the role of a specific config‐
uration in customers’ value co-creation activities. Corporate business processes, incident
and problem management practices enable relevant actors to retrieve this information
from a single source and thus, reduce the need for individual information retrieval prac‐
tices. In addition, corporate processes may further enhance the effectiveness of user-
developer communication.

FP3. IT Actors Participate in the Development of Business Processes. IT resource
utilization may enhance the performance of an organization as IT can be used to over‐
come the constraints of actors and organizations [1, 2]. However, S-DL argues that
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appropriate skills and knowledge are required to identify and to transform potential
resources into value creating resources [6]. This means that operant IT resources are
required to recognize how the value can be drawn from potential IT resources. In organ‐
izations, the business context determines how operant resources are divided [5, 6] and
it is typical that IT actors’ knowledge and skills are specialized. Involving IT actors in
the development of business processes may increase the development team’s shared IT
knowledge space and thus, facilitate the identification of new IT resource integration
opportunities and configurations. Moreover, as IT actors learn about the practices of
business processes their ability to create successful value propositions is improved.

FP4. Business Actors Co-produce IT Service Offerings. Most of the major decisions
which determine how users can apply and integrate IT resources are made during the
development of IT service offerings and value propositions. However, in general IT
actors are not aware of how users plan to integrate IT resources in their relevant business
processes. Therefore, IT actors need to acquire this information from users. Collecting
this information may require significant efforts, especially in organizations with
numerous stakeholders. S-DL posits that “firms gain competitive advantage by engaging
customers and value network partners in co-creation and co-production activities” [5].
Users should be involved in the initial phases of the production of IT service offerings
because they can provide IT management with essential insights into their relevant
activities, business context and expected benefits. Additionally, when users and
designers interact during the co-production of IT offerings, users can ensure that deci‐
sions are made in accordance with their needs.

FP5. The Number of IT Decision Making Points is Minimized. Customers and their
users have a major role in making IT decisions and thus reflecting the power sharing in
PD [19]. Engagement in the IT decision making requires additional resourcing from
Customers and distinct IT decision making points may reduce the alignment between
the business processes and IT service. We suggest that the number of IT decision making
points should be minimized. Organizations have established decision making structures,
which can be utilized in making IT decisions if they are working effectively. Intercon‐
nections should be created between the appropriate decision making points of Customers
and ITSS.

Taken together, the proposed FPs indicate that ITSS should be understood as a co-
creation and co-production system, which facilitates actor-to-actor collaboration and
thus, enables reciprocal value creation. This approach means that the customers of ITSS
are active actors and IT management focuses on facilitating and motivating them to
participate in the activities of ITSS.

4 Case Study

In this section, we analyze the ITSS in LUAS applying the model proposed in this paper.
This case study is partly based on research done by Lindholm [3] where empirical data
has been collected and analyzed. IT service designers, IT managers and representatives
of business units in LUAS have been interviewed. Here, our discussion is based on the
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analysis of these interviews which have revealed the decision making structure, the
content of information flows, and actors involved.

The main goal of this case study is to check the applicability of the proposed model
and its prospective effects on the performance of the ITSS in LUAS. The redesigned
ITSS should facilitate the coordination of collaboration between IT Management,
Customers (different business units) and IT Service Provider in LUAS, and to enhance
the alignment between IT offerings and business needs. Figure 2 depicts the ITSS in
LUAS based on the proposed model.

The boundaries and structure of the ITSS are recognized and the main actors
within the system are identified based on empirical data [3]. Furthermore, inter‐
views [3] have helped to determine the information these actors possess, with whom
they collaborate, and opportunities they have for redesigning and reconfiguring the
IT offerings and the business processes in LUAS. For example, the Director of
Administration and the Head of Information Management explained the then struc‐
ture of ITSS in relation to the LUAS management system and how they recognize
and address IT service issues in collaboration with other stakeholders. The Customer
Manager, in turn, described communication problems with Customers and their users.

Figure 3 presents a collaboration framework visualizing how the ITSS in LUAS
should be organized based on S-DL.

Monitoring development initiatives and projects of Customers and IT Service
Provider enables the ITSS to react and to participate in the development of business
processes. The Head of Information Management function pointed out that several IT
related development projects have bypassed the ITSS and thus, complicated the IT
budgeting and resourcing. Thereby, it is essential that the ITSS includes well established
interconnections with decision making and action points relevant to the development
initiatives and projects.

IT Management

IT Service 
Provider

Customers

Persons Responsible for Processes

Process Teams

Process Actors

Process Owners

IT Process 
Actors

IT Process 
Teams

IT Process 
Actors

IT Process Owners

Persons Responsible for IT 
Processes

Fig. 2. The ITSS in LUAS
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The systematic analysis of Customers’ business processes provides ITSS with
required knowledge of IT resources necessary to support the development and imple‐
mentation of business processes and how these resources are integrated. During the
business process analysis operant resources of the relevant business and IT actors are
integrated to identify how IT offerings are currently utilized and what the expected
IT benefits are. The important question is how the appropriate actors can be recog‐
nized. We propose the configuration based selection meaning that IT actors in charge
of a particular IT resource configuration should be responsible for the analysis of
business processes where this IT configuration is utilized.

The main element of the collaboration framework shown in Fig. 3 is Co-production
of IT service and configurations. This element addresses FP4 and is supported by two
other elements: recognized information sources and a procedure to resolve the emerging
disagreements at decision making points. Both the Quality Manager and the Customer
Manager noted that it is challenging to motivate users to participate in the co-production
of IT offerings, even though it is clear that they experience difficulties when they utilize
accessible IT service and resources. So, the Customer Manager, who is an IT actor in
our model, pointed out that it is common that users try to solve their IT related challenges
without consulting the actors of IT Management or IT Service Provider. She also
suggested that the reasons for this include their previous experiences of inefficient deci‐
sion making, lack of established corporate processes and users’ inability to identify
appropriate communication channels.

The implementation of the three last elements depicted in Fig. 3 allows the ITSS to
overcome the identified challenges in the integration of operant IT and business
resources. Moreover, these elements may increase the capability of the ITSS to develop
user oriented IT service. According to FP5 the utilization of existing properly func‐
tioning decision making structures may reduce the need for IT specific decision making
and thus, further enhance the match between business processes and IT service. In addi‐
tion, actors who participate in the co-production of IT service learn about the contexts
of other actors and thus, increase their shared knowledge space.

The implementation of the initiative and project monitoring element in the collabo‐
ration framework is currently in progress in LUAS. Collaborative relationships have
been established between the ITSS and workgroups who are in charge of the develop‐

Trend Monitoring and 
Analysis

Initiative and Project 
Monitoring

Business Process Analysis

Co-production of IT Service and Configurations

Information Sources

Resolving Disagreements

Fig. 3. The collaboration framework in LUAS
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ment of the main education and other processes in LUAS. In addition, the ITSS is now
properly interconnected with the management of business initiatives and projects and
thus, has a clear view of the holistic development of LUAS’ operations. Moreover, the
implementation of these elements has increased the ITSS’ capability to design and
reconfigure IT utilization in Customers’ business processes.

There have been challenges in the implementation of business process analysis and
co-production of IT service and configuration elements of the framework. The reasons
for these have mostly been technological i.e., there have not been appropriate informa‐
tion systems to store collected information and organizational i.e., appropriate IT actors
have not been recognized. However, technological challenges have now been solved in
collaboration with business actors, and thus, the LUAS steering committee has decided
to further support the implementation. In this paper, we have proposed a configuration
based view to recognize appropriate IT actors for business process analysis.

The ongoing implementation of the S-DL based design of the ITSS in LUAS has
already increased the collaboration between relevant actors. In addition, mechanisms to
convey information from the actors of IT management to Customers have reduced the
need for separate IT decision making points. The currently realized outcomes of the
implementation are in the line with the proposed FPs and facilitate collaboration between
relevant actors. However, we propose that co-production of IT service offerings should
be more integrated into the development of business processes. This can be done by
appointing appropriate IT process team actors in Customers’ Process Teams depicted
in Fig. 2. This may further reduce the challenges of user participation as the development
of IT utilization takes place in customers’ business context. Moreover, appointing IT
actors to these teams may increase the ITSS’ capability to develop the IT utilization in
business processes proactively.

5 Conclusions

This paper presented a new way to think about the analysis and design of ITSS based
on S-DL. The model emphasizes collaboration between IT Management and Customers
to develop IT service offerings. Furthermore, the model includes 5 FPs which facilitate
this collaboration. These FPs emphasize the need for efficient and effective communi‐
cation, the use of shared information and collaboration between providers and customers
of IT service. Finally, the case study tested the applicability of the proposed model.

We suggest that the main purpose of an ITSS is to facilitate the user participation in
the co-production of IT offerings. Moreover, it was shown that the value of IT service
can only be created through the use of provisioned IT service. This means that value of
IT service is always realized and determined by users in their own contexts.

These research findings enhance our understanding about the development role
of users in the IT utilization in business processes. Users should be seen as active
actors and thus, their participation is essential in the development of the IT service
offerings. Therefore, actors in charge of the analysis and development of ITSS should
focus on the development of processes which facilitate collaboration between stake‐
holders of IT service. We also suggest that involving users in the co-production of IT
service offerings may optimize these offerings in the long-run.
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The actual IT service co-production process and how the business requirements
can be translated efficiently into specific resource configurations are considered a
subject of further research. Additionally, further case studies on the application of the
proposed model in other organizations would be an interesting research direction.
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Abstract. Despite a perceived convergence in mobile application devel-
opment, platforms such as Android and iOS remain largely incompatible.
Supporting multiple platforms currently requires either separate native
development (for each system) or utilization of a cross-platform devel-
opment framework. While many such frameworks have been developed,
only few are mature and even less are used widely, let alone commercially.
Moreover, they typically are limited with regard to performance and to
preserving a native look & feel. Worst of all, their usefulness for busi-
ness apps is limited due to their low level of abstraction. In this paper,
we take a closer look at an academic prototype that employs model-
driven software development (MDSD) for a cross-platform framework
that facilitates business app development. We discuss lessons learned
from its development and early application, reengineering it with busi-
ness producibility in mind. We aim at closing a design-oriented research
gap: we describe what the approach to employ MDSD in mobile comput-
ing is and to what extent it might be useful in general. These findings are
embedded in a case-study inspired discussion of the aims of reengineering
the approach.

Keywords: MDSD · App · Mobile computing · Model-driven

1 Introduction

Within a few years, mobile devices such as smartphones and tables have become
commonplace (cf. [1]). Even technology forecasts from the mid-2000s (e.g. by
[65]) have been outpaced by rapid progress. Mobile devices are also increas-
ingly used for business purposes [49]. Their platforms remain largely incompat-
ible, though [45]. Software development kits (SDK), programming languages,
frameworks, design guidelines and development standards for platforms such as
Android, iOS and Windows Phone differ greatly [55]. However, these platforms
enable applications (apps) to use a device to its full capabilities and – from a
business viewpoint – to facilitate the adoption of mobile computing for business
process improvements.
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Supporting multiple platforms currently requires either separate native devel-
opment or utilization of a cross-platform development framework. Strictly speak-
ing, also Webapps can be used. HTML5 [7] is rather mature [18,31] yet limited
compared to cross-platform development frameworks [29,32]. Thus, Webapps are
not necessarily considered when comparing cross-platform approaches [52].

In case of native development, design and programming effort increases almost
linearly with the number of supported platforms [34,55]. In case of using a cross-
platform approach, the actual choice is quite limited. Despite a multitude of dif-
ferent possibilities, only so called hybrid approaches are widely used [32] – in fact,
PhoneGap [8] a.k.a. Apache Cordova [4] arguably is the most widely used frame-
work. Hybrid approaches are based on Web technology and enable rapid develop-
ment for multiple devices [32]. They are limited with regard to performance and
do not offer a native look & feel, though. A user interface that represents or at
least resembles a native one has been described as very important for the use in
business apps [47]. Business apps characterize a subset of applications for mobile
devices; they typically are form-based and data-driven [34].

Cross-platform development approaches and the native SDKs alike pose an
additional flaw when it comes to business app development: a low-level of abstrac-
tion. In case of native development, programming languages such as Java and
Objective-C are used to tell the app programmatically how a problem is solved.
Hybrid frameworks employ Web technologies such as HTML5 and JavaScript.
This stills means that the focus is on how an app works. However, business apps
typically are rather simple in functionality. They support or enable a business
process but usually rely on (priorly existing) backend systems, which they use
e.g. for computation [47]. Consequently, the desired way of developing a business
app utilizes a high level of abstraction, i.e. you instruct an app what to do but
let the framework decide how it is done. The latter can be different on each tar-
get platform. Hence, this amenity applies to both cross-platform work and for a
single platform: refraining from programming but enabling app development for
domain experts is always desirable.

We have closely observed the development of a scientific prototype for model-
driven app development. MD2 uses a domain-specific language (DSL) of its own
and has been developed to facilitate the creation of business apps [33,34]. Since
this approach is new to mobile computing, we revisit the design of MD2. The
research question for our work is: how can model-driven software development
(MDSD) be used for IS research? With this intentionally broad question we
transport – and hopefully motivate for IS activities – a thread of research that
has been discussed for software development for at least 15 years [40].

We will answer our research question with a focus on mobile computing. As
steps towards this objective, we describe the background of MD2’s development
(Sect. 2) and sketch the design method used (Sect. 3). Moreover, we present novel
ideas that we deem feasible for reengineering the approach with business pro-
ducibility in mind (Sect. 4). Based on this, we discuss our findings and generalize
them (Sect. 5). Finally, we draw a conclusion (Sect. 6).
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This paper makes several contributions. Firstly, we summarize MD2 taking
a third-party look and abstracting from the technical papers that describe its
implementation. Secondly, we propose a design method for employing MDSD in
IS research. Thirdly, we present reengineering ideas that underline the method.
Fourthly, we highlight generalizable findings to give an outlook that should prove
useful beyond our own work.

2 Background

Rightfully, the majority of development approaches describe how an app works
i.e. in which – ideally innovative – way it solves a given problem. Yet, when
engaging with different platforms stakeholders are faced with various approaches
that vary not only in syntax but in underlying paradigms including aspects such
as memory management and user interface components (widgets).

MD2 provides a DSL that organises its element following the widely-used
Model-View-Controller (MVC) design pattern [25]. By means of the MD2 DSL,
developers express what their app should resemble. MD2 models describe rel-
evant entities (model), their display (view), and behaviour. This is done with
regard to both display induced manipulations, e.g. user triggered actions to per-
sist an entity, and data dependent checks, e.g. checking an input’s conformance
and ensuring that in depth checks are required for certain tasks (controller).

MD2 DSL is neither specific to any platform nor does it rely on Web tech-
nology: it resembles a generative approach. For that generative purpose, the
language is composed using Xtext [10]. It allows defining arbitrary languages
in a syntax similar to that of the Extended Backus Naur Form (EBNF) [67].
Xtext instances are automatically converted into Eclipse Modeling Framework
[61] models (a.k.a. EMF models). Typically, these models are then transformed
to target platform code. This transformation draws from Xtend [9], a dialect
for Java that among other features provides template expressions and dispatch
methods that seamlessly blend in with Xtext and Java.

Other than Web-based approaches, MD2 is not constrained to Web elements
in terms of enhancing their namespace. Instead, MD2 DSL is tailored to describe
business apps. This is highlighted by its focus on data; in fact, the elements it
provides are data-driven. For example, views may be generated from a given
entity as shown in Listing 1. When an entity definition is combined with an auto
generating view element, a view such as the one in Fig. 1 is created; here it is
exemplarily shown for Android, but an according iOS view is created as well.
Alternatively, each field of the resulting view can be defined manually.

1 package crm . contac t s . models
2

3 entity Contact {
4 f i r s tname : string
5 surname : string
6 phone : integer ( optional )
7 emai l : string ( optional )
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Fig. 1. View of a MD2 generated app

8 address : string ( optional )
9 s t a t e : AcquisitionState

10 }
11

12 enum AcquisitionState {
13 ”Prospec t i v e ” , ”Acquir ing ” ,
14 ”Acquired” , ”Rejec ted ”
15 }

Listing 1. MD2 entity definition.

MD2 adheres to the convention of configuration paradigm: while it is possi-
ble to adjust certain aspects, sane configurations are provided and enacted by
default. This relieves modellers from dealing with tedious configurations whilst
they could focus on the central aspects of their model. For example, the auto
generating view element can be told to use only selected attributes or exclude
certain attributes from the resulting view. Thus, little model code is required to
produce apps. Though lines of code may have limited explanatory value, MD2’s
lightweight models produce apps with useful features per default. These include
device local persistence, network communications for remote interactions and
persistence that are based on a well-defined RESTful Web service interface [66].

While only one of us was involved in the development of MD2, we were able to
closely survey its development process. The development of the MD2 generators
is based on the reference implementation proposed by [60]. Therefore, apps for
the selected platforms (iOS and Android) were developed from scratch. These
apps featured common elements that are required in business apps. On that basis,
commonalities of the platforms were identified and problems due to different
approaches on the platforms were solved. Most of all, the paradigm mismatch
of the Objective-C and Java programming languages as well as the platform
conventions caused difficulties in the identification process. Nonetheless, feasible
abstractions for all platforms were identified and are represented in MD2 DSL.
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For a more elaborate discussion of MD2 with a focus on technological details,
please refer to the respective papers from the designers and developers [33–35].

3 Methodology

This section serves two purposes. Firstly, it explains the approach to writing this
paper. Secondly, it sketches the methodology behind developing MD2 with the
goal of giving generalizable advice. We deem this of particular relevance since the
software engineering research [48] presented with MD2 follows a method typical
for that kind of research without explaining too much of it.

The foundation for our aim of contributing to the theory of mode-driven soft-
ware development in IS research is the prototype described in the prior section.
It is not in a commercial-ready state yet sophisticated enough to leave the tech-
nological perspective of its authors. This scrutinisation of an MDSD project
allows to consider its development process. To avoid being stuck in prior work,
we amend our paper with a discussion of improvements. The idea is to present
another main iteration whereas developing MD2 has been incremental and iter-
ative already. This serves a methodological aim: while from the technological
perspective small iterations lead to the fulfilment of functional requirements,
large iterations – i.e. reengineering – facilitates the fulfilment of non-functional
requirements. This in particularly concerns business aims.

The leading method behind MD2 is the common approach followed in proto-
type development in computer science (CS). It closely aligns with design science
as the arguably most profound methodology for design-oriented artefact con-
struction in IS research [38]. In fact, software engineering as the particular CS
discipline is specifically suited for integration with design science [50]. Applying
a sound methodological approach to a problem of profound industry relevance
is a precondition to be both rigorous and relevant. After the initial, very rough
idea of applying MDSD to cross-platform development was discussed, develop-
ment of MD2 was carried out iteratively. It thereby followed the design science
cycle of building and evaluating a prototype as described in [39].1

The realization of MD2 roughly followed the design science research process
[54]. We retroactively apply the steps to MD2 in a similar fashion. Part of the infor-
mation we use here can be derived from the published papers on MD2 but we also
draw from our contact to the developers.

Firstly, a problem was identified and motivated. When work on MD2 was ini-
tiated, the available frameworks for cross-platform development were much less
mature than today and the demand for cross-platform solutions was rising [36].
As a particular motivation, an approach was sought that would be suitable to
businesses by refraining from low-level programming and by offering the pos-
sibility to align with business processes (for early thoughts on MDSD business
process aligning cf. with the work by [57]). MDSD appeared to be a natural
choice here; at the same time its feasibility for mobile computing had hardly
1 From the viewpoint of the natural sciences, the approach might also be called engi-
neering science as rather aggressively proposed by Gruner and Groeze [27].
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been assessed scientifically and not exhaustively tried out by practitioners (cf.
also with the discussion of related work in [34]).

Secondly, objectives for a solution were defined. In case of MD2, these were
the choice of MDSD and the limitation to business apps, which were a com-
promise of the approaches’ general value and technological obstacles that would
need to be overcome. While most objectives were qualitative, also quantitative
objectives could be identified, such as a faster time-to-market for apps [55] and
a reduction in lines of code to be written, both in comparison to native develop-
ment. The objectives were considered for the design and development, which is
the third activity that is proposed in [54]. Strictly speaking, the result was not a
single artefact but several artefacts such as the generators and other components,
which have value beside their role as part of MD2.

Fourthly, MD2 was demonstrated in several ways. Following internal experi-
ments by the development team, a case study was implemented in cooperation
with a business partner using an actual case from one of their customers – a
tariff calculator [34]. As the next step, the technological progress was presented
in a number of papers that addressed both computer science [34,35,37] and
information systems [33] audiences.

As a consequence, the fourth activity overlapped with the fifth and the sixth
activity proposed in [54]: evaluation and communication, respectively. Experi-
ments also served as a first benchmark. The successive implementation of the
tariff calculator led to further insights. Finally, presentation at conferences stim-
ulated discussion and at the same time allowed disseminating the findings.

Finishing the first experiments, a continuous cycle of refinements was started
(repeating activities three through six). Observed implications lead to smaller
refinements [38, p. 5], particularly concerning the user interface of generated
apps and the generators. However, it did not comprise of changes to the domain
specific language save small amendments. This was a deliberate choice: changing
the DSL would render most (probably all) prior applications of it useless.2 In
contradiction to application programming interfaces, where new methods might
be implemented while marking the old ones as deprecated, changing the DSL
typically is not downward compatible.

We propose that the consequence for MD2 – as well as for other uses of MDSD
in IS – is to have a design science process nested in a design science process. We
have illustrated this idea in Fig. 2. There is an outer cycle of design and evaluate
whereas its design phase comprises of an inner cycle of design and evaluate itself
as well as a reengineering phase. In our view, MD2 should now finish its first
round in the inner cycle and enter the reengineering phase, allowing fundamental
changes based on the gained insights. It then needs to undergo an exhaustive
evaluation that initiates the second inner circle of small design changes and
detailed evaluation with several methods and in several settings.

2 Apps implemented in the then old version of the DSL would be incompatible with
the new generators, as would apps implemented with the new version of the DSL be
with the old generators.
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Fig. 2. Nested design science cycle

It might be argued that it is inherent to design science research to have smaller
and larger iterations. For example, the cross-platform framework applause
[14, p. 126] has explicitly been developed in an iterative process. It might even be
argued that this approach is routinely followed in prototype development in com-
puter science, even though evaluation is typically conducted as experiments. Nev-
ertheless, we deem the idea of a fundamental cycle and a nested small-steps cycle to
be particular to MDSD projects. In fact, there is not simply an alternating process
of small and large changes. The small steps eventually facilitate amilestone, which
is finalized when ending a cycle. While reengineering is a design activity as well, it
is different in scope and in aims. Even with taking account all lessons learned from
the prior activities, reengineering puts the stakes much higher. By yielding a new
prototype that is neither downwards nor upwards compatible to the former version,
this design activity is a leap compared to the steps undertaken in the inner circle.
Moreover,while steps canbewell anticipated, ideally avoiding any ill choice, reengi-
neering always poses the risk of introducing a fundamental flaw. This can mostly
be avoided by arduous work, but nevertheless reengineering will always lead to new
challenges that have to be overcome. This can be seen as a consequence of applying
changes to the original idea.

To motivate an example for changes to the DSL: ideally, anything the result-
ing application is capable of should be expressible in the DSL. However, particu-
larly when the platforms that native code is generated for differ greatly, finding a
kind of lowest common denominator becomes cumbersome. In fact, it might hin-
der effective usage of the DSL. To overcome such problems, the generation gap
pattern [24, pp. 571ff.] can be used. Simply speaking, it allows to specify gaps at
which code can be freely inserted in the generated code. Typically, design of a
DSL would start without considering gaps. If they become necessary – e.g. when
extending the DSL but realizing that not all desired extensions can reasonably
be implemented – reengineering rather than simply adding them is the natural
choice due to the fundamental impact of the change.
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At this point, an intermediary conclusion can be drawn. It also serves as the
transition to the next section, which describes the first steps towards a cycle
of reengineering. The process of developing MD2 well aligns with design science
research. As best practices were followed with regard to the employed tools,
the construction of generators, and the design of the DSL, the process stands
as an example of a MDSD project in mobile computing. The solved problem
comes from the domain of IS research. Thus, we even deem the process to be
exemplarily for MDSD in IS research. As a consequence, we propose the nested
process with explicit reengineering for similar projects. While most parts of the
projects would do well with the core design science process, DSL design demands
explicit and deliberate reengineering rather than incremental design.

4 Reengineering

Besides discussing shortcomings in the MD2 DSL, this section also goes beyond
the scope of currently supported platforms and touches upon an advanced pre-
processing to reduce the burden of implementing generators for new platforms
as well as easing the maintenance for existing generators. As motivated earlier,
the proposed changes are not mere steps but require reengineering.

MD2 can be criticized for its approach of defining input elements in view dec-
larations with regard to two aspects. First, text input definitions were not only
used for text but also for numbers, dates, time, and timestamps (in conjunction
with validators). Secondly, despite platforms such as iOS lacking these, input
declarations for Boolean values are represented as so called check boxes. Origi-
nally, this naming convention stemmed from Android; yet, in the latest Android
release, check boxes were replaced by switches [3]. This causes a divergence in
meaning and introduces ambiguity where explicitness could be employed.

Given its data-driven nature, providing direct correspondences for each data
type when declaring views – i.e. offering dedicated input elements for numbers,
dates, time, and timestamps – constitutes a straightforward improvement to
MD2. In the first place, MD2 required both the input declaration and an accord-
ing validator to determine the input element that best suits the corresponding
platform. Table 1 shows the reengineered input notation for non-textual inputs,
which no longer require accompanying validators.

Furthermore, the reengineered notation enables the provision of improved
editor validation as incompatible data types and input elements are highlighted.
Instead of having to wait for a full transformation and deploy process to finish,
users receive instant feedback concerning invalidly used input elements.

For utilization by businesses, i.e. users wanting to generate apps for their
respective target platform(s), MD2’s generation step is a vital component to
adjust. However, MD2’s developers consider the development and maintenance
of generators a laborious and time consuming endeavour [22]. So far, generators
perform the transformations from model to code. An intermediate preprocessing
stage already helps to enrich the original model with model to model transfor-
mation. This reduces the overall work that generators perform. Preprocessing
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Table 1. Comparison of the Original and the Reengineered Notation for Input Fields

Data type Original notation Reengineered notation

string TextInput ID TextInput ID

integer TextInput ID + IsIntegerValidator IntegerInput ID

float TextInput ID + IsNumberValidator NumberInput ID

boolean CheckBox ID BooleanInput ID

date TextInput ID {type date} +
DateFormatValidator

DateInput ID

time TextInput ID {type time} +
DateFormatValidator

TimeInput ID

datetime TextInput ID {type datetime} +
DateFormatValidator

DatetimeInput ID

Enum SelectBox ID OptionInput ID

allows to introduce novel language elements that necessitate any changes to the
generators. For example, the introduction of auto generative views – which pro-
vide input fields for a given entity without further ado – is one case where the
language elements for the auto generative views do not have to be considered
by generators as they can be converted into well-defined views by preprocessing.
Preprocessing also includes the inference of correct inputs to use (cf. the above
discussion of input elements) as well as the transformation of sequences of views
that could be nested into flattened sequences.

To further ease generator maintenance and development, minimising the
number of elements generators have to support reduces overall effort. A subset
of MD2 language elements was identified for that purpose. This subset suffices
to represent more complex language elements such as “workflows” and condi-
tional event handling. To identify the sweet spot, all language elements require
investigation to determine whether they could be represented through others.

We identified several core language elements that suffice to represent com-
plex components such as view sequences, conditional events, combined actions,
and validators. For example, validation of string lengths can be automatically
transformed to reuse regular expression validators.

To demonstrate the effectiveness of the improved preprocessing, MD2’s lan-
guage elements used for describing sequences of views were tuned to support
advanced flows of views. Despite adding the capability for conditional branching,
generators were not required to account for this addition at all. In fact, elements
that describe view sequences were removed from the preprocessed model alto-
gether, i.e. generators no longer need to take care of these elements. As a result
of the improved preprocessing, generators have to support the core language
elements only. The overall number of elements in a preprocessed model certainly
exceeds that of its original model. This, however, does not pose a problem since
the preprocessed model is intended for fully automatic generation. These core
language elements not only represent a subset of the overall MD2 DSL, but
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can also be characterised and described in an unambiguous way, such that the
generated apps exhibit consistent behaviour across different platforms.

Reengineering might go beyond the above sketched ideas. With Xbase,
Efftinge et al. propose means to include behavioural aspects in DSLs [21]. The
idea is to keep the high level of abstraction DSLs provide while not being forced
to “fall back” to general purpose programming languages. With “language inher-
itance” from Xtend [21], Xbase could provide new means to extend MD2’s Java
backend. That way, extending the backend’s capabilities would no longer require
modifications to the generated backend code or utilising means such as the gen-
eration gap (cf. Sect. 3). Instead, adjustments are dealt with as first class model
artefacts.

5 Discussion

The presented background and insights allow for a discussion. We first highlight
related work. Then we apply our understanding of MDSD to IS research in
general. This subsequently allows to name limitations and to draw an outlook.

5.1 Related Work

Related approaches have already been named throughout the paper. Neverthe-
less, some light should be shed on closely related work.

Behrens [14] motivates MDSD for creating iPhone apps using applause.
Although its support was extended to Windows Phone and Android, it remains
limited to displaying data. The development process appears to be comparable
to that of MD2 – it is not motivated from a design science perspective, though.
AXIOM [41] takes a more technical way; it features aspects of UML and uses
the programming language Groovy. Employing a graphic modelling interface,
Modagile [2] follows a different approach altogether. However, both Modagile and
AXIOM require manually performed adjustments such as adding code for con-
trol logic or creating mappings for the transformation process. Current progress
has been reported for AXIOM [42], which is promising. Keeping track of the
parallel development of AXIOM and MD2 might yield further insights in the
near future.

Literature on model-driven development of apps is vast; at the same time,
almost all articles only loosely relate to our work for they neither focus on cross-
platform development nor highlight the underlying process. Thereby, they can
also be seen as additional motivation for our work.

Balagtas-Fernandez and Hussmann [11] proposed in 2008 that MDSD is feasi-
ble for mobile computing. Considering the year of publication, this is particularly
notable for closely aligning with the breakthrough of smartphones. Their main
concern, however, were graphical interfaces. Thus, their work can be attributed
to the domain of human computer interaction (HCI). The same is true for the
work by Diep, Tran and Tran [19]. Notable is their focus on cross-platform user
interface generation.
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In alignment with our ideas but with a variety of different focuses, other
authors suggest a higher level of abstraction. This can be recorded for mobile
architectures [20], testing [56], self-adaptivity [26,58], and context-awareness [16,
30]. Some authors also propose specific applications. Examples are a work on
healthcare apps [43] and the general approach of [53] for Android-based devices.

5.2 MDSD in Information Systems Research

MDSD is broadly applied in computer science research. Models are a key concept
in information systems (IS) research. As a consequence, we propose to utilize
MDSD much more in IS projects. In particular, we suggest that modelling in
business terms – e.g. as part of business process modelling (BPM) [12] – and
MDSD are integrated. For the case of MD2, this could e.g. mean that workflows
as modelled in enterprises can be incorporated as the workflow in apps.

The idea to use MDSD in IS research is not new. Castro and colleagues [17]
propose an alignment with “high level business models” in the context of service-
oriented information systems. Despite a different focus, this idea is very close
to ours. Unfortunately, such threads of research do not seem to have been sus-
tainably followed. Moreover, most work explicitly highlights its technical con-
tribution (cf. [64]). This (i.e. the technical contribution) has much merit; in
fact, this paper would not have been written without the technological progress
described as a result from developing MD2. However, it is highly desirable to con-
tribute to theory besides technological progress. In fact, technological progress
and advancements in IS methods can go hand-in-hand.

MDSD in information systems development has been particularly considered
in the area of security [13,23]. Whereas security is a topic within IS research, typ-
ical papers can rather be attributed to computer science and do not much focus
on methodology; generalization consequently focuses on security, not MDSD.

MDSD offers a particularly good background for projects that facilitate
“learning via making” [51, p. 111]. Moreover, it is adequate for coming up with
solutions relevant for business, yet satisficing [59] from a scientific point of view.
In other words: while there are good reasons just from a problem-solving point
of view already, MDSD can iteratively be applied to gain new insights. Business
interest in MDSD had risen [15],3 which helps to disseminate progress beyond
the scientific literature. Moreover, it is very helpful to be able to gain real cases
from enterprises.

MDSD research can draw from a profound theoretical base. At the same
time, its application to so far undiscovered fields only needs to rely on this basis
with regard to methodology or by means of analogies. It thereby aligns with
a strength of design science research in general, i.e. to enable insights without
necessarily relying on a broad theoretical base [63].

Tool support for MDSD is very advanced [44]. As explained for MD2, with
the availability of tools such as Xtext and Xtend many formerly laborious steps

3 Cases are particularly reported for model-driven architecture (MDA) [28], which can
be used in combination with MDSD and underlines the interest.
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are eased; much manual work can be avoided and MDSD prototypes can be
created with a focus on high-level work. In our eyes this is yet another argument
for using MDSD more widely.

The above arguments in combination with our proposal of a nested design
science process (see Sect. 3) led us to a conclusion. We deem MDSD to be very
appropriate for design-oriented research projects in IS research. Reflecting on
the development of MD2, there without question is room for improvement. Nev-
ertheless, the general approach is sound.

5.3 Limitations

Limitations have to be considered from two perspectives. First, some limitations
lie in the approach we took in this paper. Second, there are limitations that are
inherent to MDSD for IS research.

MD2 is a research prototype. As a direct consequence, it inherently has a
work-in-progress character although papers present milestones, which, by their
contribution, mark finished work. The main limitation of MD2 as the case for
our paper thus is the fact that business producibility has not yet been reached.

There are two limitations this paper poses. Firstly, it relies on one main
case and is not quantitatively verified. However, since we present novel ideas,
which should be discussed in detail, we deem a quantitative assessment to be
way too early. Secondly, this paper combines two contributions, one concern-
ing method and one concerning a prototype’s reengineering. An elaborate paper
on the reengineering alone would have made a sound contribution – but for a
computer science audience. A method paper without motivation and case would
have been purely theoretical. Therefore, we have combined method and innov-
ative case. This deliberate choice is a strength of this paper but a weakness at
the same time due to the presentation of more than one message at a time.

Identifying the general limitations of MDSD in IS research is not straightfor-
ward. In fact, the lack of work on this topic is a limitation by itself. Drawing the
border of MDSD for IS would be merely speculative at this point. Therefore, we
will tackle this topic as future work. However, neither do the limitations of our
research hinder its merits nor are the boundaries of MDSD “show stoppers” in
terms of the applicability to IS.

5.4 Outlook and Future Work

As a consequence from our findings, and based on the presented discussion, an
outlook has to be drawn. Much future work remains to be done.

With regard to cross-platform development approaches based on MDSD,
many iterations of designing and iterating will be required before business
producible tools will be available. Moreover, extended qualitative assessment
followed by quantitative studies is required.

While we are convinced of the feasibility of MDSD in app development, it
remains to be seen what future approaches will look like. In fact, in the few years



Reengineering an Approach to Model-Driven Development of Business Apps 27

of widespread usage of smartphones and tablets, the landscape of development
methods, tools, and frameworks has changed dramatically. Whether platforms
will converge so much that cross-platform development becomes unnecessary,
HTML5-based development or a Hybrid approach such as PhoneGap win the
race, or a completely different approach – such as MDSD – taking the lead is
impossible to anticipate. However, the dynamic of change makes research in this
field not only challenging but also exciting.

As a side note, it will also be important to monitor other paradigms. We have
argued that Webapps are appropriate for cross-platform development in some
cases, but problematic in others. Walker, Turnbull, and Sim suggest that users
prefer browsing “normal” Web pages to those that have mobile versions [65]. It
would be interesting to check whether this also applies to using Web technology
as part of cross-platform frameworks that do not use native elements.

There are other approaches that should be closely monitored for further
development. One example is Google Inbox [62]. Based on a Java data model that
is used natively on Android, compilation to JavaScript is performed using the
Google Widget Toolkit [6]. Then cross-compiling to Objective-C using J2ObjC [5]
is conducted. Their conclusion is also true for an MDSD approach. To become
an option, apps need “significant UI independent client logic”, support multiple
platforms, and “must not compromise on user experience and polish” [62].

Besides this general look at mobile computing, we are looking forward to
seeing more IS projects that employ MDSD. Whether we and others can actually
stimulate an increased consideration remains to be seen.

Our own work will continue in several threads of research. Firstly, we will
contribute to the development of MD2, aiming at a new version based on the
reengineering. We also intend to work with partners from industry on its eval-
uation, ideally (and eventually) achieving a version that can be released for
first commercial projects. Secondly, we will continue work on the IS and busi-
ness perspective on cross-platform app development [46]. We seek to foster the
understanding of business apps and of the integration of business processes with
app development and deployment. Thirdly, we plan to intensify our contribution
to the research of methodology for we consider MDSD to be underrepresented
in IS research despite IS’s strong focus on models and modelling.

6 Conclusion

In this paper we presented the background of MD2, an academic prototype for the
model-driven development of cross-platform apps. We highlighted insights con-
cerning the development process and propose its suitability for MDSD project in
information systems research. Moreover, we discussed the reengineering of MD2,
thereby demonstrating the process and contributing to the theory on MDSD in
mobile computing. We amended our paper with arguments and thoughts concern-
ing the status quo of MDSD in IS. While we seek to discuss our ideas, several
threads of future work could also be identified.
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Abstract. Much research has been devoted to the study of methods that help
managing ISD projects. So far, this resulted in a large amount of literature on a
variety of often normative ISD methods, generally categorized into plan-based
and agile approaches. ISD method research has been driven by the common
understanding that a high level of complexity calls for methodologically sound
management and rule-based interaction in the development team. In this paper,
we propose that high levels of inter-organizational and inter-personal trust can
reduce the need for method-based interaction. We present the case of a suc-
cessful ISD project set in a complex organizational setting with high success
pressure. Our findings reveal that when method influence is low and only very
lose control mechanisms are established, the trusting relationships within both
the organizations and the developers highly affect the success of the project.

Keywords: Information systems development � Trust � Control � Complexity �
Project management

1 Introduction

In this article, we investigate the relationship between trust and method-based control
in complex ISD projects. Within information systems research, the study of informa-
tion systems development (ISD) methods remains an active and diverse field of
research. A large number of normative research - often resulting in prescriptive theory
(ISD methods) - aims at guiding practitioners in their ISD efforts with hands-on advice
and concrete techniques. Research in ISD methods has a long tradition and can be
traced back to the early 1960s, when software engineering gradually moved away from
being primarily used and developed by expert engineers and scientists to becoming a
crucial and ubiquitous element of the business world as it is now (Avison and Fitz-
gerald 2006). ISD methods are generally either plan-based (e.g. waterfall, RUP) or
agile (e.g. Scrum, XP) and most are based on the software development life cycle (K.
Beck 2005; Rational 2001; Royce 1970; Schwaber and Beedle 2001).

High levels of organizational and technical complexity in ISD projects point to the
need for rigid and comprehensive (project) management (Ewusi-Mensah 1997; Ralyté
2004). (Benbya and McKelvey 2006) introduced the principle of requisite complexity,
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stating that ISD projects have an intrinsic characteristic which dynamically aligns their
complexity with the complexity of the organizational environment they are embedded
in and its needs. ISD methods include various different techniques and processes that
aim at controlling complexity and thereby reducing project risks, depending on their
nature. These techniques include among others planning exercises (Schwaber and
Beedle 2001), continuous prototyping (Naumann and Jenkins 1982), intensive inte-
gration of the user in the development process (K.Beck 2005), and stage-based
acceptance tests (Boehm 1987).

In line with (Woolthuis, Hillebrand, and Nooteboom, 2005), we argue that these
methods and their techniques can be seen as control in the form of “clauses on the
management of the complex relationship (relationship duration, project management,
project plan…)”. These methods and techniques constitute a specific form of control
that affects the relationship between individuals and organizations (Kirsch 1996).

Organizational research on the relationship between trust and control has found
mixed empirical results, with findings showing that trust and control can be seen as
both substitutes as well as complementing phenomena (Woolthuis 2005).

In this article we use a qualitative single case study approach to provide an in-depth
analysis of an inter-organizational ISD project to widen our understanding of the
influence of trust and control on such projects.

2 Complexity, Control and Trust

ISD is acknowledged as a complex activity. This is due to its often demanding
structural requirements that are likely to dynamically evolve and change throughout the
project. Moreover, ISD projects are subject to changes in the organizational and
technical environment they are performed in.

(Xia and Lee 2004) proposed a framework based on a study of 541 projects to
assess and measure the complexities of ISD projects and find that “the technological
aspects are more apparent…[but] the organizational aspects have more significant
effects on [project] performance and outcomes” (Xia and Lee 2004, p. 69). They
differentiate between organizational and technological aspects of complexity and
account for both the structural and dynamic aspects of ISD that lead to heightened
levels of complexity (see Fig. 1).

(Benbya and McKelvey 2006) focus on the dynamic aspects of complexity and the
continuous evolution of requirements and the project environment. Using the per-
spective of ISD projects as “complex adaptive systems”, a complexity theory of
information systems development is proposed and along with it seven principles to
adapt to the emerging nature of ISD projects: adaptive tension, requisite complexity,
change rate, modular design, positive feedback, causal intricacy, and coordination
rhythms. (Kirsch 1996) points out that the management of ISD is “non-routine and
difficult” and therefore a classic example for a complex task that requires structuring
control mechanisms. This is in line with the history of ISD research into methods,
which are designed to provide such structuring control mechanisms. Control is con-
sidered a key element of ISD research since ISD practices are a “set of socially defined
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ways … that defines outcomes and creates the basis for responding appropriately to
individual circumstances” (Goh, Pan, and Zuo 2013, p. 726).

Control can be enacted in various forms and shapes, broadly understood as
mechanisms that ensure that individuals or organizations act in a desired manner or
pursue defined goals (Eisenhardt 1985; Kirsch 1997; Ouchi 1977). (Costa and
Bijlsma-Frankema 2007, p. 396) define control as “a process that regulates behaviors of
organizational members in favor of the achievement of organizational goals”.

Moreover, (Kirsch 1997) differentiates between four types of control: behavior,
outcome, clan, and self. Behavior control (setting rules and policies to align the
behavior of actors) and outcome control (setting goals and rewards) are considered
formal control modes, while clan control (establishing a common set of norms and
values) and self control (encouraging individuals to align their goals with the projects
goals) are informal modes of control.

Control and trust are two strongly interrelated concepts and are two of the most
studied concepts in the organization and management sciences (Costa and
Bijlsma-Frankema 2007). Trust is often conceptualized as a general psychological state
that influences the behavior of one actor towards others, in particular the willingness to
become dependent or vulnerable to the actions of others (Kramer 1999; Rousseau,
Sitkin, Burt, and Camerer 1998). From an organizational perspective, trust can be
divided into competence trust – the belief in the competence of an actor to fulfill a task
- and intentional trust – the belief in good will of an actor to refrain from opportunistic
behavior (Nooteboom 2002). (Woolthuis et al. 2005) argue that intentional trust as well
as control can occur in a strong/active or weak/passive form: opportunism can be
passive or actively sought, as much as control can be enacted in a weak (e.g. measure
and observe) or strong (e.g. penalty systems) form.

Based on (Mayer, Davis, and Schoorman, 1995), the IS literature often concep-
tualizes trust as an evaluation of integrity, benevolence and competence/ability of an
actor (Wang and Benbasat 2005). (Hung, Dennis, and Robert 2004) consider this the
central route of how trust can be established (integrity, benevolence, competence). In
addition, their concept of trust includes a peripheral route – based on 3rd party infor-
mation, dispositional trust, rule, category and role – as well as habitual route – based on
habit – to create trust.

While one might intuitively expect a simple linear relation, literature presents
mixed empirical results in regard to the trust-control relationship (de Vries, Beunen,

Fig. 1. Taxonomy of ISD complexity (Xia and Lee 2004)
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Aarts, Lokhorst, & van Ark, 2013). Empirical results show that trust and control can be
conceptualized as both substitutes and complements, but previous research often falls
short of explaining why and how these phenomena came into place (Woolthuis et al.
2005). In relation to inter-organizational work and performance, (Vlaar, Van den
Bosch, and Volberda 2007) argue that “trust, distrust, and formal coordination and
control affect interorganizational performance and the interpretation that managers give
to their partners’ behavior” (Vlaar et al. 2007, p. 411).

3 Methodology

Our research aims at investigating the relationship of trust and control in ISD projects
in depth. To do so, our empirical work is built upon an interpretive, single case study
methodology (Yin 2003). Research has found that a qualitative inductive approach is
useful in investigating such phenomena, where the researchers are exploring and trying
to understand “…the essence of the organizational experience, and perhaps especially
the processes by which organizing and organization unfold” (Gioia, Corley, and
Hamilton 2012, p. 16).

(Benbasat, Goldstein, and Mead, 1987) points out that case research is particularly
helpful to generate theories from practice, to answer “how” and “why” questions and to
engage in research areas in which little research has been performed yet. While the
relationship of trust and control has been investigated upon in various fields, empirical
evidence shows mixed results and is often applying quantitative analysis to reveal that
there actually exists a relationship, without providing explanations for it (de Vries et al.
2013; Woolthuis et al. 2005, p. 819). A dominant and comprehensive conceptualization
of the interplay between trust and control has yet to emerge (Long and Sitkin 2006).

Single case studies are appropriate for both explorative knowledge accrual as well
as disconfirmation of hypothesis (Benbasat et al. 1987, p. 372). Due to the ambiguous
understanding of the trust-control relationship we argue that our research can be helpful
for both purposes. First, adding to the empirical body of knowledge by describing the
interplay between trust and control in different practice situations (here ISD) helps us to
grow our understanding of an abstract phenomenon and allows for more insightful
abstraction and generalization. Second, by looking into one critical case and explaining
the specific dynamics of the relationship, we add to the disconfirmation of conflicting
hypothesis in similar settings.

We applied the following characteristics in the selection of a suitable case: high
levels of organizational (and technical) complexity, high levels of trust among par-
ticipating individuals and organizations, and a low level of methodological control.

3.1 Data Collection

Access to case data was secured by one of the authors who was employed in one of the
organizations involved. While not being part of the project at focus, his inside position
allowed uncomplicated access to many documents, protocols and made it easy to
approach interview partners (Louis and Bartunek 1992). Our analysis consisted of two
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main sources. First, we collected a comprehensive dataset of secondary data, including
project plans, documents such as presentations and reports. Moreover, we added
written statements from media outlets (such as newspaper articles) as well as
announcements from company websites to our analysis. Second, we performed four
semi structured face-to-face interviews with people that were directly involved in the
project in different roles and in different organizations. Each interview lasted for about
one hour and aimed at triangulating the different perspectives to the project.

We led the questioning, while maintaining flexibility to embrace issues that emerged
during the data collection. Table 1 presents an overview of interviewees and their
organizational roles. In addition, one co-author’s involvement in one of the companies
helped to a great extent to understand the overall organizational setup.

4 The tranZIT Case: Description and Results

Our case study describes the development of a mobile payment solution (further called
tranZIT). The project was conducted as a co-operation between 76 actors in the
banking sector in a Nordic country. Out of the 76 participating banks, only two were
big enough to represent their interests individually in the project, while the other banks
were represented by 2 associations, comprising 70 and 4 banks, respectively. At the
time of the project the market for mobile payment technologies was highly competitive
and contested, with both national and multinational players competing to first release a
solution and gain first-mover benefits. The largest national bank, which was not part of
this project, had begun developing a mobile payment solution which led to the rest of
the actors in the national banking industry joining in this co-operation to catch up. The
combination of these circumstances put considerable pressure on the tranZIT project,
primarily in terms of ensuring timely development (beating the competition), keeping
the project organization together (number of client organizations) and providing the
requested functionality and quality of the system (to secure sustainable and long term
operation).

4.1 Setup of the Project: Organizational Complexity

Development of tranZIT was out-sourced to five software engineering companies, who
were commissioned to develop the joint mobile payment solution together. The banks

Table 1. Description of interviewees

Interviewee Role and responsibilities

I_1: Senior
Specialist

Permanent member of the Bank Steering Committee

I_2: Liaison
officer

Team leader and liaison between the IT group and customers, as well as a
member of the Bank steering committee

I_3: Project
manager

Project manager in one of the development projects and permanent
member of the IT group.

I_4: Developer IT developer in one of the projects of the IT group.
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had a history of working together with these five software companies on earlier indi-
vidual and shared projects. To fit the needs of all banks involved, the new solution had
to be designed as to integrate with five different banking systems that were in use by the
banks, as well as give each bank the possibility to add their own customized features,
while at the same time securing that all users across banks had one common user
interface to access the solution.

The organizational structure of the project in combination with the large amount of
technical challenges added to the complexity of the project. Moreover, the competition
for first-mover advantages in the national market put considerable success pressure on
the project.

A project-organisation was established with a three-layer hierarchy and so-called
steering committees on each level. Each steering committee contained representatives
from the four largest participating banks in the project. Decisions had to be based on
consensus because of lack of formal leadership and hierarchy. A sketch of the project
organization is given in Fig. 2.

The top layer (political steering committee) was responsible for strategic decision
making and its members were the CIOs of the project organizations; the second layer
(bank steering committee) was in charge of tactical and operational decisions. The
groups on the third layer comprised an IT group, a law group and a marketing
group. Due to our focus on the ISD part of the project, the insights into the IT group are
most relevant and therefore form the base for our interviews.

The business and technical requirements were initially set up by the Bank Steering
Committee in a single document named “tranZIT-scheme”, which continuously

Fig. 2. Organizational setup
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evolved during the project. The roles, rights and duties for the participating actors were
described in this document. In Table 2, each of the layers are described, their role and
responsibility in the project, their meeting activity and form, and the members of the
layer.

4.2 Project Management, Method and Control

Due to the high time pressure, the development of tranZIT started without a formal
organisation and formal agreements.

The participating banks made a strategic decision on the importance of this project
and that was the basis for initiating the tranZIT project. The development began
without a formal setup but was based on a strategic decision made by the four or-
ganisations with 76 banks behind it. It was agreed that these four organizations could
decide on the requirements of the solution for the rest of the banks.

A strategic decision was made to incorporate the app in the banks mobile banking
solutions. The partners agreed to split the expenses according to a scheme, which had
been used in previous projects. If a bank did not comply with the standards in the
agreement, it could be excluded from the joint venture by the other banks. It was also
decided on the strategic level that it was important to be first in the market for mobile

Table 2. Steering committees and interaction styles

Organizational
layer

Role & responsibility Meeting
activity &
form

Members

Political
steering
Committee

Initiation of project Incident
driven

4 CIOs

Solves disagreements Face to face
meetings

Bank Steering
committee

Business requirements. Fixed
meetings
every
week

Senior specialists or
executives of the 4 largest
companies. Chosen by their
competences.

Communication.
Approve milestones
and changes

Face to face
meetings

IT group Responsible for the
development in the
underlying 5
development projects.

Fixed
meetings
every
fortnight.

Project managers from the
development teams in the 5
IT-houses

Face to face
meetings

Project level Developing the IT
solutions

Project
work
with
stand-up
meetings

Project managers, business
consultants & developers
situated in 5 different
IT-houses
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payment solutions. The strategy was quite clear but other than that not much was
decided, as there was no traditional business case or project statement.

The project evolved around a central working document called tranZIT-scheme
(tranZIT agreement) which was dynamic and updated continuously. The participating
banks had a joint ownership of the tranZIT-scheme.

The tranZIT-scheme contained both business and technical requirements and a
description of roles, rights and duties for the participating banks in tranZIT. It was used
as a common document that was accessible to all layers in the organisation. When a
decision was made on one level it would be available to the other levels. It was
communicated through meeting summaries and through the tranZIT-scheme. When a
version of the tranZIT-scheme was published it would be available to the other levels.
As there were no formal leaders on each level the decisions were made in consensus.

Table 3 gives an overview of the control types and modes after (Kirsch 1997) that
we could identify in the tranZIT project.

Table 3. Control types and modes in the tranZIT project

Formal Informal Mode
Behavior Outcome Clan Self Strong Weak

There was no predefined and
formalized method, so the
project evolved from the
simple organisational setup.

x x

If a bank does not comply
with the tranZIT-scheme,
they could be excluded from
the cooperation.

x x

The business requirements
were negotiated, approved
by consensus and
documented by the Bank
Steering Committee.

x x

There were no formal
precautions if one of the 5
IT project groups didn’t
perform to meet the agreed
milestones set in the
steering committee and IT
group

x x

Information from the weekly
meeting in the Bank
Steering Committee where
shared in a summary that
was mailed to the members
on all layers.

x x

The tranZIT-scheme was
updated every week if there
were any changes

x x
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4.3 Trust

External Pressure and Need for Co-operation. The fact that the competition was
already working on a solution and high pay-offs for the first market entrant were
expected created a common goal, to beat the competition together. The formation of a
“we are all in the same boat” atmosphere helped greatly in the achievement of com-
promises within the project organization. This is illustrated clearly by statements from a
member of the bank steering committee, who states that “…the fact that [largest
national bank] were developing their own app has pushed the project and the process
extremely, which is quite healthy” and furthermore: “It is very simple – we have stood
together without any problems. A common outer enemy creates inner unity”.

As one interviewee phrased it, there was a shared understanding that the project
could only be successful if all banks would co-operatively work together [against the
competition]: “it was a necessity for success that all banks participated in the project”.

The external pressure not only led to the initial formation of trust but also influenced
the trusting relationship throughout the project, as this statement from a manager
illustrates: “…in the beginning it was only a little common content in the app. Each
bank could make own solutions. But no one did”.

Prior Relationships and Expected Future Collaboration. Due to the small size of the
national banking sector, many of the involved actors knew each other from earlier
encounters or jobs. This is expressed best with the statement of a project manager:
“I know them better than my own colleagues”. Moreover, the same interviewee also
pointed out that it is not only these past relationships that add to the current level of
trusted co-operation, but also the expectation of future encounters: “We know that we
will work together in the future”.

High Level of Management Commitment. In addition to inter-organizational trust, there
was also a clear commitment from top-level management to the project from the very
start. This was even surprising for some developers, saying that “Resources were easily
accessible in the project, which is a bit unusual.” and “When we needed an extra
resource we got it right away”.

Easy Compromising. The organizational setup of the project (as described above)
made it necessary to either establish clear decision authorities or share a high level of
common understanding among the participants of the project. In the tranZIT project,
the participating banks agreed that decisions had to be taken in consensus. This led to
the creation of “some common values in the project” and the common focus on the
deadline of the project. Furthermore, throughout the project the partners moved from
cautious co-operation to intensified co-operation in future projects: “Now we only talk
about common solutions and we only develop common solutions. It was necessary for
[this project] and is in common interest”.

Openness and Reliability on Partners. The distribution of development tasks among
different organization poses a challenge for many ISD projects. The reason for the
tranZIT project to be successful was found by one of the developers to be the openness
and trust among the different IT-houses, or as he formulated “We worked close together
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with the other IT-houses and met often to share our coding” and “We trusted the
information we got from the other IT-houses”. Additionally, he attributes the high
amount of openness to professional pride and what can be interpreted as friendly,
internal competition, saying that “…there is a large professional pride among the
developers from the different IT-houses … we wanted to be the one who solved the
problems and made the good solutions and then we shared it with the others so they did
not have to make the same mistake and off course so they also could finish in time”.

Table 4 presents our analysis regarding trust to the literature presented in Sect. 2.
We find that most trust is based on the central route (Hung et al. 2004), pointing to the
fact that project largely benefited from prior shared work experience of the actors. Our
findings reveal that these prior evaluations of each other’s benevolence, competence
and integrity led to both competence and intentional trust (Nooteboom 2002).

Table 4. Trust sources and types in the tranZIT project

Source Type
Peripheral Central Habit Competence Intentional

The four members of the
Political Steering
Committee were given
the “permission” by the
participating companies
to initiate the project

x x x

All participants are from
the banking sector and as
such have existed for
years and have had
several joint projects in
the sector before

x x x

“We share the same
professional competences
and pride, which gives a
close relationship.”

x x

“I had closer professional
relations with people
from the other companies
than my own colleagues
due to prior
co-operation”

x

“The best people were
assigned to the project
and resources were easy
accessible”

x (x)* (x)*

(Continued)
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5 Conclusion and Future Research

This study investigates the relationship of trust and control in a complex,
inter-organization ISD project. In depth analysis of a single case study provides
detailed insights into the mechanisms of control and trust. We find that even in highly

Table 4. (Continued)

Source Type
Peripheral Central Habit Competence Intentional

The members [of the
committee] were chosen
because of their
competences and
experience. Some were
permanent members and
others shifted during the
project

x x

“Initially we tried to only
share the absolute
necessary information
between actors but ended
up with sharing
everything that could be
important for the others”

x x

“We shared business and
technical information as
well as customer data to
ensure we would succeed
with the project”

x x

“The frequent meetings had
a positive impact on the
relationship between us”

x x

“They see each other more
as colleagues than
competitors because they
worked together before
and will do so again in
the future”

x x

The development groups in
the different IT-projects
shared information about
best practice and
problems that arose in
order for all to reach their
goal as soon as possible

x x

* the term “best” is ambiguous and can refer to both types of trust
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complex organizational settings, certain types of trust can act as a substitute for control,
thereby reducing project risk and adding to project success. We contribute to literature
by adding to the understanding of the relationship dynamics between trust and control.

Our findings show that when only weak (behavior) control is defined, trust based on
experience can substitute control. We point to future research to validate this finding,
especially by testing the quality of peripheral or habitual trust as a substitute for control
mechanisms.

Moreover, we were able to observe spillover effects that arose from high levels of
trust in the project, such as continuous commitment to future collaboration. These
effects are currently under-researched and call for investigation.
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Abstract. Quality management is a philosophy of enterprise management that
has been developed since the second half of the 20th century. Methods of quality
management have been normalized in particular countries as well as globally. At
present the most popular system of the normalization is the family of standards
issued and updated by the International Organization for Standardization (so-
called ISO 9000 quality management). The implementation and maintenance of
the certified quality system is an expensive process burdened with a heavy work‐
load and it does not always bring the expected results. Many authors underline
the fact that one of the main reasons for the lack of effective operation of the
quality system is the defectiveness of the information system, in particular they
highlight problems with maintaining control over the required documentation,
the quality process realization that is too labor-intensive, and an inadequate way
of training employees. The objective of this paper is to define the requirements
and the scope of IT tools that can solve the above mentioned problems. These
tools are defined as Quality Management Support Systems (QMSS). The main
aim of the first part of this paper is to review the most important ISO 9000 norms
in the context of requirements that should be met by QMSS. The second part of
this paper proposes the main functions and components of such systems and types
of interfaces between them and other IT tools inside a given enterprise. In the
conclusions of this paper possible implementation strategies of QMSS tools are
presented.

Keywords: Quality Management Support Systems (QMSS) · TQM · ISO 9000 ·
Process approach · ERP

1 Introduction

Total quality management is a philosophy of enterprise management that has been
developed since the second half of the 20th century. TQM is a management approach
of an organization centered on quality, based on the participation of all its members and
aiming at long term success through customer satisfaction and benefits to all members
of the organization and society [1]. All the workers of a given organization are involved
in TQM through team work, commitment, self-control and training [2]. Due to the fact
that throughout the years a massive amount of theoretical knowledge and practical
experience in this field has been accumulated and due to the strategic importance of this
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management method in the era of the highly competitive market, quality management
has gone through the process of normalization in most countries, including Poland. At
present the most popular system of the normalization is the family of standards issued
and updated by the International Organization for Standardization1 (so called ISO 9000
quality management). According to the ISO Survey of Management System Standard
Certifications [3] in 2013 over 1.1 million organizations (in 187 countries) held the ISO
9001 certificate. Right now in the EU having this certificate is a legal requirement when
participating in the supply chain in some sectors. In other business sectors having that
certificate gives a competitive advantage when competing for clients. ISO 9000 norms
can be used in any organization type or business sector. In some sectors such as health‐
care services, defense industry, or food industry ISO norms can be introduced along
with specific industry norms. This paper analyzes ISO 9000 norms in the context of
requirements that should be met by dedicated IT tools which are defined in this paper
as Quality Management Support Systems (QMSS). The basic requirements that are to
be met by IT tools that are stipulated by ISO 9000 are also valid for companies following
other quality norms e.g. IS0 15 000, QS or HACCP.

According to ISO norms the basic rule of quality management is a process approach
to a given enterprise. The most important processes, starting with customer service,
should be subject to permanent monitoring and continual improvement. In order to
achieve it a particular company should create their enterprise process model, define in
detail procedures of main processes and describe quality indicators. The next step is to
equip all the company workers with this knowledge in the form of proper manuals,
regulations and training. In practice the quality management system is a set of many
documents, in some cases thousands of documents, which are repeatedly updated and
whose content should be accessible to all the workers at all the positions and worksta‐
tions.

Requirements that are to be met in accordance to the quality norms by the organi‐
zations going through the implementation process are very labor-intensive and call for
a large number of various resources. Petkov [4] describes that the problems during the
introduction of the system for quality management are defined as considerable increase
of the work related with creation, cultivation and preservation of large amount docu‐
ments, lack of experience of the staff, informal management and communication
approach, insufficient number of employees for all activities, complicated and slow
system for documentation, confirmation, verification and control. At the same time many
completed implementations do not bring the expected long-term pro-quality results.
Chow-Chua, Goh, Boon Wan [5] underline the fact that one of the main reasons for the
lack of effective operation of the quality system is the defectiveness of the information
system, in particular they highlight problems with maintaining control over the required
documentation, the quality process realization that is too labor-intensive, and an inad‐
equate way of training employees. According to Wawak [6] one of the reasons for
unsuccessful implementation of ISO 9000 norms is the lack of effective monitoring of

1 International Organization for Standardization (ISO) was founded in Geneva in 1947 by the
United Nations Standards Coordinating Committee (UNSCC). ISO is an independent non-
government organization having 163 countries as its members.
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documentation. The lack of documentation is understood as the incompleteness and the
out-of-date status of documentation and its inaccessibility to the workers.

The above mentioned flaws can be eradicated by implementing an adequate IT
tool that supports quality management comprehensively. The first chapter of this
paper discusses main rules connected with quality management stipulated by ISO
9000 norms determining requirements concerning IT tools i.e. a process-based and
system approach, continual improvement, customer orientation and involvement of
people [7]. The next chapter makes an attempt at defining the concept and the scope
of QMSS, giving the characteristics of selected functional areas and interfaces with
other IT systems in the organization. The last part, based on the author’s own expe‐
rience and an analysis of the IT market in Poland, is an attempt to show strategies
chosen by companies when dealing with the process of QMSS implementation.

2 The Concepts and Requirements of Quality Management
According to ISO 9000 Norms that Determine the Scope of QMSS

2.1 The Concept of the Quality Management System and Its Main Principles

When it comes to formal aspects ISO 9000 norms is a set of three documents (in whose
titles are also mentioned the actual yearly dates of their publication; all quoted versions
are the most recent ones):

• ISO 9000:2005 - Quality management systems — Fundamentals and vocabulary,
• ISO 9001:2008 - Quality management systems — Requirements,
• ISO 9004:2009 - Managing for the sustained success of an organization — A quality

management approach.

ISO 9000 is a glossary of key concepts for quality management as well as a source
showing relations between these concepts. ISO 9001 is a set of requirements to operate
a quality management system (QMS) and is the basis for its certification. ISO 9004 does
not set out requirements, but only presents guidelines concerning increasing the effec‐
tiveness of the company, going beyond “minimum” requirements of ISO 9001.

Hence, presenting the definition of QMS one should refer to ISO 9000. According
to this norm QMS is a management system (a set of interrelated or interacting elements
to establish policy and objectives and to achieve those objectives) used to direct and
control an organization with regard to quality [7]. Some authors, including Wawak [6]
indicate some drawbacks of this definition as not being in accordance with the definition
of the system and management. He offers the following definition of QMS: it is a
subsystem of the organization management system. Its main tasks include the identifi‐
cation of reasons for incompatibility or disagreement in processes (among others quality
disagreements or incompatibilities) and prevention of functional errors in particular
areas within the enterprise. This last definition shows better the place of ensuring quality
in the management system of the organization and its process character and at the same
time this definition is a better basis for determining requirements for IT support systems.
Analyzing the basic principles of QMS it is worth drawing one’s attention to eight quality
management principles which form the basis for the quality management standards
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prepared by ISO. These principles have been defined by ISO 9004:2009 [8]. Following
the objectives of this paper four of these principles are mentioned as the ones which
directly generate requirements concerning IT tools:

• process approach (principle 4),
• system approach to management (principle 5),
• continual improvement (principle 6),
• involvement of people (principle 3).

2.2 System and Process Approach

The above mentioned definitions and principles contained in the norms show that quality
management is a process of continual improvement that aims at satisfying the customer’s
needs in a better and more efficient way. The latest version of ISO 9000 norms are shown
on the basis of this cycle [7]. The diagram below (Fig. 1) shows the model of process-
based quality management based on the ISO 9000 norm.

Management
responsibility

Continual improvement of the quality 
management system

Measurement,
analysis and 
improvement

Resource
managementCustomer

Requirements

Customer

Satisfaction
Product realization Productinput output

Fig. 1. Model of process-based quality management (based on [7])

The presented model shows 3 types of processes: operational (product realization),
supporting (resource management) and management (management responsibility). An
additional group presented on the diagram are the following processes: measurement,
analysis and improvement. In the further part of this paper this group of processes will
be referred to as continuous improvement processes. The classification of these
processes is in line with Business Process Orientation (BPO), present in other manage‐
ment methods such as Business Process Reengineering (BPR) or Lean management.
TQM is also seen as one of the main methods of BPO [9].

When it comes to describing QMSS requirements it is worth noticing that for many
years now companies have been using tools that aid operational, supporting and manage‐
ment processes. The most popular systems servicing main resources and processes are
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integrated systems of Enterprise Resource Planning (ERP). Since the 1990s companies
have been implementing Customer Relationship Management (CRM) systems focused
on supporting the process of customer service operations and an analytical service of
the customer database. It is worth, at this point, assuming that the role of QMSS is not
to overtake the function of the above mentioned systems, but to complement them with
functions required by quality management norms. Operational processes, e.g. customer
service, product or order realization, will always be within the domain of ERP or CRM
systems. QMSS, apart from their specific “quality” functionalities, will in many places
get data concerning resources and measures of realized processes from other company
systems. The QMSS will have many common areas (interfaces) with ERP or CRM
systems. In the further part of this chapter the content of ISO 9001 is analyzed, in partic‐
ular Chaps. 6–8, which define requirements concerning three groups of processes:
resource management, product realization and measurement, analysis and improvement.
This analysis will focus on common areas for QMSS and other systems.

2.2.1 Human Resources
Employees are mentioned, by the norm, as the first resource from all the group of
resources [10, Chap. 6.2]. The importance of human resources has already been
mentioned in the basic principle of quality management - involvement of people.
According to this principle employees have a direct influence on the product quality and
therefore they should have appropriate education, training, skills and experience. The
basic information about each employee is in HR modules of ERP. However, most often
it is only the data that is required by the labor code or accounting and tax regulations.
Competence models, career paths, internships or various types of employees’ certifica‐
tions are the data whose record is the requirement of the norms and that determines their
service within QMSS. These systems should however have an interface that gives access
to employees’ data from the ERP system in order to preserve integrity and cohesion of
that data. An additional requirement of the norms is each time the evaluation of actions
taken to increase the employees’ competence in the form of verification tests or training
evaluation questionnaires. Such functionality will be treated as the main area of QMSS.

2.2.2 Infrastructure
The next resource listed in the norms is infrastructure, that is buildings, workspace and
associated utilities, process equipment (both hardware and software), and supporting
services (such as transport, communication or information systems) [10, Chaps. 6.3 and
6.4]. The service of all the above mentioned elements is within the domain of ERP
systems. However, if there is a need to save additional attributes of infrastructure
required by industrial norms, e.g. certificates, technical handbooks, they can be kept in
QMSS equipped with an interface that has an appropriate component of the ERP system.

2.2.3 Customer
The next resource listed in the norms is the customer and all customer-related processes
[10, Chap. 7.2]. The norm sets a very early time for the control of the process of customer
service already at the stage of establishing requirements concerning the product and
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revision of customer requirements before committing to deliver the product to the
customer (e.g. before submission of tenders, acceptance of contracts or orders, accept‐
ance of changes to contracts or orders). The norm, in a separate paragraph, defines
elements connected with customer communication, which the organization should
precisely define and implement. These elements are:

• product information,
• enquiries, contracts or order handling, including amendments,
• customer feedback, including customer complaints.

Analyzing this rule it is quite noticeable that the described processes concur with the
scope of CRM systems. However, QMSS will service some extension processes required
by ISO norms. It can be clearly seen when looking at the process of customer complaints.
The aim of the CRM system will be the service of the complaint, reviewing it and
handling it when dealing with the customer. The complaint that has been made starts a
typical quality process of servicing nonconformities and taking corrective actions to
ensure that nonconformities do not recur. These processes are clearly defined in the ISO
norms and in the area of continual improvement. They are typical of QMSS. The
processes of nonconformities are discussed in Sect. 2.3.

2.2.4 Suppliers and Purchasing Process
Basic rules of quality management indicate that the quality of the purchased material,
the supplier’s competence and the purchase procedure itself have an enormous influence
on the realization process and eventually on the quality of the product that the client is
offered. The norm stipulates that the organization should evaluate and select suppliers
on the basis of their ability to deliver the product that is in accordance with the organi‐
zation’s requirements. Criteria for selection, evaluation and re-evaluation shall be estab‐
lished. Records of the results of evaluations and any necessary actions arising from the
evaluation shall be maintained [10, Chap. 7.4]. The purchasing process itself should also
follow an appropriate quality procedure. In the context of the IT support of purchasing
processes the main service tool will be the ERP system, where we record information
about suppliers, warehouse records, planned supplies and operational purchasing
processes. The procedure of selection and evaluation of the supplier together with its
cyclical verification will be within the scope of the QMSS. Operational control of the
purchased materials is conducted by the warehouse workers as one of the steps of the
process at the moment of receiving the supplies. Control results should be recorded in
the ERP and simultaneously made accessible to read and analyze further within the
QMSS.

2.2.5 Production and Service Provision
The design process and production (including service provision) definitely have the
greatest influence on the quality, and subsequently on the customer satisfaction. Quality
management theory has worked out many tools and methods used in the quality control
of products and processes. Control cards, Ishikawa diagrams, methods such as FMEA
and ABC are just some of the statistical and organizational tools used in quality
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management [2, 11]. ISO norms neither refer to nor show any particular tools, but they
provide a framework for the design and production processes. The norm [10, Chap. 7.5]
stipulates that the organization shall plan and carry out production and service provision
under controlled conditions. Controlled conditions include, among others, the availa‐
bility and use of monitoring and measuring equipment and an appropriate procedure for
the verification of products. The norm also focuses on the identification of the product
throughout the entire production process. The identification requirement in case of a
nonconforming product makes it possible to find out precisely at which stage, from
which materials and by whom the particular product has been made. The service of all
production stages from scheduling to realization is the scope of ERP systems. ERP
systems through the mechanism of lot numbers or product characteristics solve the
problem of product identification in processes. In many cases ERP systems have inter‐
faces together with monitoring and measuring systems installed on the production lines
and thanks to that the results of quality control can be recorded in one integrated ERP
database. QMSS will service further steps of the control of a nonconforming product
which starts after finding a non-conformity at any design or production stage. Since the
source data concerning the product and process are kept within the ERP system. QMSS
must have an appropriate interface with the former that gives access to source data. The
procedure of taking corrective and preventive actions in QMSS is described in Sect. 2.3
of this paper.

The diagram below (Fig. 2) presents the place of QMSS on the map of IT systems
in the enterprise with highlighting common areas between which the interfaces should
function.

Quality Management 
Support System 

(QMSS)

Verification
of Purchased 

Product

Infrastructure

Enterprise
Resource
Planning

(ERP)

Purchasing

Production 

Human
Resource

(HR)

Select
Suppliers

Control of 
Production 
(Monitoring

and Measuring)

Competence
and Training 

  Assets

Customer Relationship 
Management

(CRM)

Customer 
Complaints

Customer 
Satisfaction

Common areas

Fig. 2. Interfaces between QMSS and other enterprise IT tools

2.3 Continual Improvement

Continual improvement, in accordance with ISO 9000:2005, is the repeated action aiming
at increasing the organizational capability to meet quality requirements and satisfy
customer needs in a better way. This requirement calls for cyclical control of operation
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of all elements of the quality system, procedures, construction processes as well as
employees’ qualifications in order to find a more effective mode of operation [7]. To
complete this task the organization should use [12]:

• results of internal and external audits of particular areas of operation as well as the
management system itself (so-called management reviews),

• analysis of measuring processes defined in the quality policy,
• analysis of corrective and preventive actions.

Each mentioned action generates a requirement for QMSS.

2.3.1 Servicing Quality Audits
Planning and monitoring of realization of all types of audit actions in the enterprise is
the role of the Quality Manager. All areas of operation in the enterprise within the quality
management system should be audited. Quality audits, both external and internal, are
planned in the yearly perspective (audit program. Creating an audit program (taking into
consideration the status and importance of the processes and areas to be audited, people
and places to be audited, managers of the audited units and auditors themselves) is a
very labor-intensive and time-consuming task. Hence, computer-supported scheduling,
defining user tasks and monitoring task realization is the main requirement for QMSS.
Each audit requires creating a series of documentation: programs, plans, reports and in
many cases taking corrective or preventive actions. Documents are edited and accepted
by all the audit participants. QMSS will be required to service the typical workflow
process, where the workflow engine manages and sends information and documentation
between the Quality Manager and other audit participants. All the other documents
should be saved and updated in the electronic repository.

2.3.2 Monitoring Quality Measures
Monitoring measures of processes and products means collecting and analyzing the
values of measures set for controlling processes. Source data collected during the opera‐
tional realization processes can come, as described in Sect. 2.2, from ERP and CRM
systems or other specialized IT systems. Within its main scope QMSS find information
deliberately collected for the needs of quality norms, so-called quality records. Quality
records include results of customer satisfaction surveys (in various questionnaire
formats), evaluation of suppliers, received customer complaints, controlling processes
of non-conformities and corrective action reports. Quality records are source data for
auditors and management reviews. The key requirement for QMSS comes from the fact
that analyzed data is kept in various IT systems of the given enterprise. Hence, another
requirement is to create an interface that allows to integrate data and reports from
heterogenic database environments.

2.3.3 Corrective and Preventive Actions
Implementation and analysis of corrective and preventive actions taken after finding
non-conformities (or the risk of non-conformities coming into being - preventive
actions) in a product, service, procedure, or quality management documentation. Quality
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norms make it obligatory to create a procedure that is dedicated to corrective and protec‐
tive actions (obligatory procedure). That procedure consists of several stages and it often
involves a number of employees from different enterprise departments. The procedure
includes the explanation of the causes of non-conformities and reasons for which non-
conformities have come into being, implementation of corrective actions removing
causes of non-conformities, and multi-level evaluation of these actions (at different
points in time). Steps of the procedure are properly documented (so-called corrective
action cards). In the context of the requirements that are to be met by QMSS the correc‐
tive action procedures are a typical workflow process, where around the document of
the corrective action card the distribution of tasks for employees delegated by the Quality
Manager is realized together with the time control of realization, reminder mechanisms
and escalation.

2.4 Documentation of the Quality Management System

Documentation is a very important and labor-intensive element in creation and main‐
tenance of the QMS. Documentation in the QMS is a tool that enables the control of its
operation [13]. The main tasks of documentation include:

• the possibility to demonstrate conformity with the requirements of corresponding
norms;

• the possibility of conducting audits, monitoring and controlling;
• making modes of operation uniform within the organization;
• increasing the effectiveness of employees’ training programs.

The QMS documentation [10, Chap. 4.2] includes documented statements of a
quality policy and quality objectives, a quality manual (QM), documented procedures
and records. When it comes to strategic importance the most significant document is a
quality policy, which at the same time is a part of organizational strategy. The operational
structure of the system is presented in the QM. The QM is usually constructed in a way
analogous to the chapters of the norm [2]. In most organizations the QM does not contain
all the specified procedures, but only references to their content (the procedures them‐
selves are appendices). When it comes to procedures they contain references to instruc‐
tions and required forms. The author’s practical experience, gained at an enterprise in
the medical sector, shows that the full quality documentation for one accredited labo‐
ratory unit consists of 1,100 of documents, with the total number of 2,500 of pages (the
company has several accredited laboratories). The importance of documentation is
emphasized by the norms themselves, which specify the principles of control of docu‐
ments [10, Chap. 4.2]. Within the control and supervision of documents it is stipulated
by the norms that quality documents shall be: supervised, identified, readable, accessible
and protected.

• Supervised - it means that competent employees should approve each created docu‐
mented from the formal point of view (conformity with the norms) and when it comes
to the substance (conformity with the specificity of the process it concerns). The final
level of approval is in the hands of the top management. That final level of approval
means that the document is ready to be applicable. Each time the content of the
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document is changed the whole approval process should be repeated. In the QMSS
context these requirements can be described as document collaboration and workflow
with the definable process of approval.

• Identifiability of the document consists in marking it with a unique symbol and
number accordingly to the policy agreed on in the organization. Identifiability
concerns all documents linked with the quality manual as well as all kinds of opera‐
tional documents or quality documents (e.g. corrective action cards). Specifying
requirements concerning QMSS it is visible that its central part should be the docu‐
ment repository together with the whole set of library services (versioning, blocking,
parallel work, archiving).

• Readability and comprehensibility of documents comes from their intended use
for all the organization employees. The current trend is to describe processes and
procedures with the help of graphic methods, which in a more comprehensible way
illustrate the dynamic character of the process and the roles that the users play in it
[14]. This particular aspect is more broadly described in Sect. 2.5.

• Accessibility means that the documentation should be available at points of use to
every employee who participates in processes involving QMS. In the context of
QMSS the IT tools should give access to the quality document repository with the
help of the browser interface since not all workers have their own computer work‐
station. Access with the help of the browser allows the organization of multi-access
workstations (so-called kiosks), which the employees could use to get acquainted
with the documents or participate in training. Currently more and more logistics or
production workers are equipped with mobile devices which support operational
processes. Mobile access to the QMSS functions (client applications for Android,
IOS or Windows 8) will be the most convenient access to quality information for all
these groups of employees.

• Security. The quality documentation should be protected from unauthorized access.
Especially when it comes to collecting source data about customers, suppliers, serv‐
ices realized for them and complaints we deal with sensitive personal data and confi‐
dential data protected by legal contracts. Archiving documents, which is regulated
by appropriate internal procedures and results from specific legal acts, is also a very
important issue. Due to the earlier discussed requirements, in particular accessibility,
the QMSS tools should have very well developed users’ authorization mechanisms,
which define what type of information and documents are accessible to given groups
of users.

Summarizing the importance of documentation in quality management and excep‐
tionally restrictive and formal approach to documentation supervision it is worth stating
that computerizing this area will be the main and leading requirement for QMSS.
Analyzing the detailed requirements described above one can see that they overlap with
the functional domain of the Enterprise Content Management (ECM) platforms [15].
ECM consists of the following components: document management, workflow /business
process management (BPM), records management, web content management (WCM)
and social content social. Analytical studies of the ECM market show that one of the
main functional areas developed on the ECM platforms is quality management [16].
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2.5 Modeling Organizational Processes

In order to implement properly quality management the organization should start this
project from building a process model together with its connections. At this point the
organization builds a main process model, so-called process map, and specifies main
processes in the form of procedures and instructions. From the initial steps of the
implementation procedure comes the requirement for QMSS, which can be described
as the ability to model organizational processes. Currently, for better comprehensibility,
process maps and procedures showing process steps are presented in the graphic form
(block diagrams, BPMN) [14]. Hence, creating diagrams should be supported by IT
tools which have additional functionalities to monitor the conformity of the diagrams
with the approved methodology and link diagram elements with other quality docu‐
ments.

3 The Scope of QMSS

Summarizing the requirements resulting from the standardized quality management
system the following definition of the QMSS tools can be proposed. They are IT tools
supporting the realization of quality processes and management of quality information,
mainly in the form of documents which are required and defined in the quality policy
of the organization. Their base is Quality Document Repository (QDR), which stores
and gives access to documentation as well as quality records required for the realization
of the quality policy. QMSS service continual improvement processes of the quality
system, i.e. quality audits or corrective and preventive actions. QMSS monitor and
collect values of measures of operational processes, frequently with the help of interfaces
with other IT systems in the enterprise. Figure 3 presents the modular structure of QMSS.

The central place in the presented structure is occupied by QDR in which quality
documents and collections of quality records created inside and outside QMSS are
stored. The repository should provide a full range of library services for the stored
documents and records: cataloging, categorizing, indexing (for advanced search),
version control, security rules and auditing information. The above mentioned library
services will be mainly used by modules of Creation and Control as well as Distribution
of quality documents. An important option is access to QDR not only through the Internet
browser, but also from the level of mobile systems. The module servicing the process
of creation of quality documents should have the defined process of workflow, which
would transfer documents between the subsequent creation, opinion and acceptance
roles. The required function of this module is its integration with popular office packages
(i.e. MS Office, OpenOffice). The Distribution module will service access to new and
modified documents for different groups of users. Events of distribution of new and
updated documents should function as system tasks, which have the end date of reali‐
zation, reminder and escalation mechanism (also through mobile devices).

At the stage of creating quality documentation a very big role would be played by
the module of Modeling Processes. In it with a help of selected graphic notations quality
specialists would create a map of processes and other graphic elements of procedures
and instructions. Diagrams would be added to the created documentation.
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The Audits module would ensure the preparation of a long-term program of audits
(in the form of a schedule) for all areas of the organization. Subsequently it would
support the auditors in the creation of plans, audit realizations and post-audit reports.
The Audits should also manage the workflow process defined for various types of audits.
Documents created during the audits will be sent to the QDR.

The Corrective and Preventive Action module allows to register non-conformities
found during any given process by any given employee. Each non-conformity is reported
and as a result the procedure of corrective and preventive action is started. Procedure
realization is the defined workflow taking the examining steps, starting corrective actions
and their control between indicated users.

The set of modules collecting quality records in operational processes from common
areas of operation with the ERP and CRM systems will have three possible options. As
far as the first option is concerned, assuming that in a particular organization the infor‐
mation required by quality management is not collected in the ERP system, QMSS
modules will service the registration and distribution of such data. The second option -
QMSS modules will use data entered in the above mentioned systems through suitable
interfaces. The third option is the mixed one. Using the Competence and Trainings
module as an example one can imagine the situation where competence data will be
stored in the HR module of the ERP system while recorded and internally evaluated
training will be stored in the QMSS.

The Analysis and reporting module will allow to generate any reports used to monitor
the entire quality system in the organization. The main source of data will be QDR.
However, through the created interfaces source data can be taken from other IT systems
of the organization.
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Fig. 3. The modular structure of QMSS
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The Change Management module will support the realization of continual improve‐
ment tasks, which will require long-time planning and the involvement of many people
and resources. The change is a project realized within the organization. The Change
Management module will make it possible to schedule stages and tasks, assign resources
and control the realization of change in time.

4 Conclusions and QMSS Implementation Strategies

The presented in the paper analysis of requirements resulting from the ISO norms in the
context of the IT system of the organization implementing the standardized quality
management system clearly shows a huge amount of additional information, in various
formats, which it has to process. The problem is not only the amount information, but also
the implementation of numerous, often complex processes which frequently concern all
the employees. This explains the results of the quoted studies (in the introduction of this
paper) which point out the information system as the main barrier in the effective imple‐
mentation of the quality management system. The IT tools defined and characterized in
this paper can to this extent speed up and update the processing of quality information,
(and at the same time reduce the workload of its realization) that the above mentioned
barrier will be overcome. Analyzing data from the IT market and using the author’s own
experience drawn from the QMSS implementation project in a large Polish medical enter‐
prise the following two strategies concerning the IT service of the quality management can
be defined: non-integrated and integrated. The non-integrated strategy is based on sepa‐
rate, independent programs servicing functional areas shown in the QMSS functional
diagram (Fig. 3). Thus, the document repositories are directly saved in the files system or
stored in the universal tools such as Document Management System (DMS) or group‐
ware - e.g. EGroupware, DocMgr. The electronic mail or Content Management Systems
(CMS), e.g. Joomla, Wordpress are used to distribute information. In the area of change
management such programs as MS Project or OpenProject are used.

The integrated strategy is based on the use of uniform tools. Such a strategy can be
realized through three options:

• the purchase of the dedicated, ready to use software package,
• extension of the already owned set of the ERP system modules with quality manage‐

ment dedicated modules (e.g. SAP QM, IFS Application modules - Quality Manage‐
ment, Process Models and Documentation Management),

• creating a tailored QMSS solution based on the enterprise content management plat‐
form such as: MS SharePoint, Alfresco or IBM ECM.

Due to the objectives and size of this paper the description and analysis of the selected
IT tools and implementation methods of the above mentioned options will be further
researched and described in the author’s future publications.
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Abstract. The paper describes the processes of forensic laboratory and its
process-oriented problems. The main goal of this paper is to develop a new
process framework for managing and optimization of the operation of the digital
forensics laboratory. Based on the interviews with managers and experts the new
process model is proposed and a compared with widely used model of Beebe and
Clark. SIPOC method and flowchart diagrams are used for visualization of the
new process model. Each phase of the forensics laboratory process is elaborated
into separate flowchart diagrams. New proposed process framework includes
activities connected to business aspect of the process and interaction with the
customer not included in Beebe’s and Clark’s model. The new proposed model
can be used as an input for a more detailed general process map of digital forensic
laboratory.

Keywords: Digital forensic laboratory · Process · Problem · Project

1 Introduction

Forensic science as an interesting discipline nowadays is going through fast and dynamic
development caused by technology progress. [1] Its subdiscipline - digital forensic as much
younger branch of forensic discipline is facing lot of problems and finds itself in contin‐
uous development. Palmer [2] describes digital forensics as: “The use of scientifically
derived and proven methods toward the preservation, collection, validation, identifica‐
tion, analysis, interpretation, documentation, and presentation of digital evidence derived
from digital sources for the purpose of facilitation or furthering the reconstruction of
events found to be criminal, or helping to anticipate unauthorized actions shown to be
disruptive to planned operations” [3].

The most interesting management challenge in Digital Forensic Laboratory is to
combine project and process management as well. Further theoretical and practical
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research shows that management problems addressed in digital laboratory are similar to
problems arising in other organization types for example Software Company or Devel‐
opment and Construction Company [4].

The aim of this paper is to describe the forensic laboratory processes and to propose
a process framework (process map using SIPOC and flowchart diagrams) that can be
used for managing and optimization of the operation of the digital forensics laboratory.
The process map focuses on the activities performed by the forensic laboratory and the
identification of the flow of the process and information, thus making it different from
other forensic maps (models), which include collection of the evidence. Other difference
from formerly described models is that the model proposed in this paper includes busi‐
ness activities connected with the digital forensics laboratory process. These activities
are necessary for correct operation of digital forensics laboratory and cannot be excluded
from the process, because they can affect performance indicators of the process.

The outcomes of this paper may be useful especially for digital forensic laboratory
managers for improving the management system of the lab, further for computer security
workers, digital evidence analysts, and other professionals in the digital forensic field.

This paper is structured as follows. Section 2 contains a literature review, Sect. 3 is
devoted to research and methodology followed by results in Sect. 4 and comparison to
other models in Sect. 5. The Sect. 6 encompasses discussion. Main findings are summar‐
ized in the conclusion.

2 Problem Introduction and Related Theory

Forensic computing developed into “a discipline that crosses the corporate, academic,
scientific as well as the law enforcement domains” [5]. As pointed out before, according
to Speaker [4] forensic laboratories face the same issues and problems (managerial and
technical) as other business companies. This means their business orders should be based
on the same process structure.

Forensic computing is a relatively new discipline. The underlying computer science
is relatively well developed, and digital forensic lags behind [2, 6, 7]. Beebe and Clark
[3] claim that it is caused by the fact, that digital investigative process framework is still
evolving. Other cause is, that the area of informatics is subject to rapid development,
making it difficult to implement long-term valid and invariable standards, so these
standards have to be in sufficient level of universality. The need for the process frame‐
work is based by V. Baryamureeba and F. Tushabe in the escalation of crimes committed
by the use of computer systems either as an object of crime, an instrument used to commit
a crime or a repository of evidence related to a crime [8]. Yet less than two percent of
the reported cases result in conviction. The process (methodology and approach) one
adopts in conducting a digital forensics investigation is immensely crucial to the
outcome of such an investigation [8].

But the cases in forensic laboratories are usually very specific, so every case may be
brought as a project. By definition project is “a temporary endeavor undertaken to create
a unique product, service, or result” according to the PMI [9].

Beebe and Clark [3] provide an overview of existing process models [2, 7, 10–14]
and propose a model of their own.
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This paper provides in depth insight in the data analysis and findings presentation
phases of Beebes and Clarks [3] model. Further, the processes are described more in
depth, include business phases and a different methodology for visualization - SIPOC
and flowchart diagrams - is used. SIPOC method is “a simple tool for identifying the
suppliers and their inputs into a process, the high-level steps of a process, the outputs
of the process, and the customer segments interested in the outputs” [15]. SIPOC
provides a high-level overview of analyzed process, further it provides a tool for defining
the process boundaries and is relatively easy to transform to a value stream map. Flow‐
chart diagram is “a graphic representation of the sequence of work activities used to
provide a single specific, unique output” [16]. The benefits of a flowchart diagram are
enabling process improvement, analysis and management of the process and, it provides
a tool for learning the process steps.

3 Methodology

The realization process in the digital forensics laboratory was identified using structured
interviews with managers and experts involved in these processes. The realization
process used in the digital forensics laboratory is described in the Fig. 1, using the SIPOC
method. Suppliers and Customers are identified, inputs and outputs are described and
overall process steps are stated. Resources are identified too.

After developing the SIPOC of the digital forensics laboratory process flowcharts
are used for providing deeper insight in the steps needed to complete all phases of the
process. A standard set of symbols is used to visualize the process elements. Using the
SIPOC and flowchart helps the organization to understand the process as a complex
entity and also to get deeper insight into the details that can affect quality, effectiveness
and efficiency of the process.

To assure the overall validity of the flowcharts, the comparison with existing models
was performed.

4 Digital Forensic Laboratory Process Model

4.1 High-Level Process Model

The process map describing operation of a laboratory can be created using the structure
proposed by ISO 9001 [17], but for purposes of this paper only the realization process
will be selected, because it is the fundamental process, and its correct management and
improvements are vital for the performance of the digital forensics laboratory.
The realization process has two types of inputs:

– External inputs, which are (1) case description, (2) specific questions and (3) evidence
(hardware and data).

– Internal resources, which are (1) capacity of laboratory staff, (2) competencies of
laboratory staff, (3) software and hardware equipment, (4) other infrastructure of the
laboratory, (5) finances and (6) working environment.
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The aforementioned process comprises both standardized sub-processes, data
exports and controls being a typical representative, and non-standardized unique proce‐
dures. The latter is needed in the case of examination of custom-programed software,
client specific accounting systems, SAP etc.
There is a need for keeping all the steps documented for two reasons:

(1) to justify the final price,
(2) to use in the potential court summoning of the data examiner. The judicial inquiries

are non-exceptionally held even four years after the actual laboratory examination,
resulting in crucial demands on the workers memory.

The realization process is ended with the transfer of the answers to the client’s questions
and assignments into understandable, non-scientific language, creating the forensic
findings report.

4.2 Detailed Process Model

In the previous section, we introduced a process map of a realization process in a digital
forensics laboratory. This High-Level process map is useful for setting criteria for
assessing the performance of the whole process, identifying and allocating resources
and identifying main areas for improvements. For operational management of the
process it is necessary to develop more detailed sub-process models.

Fig. 1. Realization process SIPOC diagram (source: authors)
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The common problem is, that the clients (both clients from a private and public
sector) want to know both the price and the duration of the examination prior to the point
when the laboratory knows all the needed characteristics of the data to do so. In the first
phase, when the contract terms are negotiated, only very vague information about the
data carriers is known, for example, how many PCs, external hard drives or flash discs
will be handed over by the client. Nor the amount of the data, encryption method nor
even operation system of the computers is known. This causes the contract price to be
an estimation of the real costs, which may differ significantly in reality. The detailed
steps of the first stage of the process are shown in Fig. 2.

Fig. 2. Preparation stage flowchart diagram (source: authors)

The procedures in the second phase are variable, but are always repeatable, only with
changes of small character in the most cases. Although, when exceptional data (or
storage device) are encountered, a specific project is launched with non-standard unique
procedures. This is mostly the case of web server data. The steps of the second phase of
the process are shown in Fig. 3.

Fig. 3. Initiation stage flowchart diagram

The need for process standardization, especially in service industries, is claimed by
various researchers [18]. It is important not only for increasing rate of the work,
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decreasing rate of defects, easier achieving of economies of scale, better workload
management, but a specific aspect for forensics laboratories is encountered. The labo‐
ratory workers are specialists, which require costly training and certifications, which
have a broad, tacit knowledge of the subject matter. When the tasks are standardized
and the procedure clearly set in a process structure, then is possible to delegate the work
on a less skilled worker.

The last task of the initiation phase is variable according to the storage medium. A
hierarchic structure separated by the storage media types is used in the RAC forensic
laboratory as a helpful tool.

The third stage of the process faces problems that are similar to the second stage.
Problems with the standardization of the procedures used during the investigation of the
prepared data are caused by custom-programed software, extensive customization of
standard software or new versions of software. The steps of the third stage of the process
are shown in Fig. 4.

Fig. 4. Investigation stage flowchart diagram (source: authors)

The individual tasks realized in the fourth stage are shown in Fig. 5. The problem
that appears in this stage is the possibility of an attempt from the customer to reduce the
price of the finished work. The causes of the problem are in the preparation stage of the
process (steps including the estimation of contract duration and costs) or in the fact, that
customer may not always be aware of the extent of the work needed to accomplish the
task. This problem may by partly resolved by deeper mapping and description of the
process, that can be presented to a customer to justify the price.

Fig. 5. Closing the case stage flowchart diagram (source: authors)
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5 Comparison of the Proposed Model with Beebe and Clark Model

The proposed model can be compared with other models that were introduced earlier.
Comparison of the proposed model with the model developed by Beebe and Clark [3] is
shown in Table 1.

Table 1. Comparison of the models (source: authors)

Digital forensic laboratory process model Beebe and clark

1.1 Communication with the customer not included

1.2a Estimation of the time needed for the investigation

1.3a Estimation of the costs

1.4a Making a commitment to the realization

1.2b Contract negotiation

1.3b Creation of the contract

2.1 Accepting the evidence Incident response phase

2.2 Inspecting the evidence

2.3a Standard procedure for extracting data from the
evidence

Data collection phase

2.3b Non-standard procedure for extracting data from
the evidence

2.4 Creating copy of the data from the evidence

2.5 Preparation of the data for investigation Data analysis phase

3.1a Standardized investigation

3.1b Non-standardized investigation

3.2 Formalizing the findings Presentation of findings phase

3.3 Sending the forensic findings to the customer

4.1 Archiving of the findings Incident closure phase

4.2 Creating the invoice not included

4.3 Sending the invoice to the customer

4.4 Resolving the dispute

4.5 Correcting the invoice

4.6 Sending the corrected invoice to the customer

4.7 Returning the evidence Incident closure phase

The results of the comparison shown in Table 1 identify some activities in the model
described in this paper that are not included in the model developed by Beebe and Clark
[3]. These activities are mainly connected with business aspect of the process and with
steps including interaction with the customer.
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6 Discussion and Further Research

The proposed model describes in depth the business aspects of the realization phase.
The business aspects influence the use of the process, efficiency of the process and the
overall duration of one process cycle.

The model can be used for operative process management that is resources assign‐
ment (equipment, people, and competencies). Further, it allows better duration estimation,
identification of problem sections and their solution. Other possibility is identification of
activities with or without value added and activities enabling adding value. The detailed
division of activities enables more in depth management of activities and overview of the
activities.

Business activities incorporated in the model include interaction with the customer.
This has impact on a company’s overall efficiency and potential influence of a flawed
realization of the activities on the quality of the outcome (i.e. communication with the
customer) and the process duration. Business aspects of the process are important when
dealing with both types of the customer – from private and from public sector. When
dealing with the customer coming from the public sector, the process can easily become
unprofitable, which can affect financial performance of the digital forensics laboratory
and can become a barrier for quality assurance and quality development.

The limitations of the model can be found in the level of detail used in the mapping
that can lead to decreasing the overall validity of the model. The standardized process
model is also not able to help the digital forensics laboratory to deal with specific and
unique problems that may occur in the realization of the process. The proposed model
also does not include activities performed by other institutions before the process
(collecting the evidence) and after the process (legal proceedings). It has to be noted,
that also these activities may have serious impact on the quality of outputs of the process
and on the satisfaction of end customer.

Further research can focus on performance of the process and on developing a set
of meaningful key performance indicators that can further enhance the ability of the
laboratory to effectively manage the process.

7 Conclusion

This paper is focused on the development of the process model of the realization process
in digital forensics laboratory. The SIPOC diagram of the realization process was devel‐
oped and each phase was elaborated into separate flowchart diagrams identifying more
detailed process steps. Resources and inputs of the realization phase are identified and
listed. Problems of each phase are identified and described. The SIPOC and flowchart
diagrams can be used in further analysis and can be considered as an input for a more
detailed general digital forensic laboratory process map.

We proposed the standardization of processes as a solution of problems that can
occur during the realization of the process. Other difficulties, resulting from the legis‐
lation, cannot be solved by this proposed standardization, but their impact on the
laboratory in general can be reduced by it.
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The resulting process map is useful especially for the management of digital forensic
laboratories for process and workload management.

More in depth process standardization of the processes as well as application of lean
management tools are a topic for future research.
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Abstract. Businesses increasingly embrace the possibilities of mobile
computing. While there is broad advice for app developers in general,
development of apps for enterprises is hardly covered. Business apps
support internal processes and contribute to customer relationship man-
agement. The heterogeneity of platforms for mobile devices makes devel-
opment difficult. At the same time, companies seek to support several
platforms with their apps to maximize customer acceptance and to sup-
port the platforms best suited for their employees. Aiming at improving
the knowledge on business app development, we present a framework
for assessing mobile platforms. For this purpose, we have developed a
distinct set of evaluation criteria and present an exemplary assessment
of three platforms – namely Android, Blackberry, and iOS – to demon-
strate the feasibility of our framework. Moreover, we give advice, on
which strategies to follow when developing for either platform and on
considerations companies should take when e.g. planning a bring-your-
own-device (BYOD) policy.

Keywords: Mobile · App · Business app · Android · iOS · Blackberry

1 Introduction

Since 2007, when Apple introduced the (first) iPhone, the relevance of mobile
devices has increased significantly. 80 % of employees integrate their smartphones
in their working processes already [10]. Furthermore, the number of mobile work-
ing professionals is constantly growing [34]. The computing power of mobile
devices is already higher than that of laptops and PCs a few years ago [29],
which leads to the replacement of traditional computers by smartphones and
tablets in some parts of business [11]. To be able to use these devices in a tar-
geted way, companies have to develop mobile applications (apps) and integrate
them into existing structures and processes.

Business apps offer a wide variety of possibilities for business process mobil-
ity – for instance in supporting field representatives by providing information
they require to efficiently work on their business tasks, or by organizing the
communication between companies and their end customers in an easier, more
c© Springer International Publishing Switzerland 2015
S. Wrycza (Ed.): SIGSAND/PLAIS 2015, LNBIP 232, pp. 70–88, 2015.
DOI: 10.1007/978-3-319-24366-5 6



Comparing Mobile Platforms for Business App Development 71

efficient, and more flexible way [34]. First steps towards this process mobility
have been taken by several companies [6,18,22], but numerous challenges have
to be managed during the implementation and introduction in mostly inflexible
and long-established corporate structures. After the initial decision for devel-
oping a business app, one of the prevalent questions concerns the platforms,
for which the app should be developed. This choice has wide consequences for
implementation and distribution [34], especially because of the volatile nature
of the market [11].

Therefore, in this paper we examine how enterprises can be supported in
selecting platforms for business apps. Following similar work on the evaluation
of topics in mobile computing [11,12], we decided to aim for generalizable advice.
Thus, our main task was the compilation of a set of reusable, distinct criteria.
These criteria are useful both for evaluating a single platform as well as for
comparing several of them. They thereby have value beyond this paper in that
they allow for an assessment of platforms over time.

Our work makes several contributions. Firstly, we compile criteria to build a
framework for assessing platforms from a business app development perspective.
Secondly, we draw the status quo from an exemplary evaluation that includes
the currently most popular platforms (namely Android and iOS, cf. [7]). We
also include Blackberry, which has no large market share anymore, but is still
relevant and common among enterprise users in various industries.1 Thirdly, we
give practical recommendations.

This paper is structured as follows. Section 2 describes the background of
this study through reviewing related work. In Sect. 3 we explain the criteria
compiled for evaluation. An exemplary assessment of three mobile platforms is
then presented in Sect. 4. Section 5 gives a discussion of our findings before we
draw a conclusion in Sect. 6.

2 Background of Related Work

Even though our paper addresses the platforms Android, Blackberry, and iOS,
we refrain from presenting an introduction to them here. A deep dive into the
technological background of these platforms is not needed for their assessment
for enterprise use, save for those aspects that are highlighted as part of the
evaluation in this paper. Moreover, the general nature of them is nowadays well
understood and would, thus, add verbosity to this work. For introductions to the
platforms, please refer e.g. to [2,8] as well as to the developer documentations
of the platform vendors.

In a broad sense, almost all papers that assess (or just try out) platform-
specific aspects of mobile platforms are related to our work. However, such papers
are cited as part of the evaluation where applicable. In the following, we focus
on work that has a comparative focus or strives for decision support.

1 Besides, absolute sales numbers are still millions of devices despite the tiny market
share [7].
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Most closely related are the two papers already mentioned in the introduc-
tion [11,12]. The concept, and thereby also the method used in those is largely
reflected in this paper. However, with targeting cross-platform approaches and
mobile Web frameworks, respectively, the evaluated technology differs. Many
current papers have a more general focus; typically no distinctive set of criteria
is proposed (cf. e.g. [27]). To our observation, sophisticated papers in particu-
lar focus on aspects such as cross-platform app development (cf. e.g. [23]), but
not on enterprise applicability. At the same time, the dynamic progress in this
market makes it hard to rely on older work. Older in this sense would e.g. be
a paper from 2009 [16]. The described “operating system battle” still lasts, but
there have been profound developments in the meantime.

There are some papers that take a particular look on some of the aspects
that are specifically important for business apps. Examples are the work of
Tuunainen et al. [33], who look at mobile service platforms, and Anvaari and
Jansen [3], who scrutinize platform openness. Another thread of activities is the
direct comparison of platforms, e.g. with regard to development [8]. There are
many papers that take into account more than one platform (often concerning
aspects interesting for business such as security [17]) but, unfortunately, usually
not with a comparison let alone a criteria-based assessment in mind.

Summing up, there are plenty of studies to gain insights from – especially if
non-scientific sources are taken into consideration. However, research is missing
a framework for comparative assessment of mobile platforms that is adaptable
over time and to the specific subjective needs of different companies.

3 Criteria

The following section presents the findings concerning the criteria a developer
has to consider when choosing platforms to implement a business app for. For
this, we evaluated existing literature, leading to a distinct set of criteria that are
classified into six categories: security, platform openness, provided technology,
support in the testing phase, distribution channels, and miscellaneous.

3.1 Security

One of the most important factors concerning apps in general, and particularly in
the business context, is security [32]. The high sensitivity of business information
being transferred can cause significant damage in terms of direct costs (time
and money) and image loss as well as decreasing trust of customers, when it
is absorbed by competitors or made public by malicious actors. Further, the
pervasiveness of bring-your-own-device (BYOD) practices presents a potential
security risk [26] by steadily integrating external devices, which are not controlled
by the business, into the fractal business infrastructure. To prevent attacks at all
levels of an application – database, communication channels, and source code –
various considerations have to be made [32].



Comparing Mobile Platforms for Business App Development 73

Firstly, a well-planned and deep-rooted authorization concept based on dif-
ferent security levels has to be implemented. Secondly, the concept of an isolated,
client-sided storage being only accessible for the referring application should be
taken into consideration. Implementing a sandboxing model that manages the
interrelations between running applications is another possibility. To guaran-
tee security targets, non-conquerable encryption algorithms have not only to be
implemented in a suitable way, but also have to be understood, to be able to
apply them in a gainful and purposeful way [35]. Hence, a platform should pro-
vide standardized methods for e.g. encrypting passwords as well as guidelines
for the correct usage of the existing means of encryption [11].

3.2 Platform Openness

Because the term “platform openness” is being used for several concepts and
constructs in literature, we define this term in the context of this work as the
degree of restriction a platform binds the developer to when adopted [14]. In
general there are two relevant aspects regarding the openness of a platform:
licensing and accessibility. Especially for businesses these aspects are of great
importance since high expenses and, in case of failure, enormous switching costs
are bound to them [3]. Platform openness can be divided into vertical and hori-
zontal openness.

Vertical openness of a platform means that complementary apps can be con-
tributed by external developers [14]. Enterprises have to consider the variety of
innovations distinct developers may bring in and the control of the direction a
platform advances in. Further, support, announcement of updates and releases,
and existing documentation have to be taken into account. These may require
investments, or lead to aborted projects later, when the given conditions do not
fit the needs of the developed business app.

In contrast to that, horizontal openness is understood as the openness of a
platform towards other platforms. In case of high horizontal openness an appli-
cation can easily be transferred from one platform to another. In line with this,
the enterprise should note the enlargement of the platforms ecosystem – exter-
nal technologies may bring innovations – on the one hand, and the absorption
of profits on the other hand. Before taking into account the degree of horizontal
openness the determining factors of the emerging business apps should be set.
This means that the company has to decide whether the app should be designed
just for one platform (single-homing), which might be suitable for internal usage
in case device diversity can be limited by the enterprise, or several platforms
(multi-homing), which is best for external usage since a wide-spread amount of
(potential) customers can be reached [14]. Besides these two options there may
be another one, i.e. the hybrid approach, where an application is designed for
just one platform, while a Webapp is offered for other ones [18]. Alternatively,
cross-platform development approaches can be used.2 Nevertheless, a company

2 Both general-purpose frameworks such as PhoneGap [25] and specialized tools for
business apps (e.g. [13]) exist – the latter without widespread application so far.
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has to consider whether one good working application for just one platform
might be better than offering numerous apps of moderate quality for several
platforms [22].

Finally, hardware fragmentation also needs to be considered in platform open-
ness. Whether the app is only for internal usage or a large volume of customers
should be reached is of great importance. Moreover, the fragmentation of devices
within the company has to be considered. If the majority of mobile devices runs
on the same platform, the decision is rather simple; if devices of different man-
ufacturers have to be supported, apps typically need to run on all of them [14].

3.3 Technology

Platforms differ in their support of technology standards. As a first aspect,
programming languages have to be taken into consideration. Some platforms
support widely-used languages such as Java, which eases developer training.
Weighting which language is best suitable for a business app is very individual
and depends on a company’s situation e.g. with regard to its developer base.

Besides libraries and software development kits (SDKs), the user interface
has to be considered [15,29]. Furthermore, the licensing situation should be
taken into account. In some cases development is possible without acquiring a
license, but distribution is prohibited [1]. In relation to the presence of libraries
and SDKs, platforms can be classified into two categories. There are “bazaar”-
platforms, where existing libraries and SDKs can be used with little or no restric-
tions, and “cathedral”-platforms, which prohibit the adoption and adjustment
of these [15].

Regarding the specification of the designed application, scalability is a fac-
tor [34]. By integrating an app into existing infrastructure and business processes,
a chaos of interfaces may arise, for which support is required [34]. Another impor-
tant aspect is timely patch and release support, because business apps tend to
have decoupled life-cycles: many updates are necessary to keep them up-to-
date [34]. Moreover, the future viability and long-term stability of a platform
has to be taken into account [11]. A good sign for this orientation is the presence
of possibilities to include new concepts like big data.

Finally, hosting conditions may be pivotal for choosing the best fitting plat-
form for implementing a specific business app. Some platforms assume hosting on
own servers, which could mean additional costs, others offer hosting for free [1].

3.4 Testing Support

During and especially after implementation – similar to classical development –
apps have to be tested [30]. However, testing is often neglected. Factors like the
high fragmentation of devices and operating systems and versions challenge the
organization of the testing phase [21]. The chosen platform should, therefore,
support the testers in terms of tools and offer specific concepts for building and
running (automated) tests. Moreover, coping with context-dependence needs to
be mastered [19].
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To ease changing the source code, a platform should provide mechanisms like
(sophisticated) refactoring in the development environment. Because of the huge
variety of mobile devices and their operating systems, browsers, user interfaces,
screen sizes, and resolutions, it is rather difficult to test an application directly
on each mobile device. The risk of not finding highly-specific defects is very
high. Testing every possible device is prohibitively expensive; one possibility is
to get remote access to devices for testing [21] or hiring a third-party specialized
in testing. Alternatively testers can use emulators. Problems with this option
are often imprecise results on emulators and disregard of the power demand of
apps [21]. Nevertheless, a platform should offer both, so that a choice between
the options can individually be done depending on the needs of the application
and the experience of the testers.

To be able to debug on a mobile device, it has to be connected to a PC and
the respective platform has to provide the right tools for this [15]. Therefore, the
chosen platform should offer this possibility.

3.5 Distribution

When the development of a business app is completed, the next step is to dis-
tribute it. The easiest way for this is the usage of an app store. Another option
is the company’s Web site, but this way is seen as impracticable and is usu-
ally disregarded by customers [11]. Some platforms provide own app stores for
companies (enterprise app stores), which are regarded as very useful [11]. The
particular advantage of these is the enforcement of access authorization.

The strategy of a platform concerning the provided app store(s) can be cat-
egorized into two kinds: centralized and decentralized portals. The first refers
to the provisioning of merely one distribution channel, which offers competitive
advantages, but reduces the profitability especially for small-sized platforms.
Providing the possibility to upload created apps to more than just one con-
trolled store promises more freedom to developers and potentially reaches more
users, but it reduces the possibility of getting a clear overview of all existing
applications [15]. In addition to the criteria of providing app stores delivery
time – the time a platform needs to examine the app and, if accepted, publish
it – and the handling of app updates, which should be easy and fast, is another
important factor [11].

The management of new versions and the configuration of new installations in
an enterprise context is summed up in the concept of Mobile Device Management
(MDM). Especially when the fragmentation of devices and operating systems is
rather high, MDM supports the company in managing the effective usage of
a business application among employees and (corporate) customers. Thus, a
platform’s MDM possibilities should be taken into consideration [11].

3.6 Miscellaneous

There are several additional factors, which do not fit into the main categories,
but are important nevertheless.
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The existence of a comprehensible, clear, and complete developer documen-
tation, ideally enriched with code examples, enables easy access to the character-
istics of a platform and provides good assistance for upcoming questions [11,24].
Besides that, a vibrant and large community can support especially beginners
by offering the possibility to answer questions or solve problems [3].

Because the developer has to implement a mobile business app on a PC
instead of directly on the corresponding device, a platform has to provide a devel-
opment environment, which supports the inclusion of the platform-specific SDKs,
debugging, and testing. This environment should be understandable, clear, and
easy to install. Thus, the IDE needs to be taken into consideration for evaluating
a platform [3].

Designing an app for a wide variety of mobile devices, different screen sizes
and resolutions have to be taken into consideration. The responsive design app-
roach can be a good way to cope with this problem [10].

A further aspect, which should not be neglected, is platform integration.
Platforms, whose holders choose a complete platform integration, control the
whole process of developing apps, distribution, operating system, and device
manufacturing. If a platform focuses on the distribution phase, the strategy is
called portal integration. Developers cannot influence the used hardware. Con-
sequently, devices can be chosen more independently. The exact opposite of this
approach is device integration, where instead of controlling the distribution, the
manufacturing of fitting devices is in focus. As a last strategy a platform can
decide to just concentrate on the implementation of the platforms operating
system and therefore neither control distribution channels, nor hardware [15].

Every platform has a reputation, which should be considered, especially when
the target group is end-customers. Multiple platforms should be preferred when
focusing on wide variety of reachable users. However, a fit of users’ opinion with
the public reputation is crucial, specifically regarding security [15]. Concerning
reputation, the market share and orientation of a platform should be taken
into account. Some platforms focus on the consumer market, which is especially
attractive when implementing an application for external use, while others have
a higher business market share, which may lead to advantages for internally used
apps.

As a last factor, cooperation of platform vendors with specific companies
and industries should be analysed, facilitating usage of possible experiences and
know-how [28]. However, this aspect may have disadvantages when a platform
evolves while converging to targets of just one specific industry sector [5].

3.7 Summary

The complete table for evaluation is shown in Table 1, summarizing the findings
of the preceding subsections. The weight for each category is 1, which then is
distributed equally among the criteria concluding that category. While criteria
have been chosen in a way to roughly have the same impact within their category,
their weights can be adjusted at need.
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Table 1. Evaluation criteria spreadsheet

Score Weight

Security 0,00 1,00
Encryption algorithms 1/2
Guidelines for app security 1/2

Platform openness 0,00 1,00
Licenses and accessibility 1/6
Vertical openness 1/6
Horizontal openness 1/6
Timely support 1/6
Updates and releases 1/6
Device fragmentation 1/6

Technology 0,00 1,00
Programming language(s) 1/7
Libraries and SDK 1/7
App scalability 1/7
Interfaces 1/7
Patch and release support 1/7
Inclusion of novel concepts 1/7
Hosting 1/7

Score Weight

Testing 0,00 1,00
Support of code reviews 1/4
Using devices for testing 1/4
Using emulators for testing 1/4
Debugger support 1/4

Distribution 0,00 1,00
(Enterprise) app store 1/4
Portal strategy 1/4
Time to deploy 1/4
Mobile Device Mngmt (MDM) 1/4

Miscellaneous 0,00 1,00
Documentation (in general) 1/8
Code examples 1/8
Community 1/8
Dev. environment (IDE) 1/8
Design concept& responsiveness 1/8
Platform integration 1/8
Reputation 1/8
Enterprise cooperation 1/8

Table 2. Weighted calculation of the score (with exemplary weights)

Category Weight Score Result

Security 0,25
Platform openness 0,05
Technology 0,1
Testing 0,2
Distribution 0,2
Miscellaneous 0,2

0, 00

Table 2 shows the table for final calculation. The chosen weights are an exam-
ple; reasonable choices for the weights are discussed in Subsect. 5.1. Weights are
of course fully adjustable. While adjustments at the criterion level should be well
justified as proposed here, adjustment of the category weights is highly recom-
mended to reflect individual requirements. The below example reflects very high
security requirements while a platform’s openness is almost meaningless. This
could be a reasonable choice for a financial service provider with a very limited
bring-your-own-device (BYOD) policy.

4 Evaluation

The evaluation of Android, Blackberry OS, and iOS is summarized in Tables 3,
4, 5, 6, 7 and 8. We took into account publicly available information both by
the vendors of the platforms and by third parties. Where applicable or needed
we had a closer look at the platform or conducted manual assessments, e.g. to
judge the quality of the IDEs. References are given when backing up arguments
and when using sources; they are omitted for commonly known facts (e.g. that
Java is the programming language used for Android). Keep in mind that is an
exemplary evaluation and scores can be – at least slightly – different based on
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Table 3. Evaluation of Android (criteria are abbreviated)

Qualitative assessment Score

Security 2,50

Encryption Android supports full device encryption including hardware stored keys on
supported devices. For developers it offers some general best practices.

2

Guidelines Google offers some very basic guidelines for developing secure apps as well
as for enterprise apps including MDM integration.

3

Openness 3,00
Licenses Android itself is open source under Apache Software License 2.0. Google

offers developers to enforce licensing policies for e.g. copy protection.
2

Vert. open-
ness

Google provides developers with much freedom to build even apps that
replace core Android functionality. For deeper adaption, developers are
free to change the platform itself, i.e. to make it more secure.

1

Hor. openness Google does not intend for Android apps to run on other platforms. How-
ever, as the OS is open source and based on a variant of the Java Virtual
Machine (JVM), there are some platforms that offer running Android apps
in emulators.

3

Timely sup-
port

Google offers several forums for code-level support. However, answers are
usually not as timely as third-party code-level support sites like stackover-
flow.com. Better support is offered for Google Play especially regarding
the review process as well as payments.

3

Updates Updates to Android happen on a regular basis and are announced and
documented. However, they do not always reach users, as device manufac-
turers have to first merge them with their device specific versions, which
is usually done only for the newest and most popular devices

4

Device frag-
men.

As Android is open source and Google does not impose many restrictions
on adapting and changing it, fragmentation of the Android ecosystem is im-
mense. This ranges from hardware fragmentation, i.e. different screen sizes
or different CPU types (e.g. ARM vs. MIPS processors), over adaptions
of the platform (e.g. Amazon’s Kindle devices), to device fragmentation
based on vendors’ update politics.

5

Technology 2,29
Prog. lan-
guage(s)

Native apps are written in Java. User interfaces are defined in XML. How-
ever, Google does not use established Java standards but provides its
own libraries. Furthermore, there are third party alternatives like Corona
[4], where developers can write Android applications in LUA (a relatively
lightweight multi-paradigmatic programming language).

3

Libraries and
SDK

Google provides developers with the free Android SDK, comprising all func-
tionality of Android as well as a debugger, libraries, and a QEMU-based
emulator. Additionally, there are many third-party libraries. Google also of-
fers the Native Development Kit, which lets developers write native C and
C++ code. However, this code has to be specifically compiled for different
architectures, like ARM, MIPS, or x86, possibly causing incompatibilities.

2

App scalabil-
ity

The long-term viability of the platform is good in general, safe for the
criticism compiled in other criteria in this category.

2

Interfaces Due to the great availability of libraries, interface support is good. 2
Patch and re-
lease

Updates for existing apps can be easily published using the different
app stores. The stores usually inform users of updates and support auto-
updating. As the stores’ review processes usually are not very rigorous and
thus fast, updates can be pushed in a timely manner. In case of apps that
were sideloaded (i.e. installed directly using an .apk file), updates have to
be provided online and then need to be manually downloaded and installed.

2

Novel con-
cepts

Google continuously works on novel concepts and especially on new devices
and interfaces like Google Wear or Google Glass. These usually get tied in
closely with Android so that interoperability and integration is given.

2

Hosting Google does not offer any Android specific hosting. However, they do have
Google App Engine [9] and other cloud offerings.

3

the requirements and experience of the individuals who are using the framework.
For consistency the evaluation should be done by the same group of people for
all platforms.
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Table 4. Evaluation of Android (continued)

Testing 3
Code reviews Google has some tools for code reviews integrated in Android Studio. Fur-

ther, there are many third-party tools for Android code reviews.
3

Using devices As Android usually gets adapted and changed by each device vendor, de-
velopers need to test their apps on a variety of devices and on a variety of
platform versions. Android devices have no standard screen sizes, forcing
developers to also consider this.

4

Using emula-
tors

The Android SDK comes with a QEMU-based device emulator, which offers
a very rough device emulation. However, based on above-mentioned variety
of devices and Android versions the emulator can only be used for first
testing or during development, it can not replace testing with real devices.

4

Debugger sup-
port

The Android SDK includes a debugger. Further debugging can be done in
the recommended IDE (until recently Eclipse using the Android Develop-
ment Tools plug-in and since 2015 the IntelliJ-powered Android Studio).

1

Distribution 2,25
App store Developers can use Google Play (formerly Android Market) to distribute

apps. They have to pay a USD 25 registration fee for a Google Play Devel-
oper Console account. Google keeps 30% of the revenue and pays developers
either via a Google Wallet merchant account or via Google AdSense ac-
counts depending on the country. Next to the Google Play store there are a
myriad of other app stores, often run by device vendors, or privately owned
in countries, where access to Google Play is restricted.

2

Portal strat-
egy

Google follows a decentralized portal strategy. While offering Google Play,
developers can choose to offer their apps in other third-party app stores
or even directly as a download on their websites. However, Google tries to
lure and bind developers to Google Play by offering specialized libraries and
services that only work with Google Play.

3

Time to de-
ploy

Deploying an Android app is usually quite fast. As Google has completely
automated the review process for apps, it takes only a few hours.

1

MDM Google introduced the Android Device Management API with Android 2.2.
Developers can either write their own device management services and ap-
plications or use one of the many third-party MDM solutions.

3

Miscellaneous 2,50
Docu. Google offers developers detailed documentation as well as (free) training

to get started with Android app development. These have been improved
significantly recently, including special trainings for building apps for e.g.
wearables or cars as well as best practices for design, security, etc.

2

Examples Above-mentioned documentation and special trainings include many exam-
ples. However these might sometimes be abstract or hard to understand.

3

Community There is a large Android developer community that offers help on sites like
stackoverflow.com as well as open libraries and tutorials.

2

IDE Google used to officially support Eclipse using a plug-in called Android
Development Tools, but moved to their own IDE called Android Studio,
which is based on IntelliJ IDEA by JetBrains and includes a UI editor and
real-time app rendering.

1

Design & re-
sponsiveness

Google has recently published special guidelines for design and responsive-
ness. However, many developers do not seem to make use of these (yet).

3

Platform
integr.

Google concentrates on the implementation of the platforms operation sys-
tem. While they are providing own apps, a distribution platform, and even
devices, all of them are optional. As most vendors tailor the ecosystem to
their needs, incompatibilities are prevalent.

3

Reputation Android has the highest market share in the smartphone market and gets
recognized for its open source efforts. However, the overall quality of apps
and the many open security issues as well as the existence of an increasing
number of malicious apps stain its image.

3

Enterprise
coop.

Google has no official enterprise cooperations. However, several device man-
ufacturers like Samsung and LG are trying to cooperate with third-parties
on enterprise-grade MDM.

3
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Table 5. Evaluation of Blackberry (criteria are abbreviated)

Qualitative assessment Score

Security 3,00

Encryption Blackberry offers encryption methods and also documents them. 2
Guidelines Guidelines for designing and implementing secure applications cannot be

found in the general documentation. All provided information is program-
ming language-specific.

4

Openness 3,33
Licenses The platform is kept under a closed license. For developers Blackberry of-

fers different licenses depending on the monetization model of their apps.
However, in Blackberry 10 there is only one available license model, restrict-
ing developers in their choice.

4

Vert. open-
ness

Blackberry apps have only restricted access to device functionality. This is
mainly explained with the high security standards of Blackberry.

5

Hor. openness Blackberry apps only run on Blackberry devices. However, there is limited
support for Android apps in Blackberry’s new OS.

3

Timely sup-
port

Blackberry offers very timely support to its developers. However, there is
only very limited support on third-party forums and Web sites.

3

Updates Updates are provided regularly to all eligible devices. They can even be
enforced through MDM.

2

Device frag-
men.

Blackberry offers only few devices that are all controlled by the company.
However, there exists fragmentation in screen sizes and orientations as well
as between the old Blackberry OSs and Blackberry 10. Blackberry tries to
maintain a minimal downwards-compatibility in Blackberry 10.

3

Technology 3,14
Prog. lan-
guage(s)

Blackberry provides several programming languages and runtime environ-
ments – e.g. C or C++ for native apps, or HTML, CSS and JavaScript for
hybrid applications. Additionally implementation in an Android-like style
is possible by using Java. Blackberry 10 also partly supports running native
Android apps in an emulator.

3

Libraries and
SDK

Each supported programming language brings along its own SDKs and
libraries, but the prices for the licenses are rather high (between EUR 30
and 100 per license) and have to be paid per used device. To test the
implementation of their apps, Blackberry offers a 30-day test version.

4

App scalabil-
ity

No information regarding the scalability of apps could be found. 3

Interfaces No information regarding the support of interfaces could be found. 3
Patch and re-
lease

New versions for Blackberry applications can be distributed using the pro-
vided platform without additional costs.

2

Novel con-
cepts

In the future Blackberry puts its focus on offering the possibility to de-
velop hybrid applications being compatible with Android. Besides that,
information regarding novel concepts is scarce.

4

Hosting The Hosted Blackberry Service is a secure but costly hosting option. 3

Testing 3,00
Code reviews Blackberry does not offer individual mechanisms and techniques to conduct

code-reviews. The existing ones in the applied IDEs can be used.
4

Using devices Mobile devices can be rented and entered by remote access for testing
purposes by external providers.

2

Using emula-
tors

Blackberry offers several emulators in its IDE. 3

Debugger sup-
port

Blackberry offers debugging functionality for C++ and QML/JavaScript
through the Momentics IDE.

3

Distribution 3,50
App store Blackberry offers two distinct possibilities to distribute its applications –

the platform-internal store Blackberry World and the Blackberry Enter-
prise Store, which is rather costly.

3

Portal strat-
egy

Blackberry operates a centralized portal strategy using the Blackberry
World and Blackberry Enterprise Store, respectively. Further external por-
tals like GetJar, Handango, or Handmark can be used as well.

4

Time to de-
ploy

The time for distribution is in most cases about two days [18]. 4

MDM Using the Blackberry Enterprise Service (BES) an internal MDM-service
can be plugged in, which also supports Android and iOS devices.

3
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Table 6. Evaluation of Blackberry (continued)

Miscellaneous 3,38
Docu. The documentation for developers helping them to learn how to implement

an application on Blackberry is very detailed, comprehensible, and enriched
with code examples. However, the structure is rather confusing, which in-
hibits a fast and easy first impression and overview.

4

Code exam-
ples

As mentioned before, Blackberry’s manuals are enriched with code examples,
but they are mostly to be found in form of examples of whole applications.

4

Community The platform-internal forum is divided into three distinct areas which in-
crease the clarity significantly. The responding times to questions are rather
short and the offered information clear and precise.

2

IDE Until recently, Blackberry did not offer a platform-specific IDE, but Plug-
ins for the well-known and widely distributed environments Eclipse and
Visual Studio can be found. With Blackberry 10 they additionally released
the Momentics IDE for Blackberry, which helps developers with developing
Blackberry apps.

2

Design & re-
sponsiveness

Blackberry offers (only) some basic design guidelines online. These have
been slightly improved with the release of Blackberry 10

4

Platform inte-
gration

Blackberry operates a device-integration in addition to the provision of a
platform-internal portal, which can, but does not have to be used.

4

Reputation In the past Blackberry focused on businesses. Over the last years, Blackberry
lost more and more relevance and is now avoided by developers. However,
it still profits from its reputation among enterprises, especially for security
reasons.

4

Enterprise
coop.

Blackberry has a Enterprise Partner Program, which offers enterprises ac-
cess to a secure enterprise mobility platform.

3

Table 7. Evaluation of iOS (criteria are abbreviated)

Qualitative assessment Score

Security 2,50

Encryption Apple offers its developers guidelines for implementing cryptographic in-
struments. Procedures for symmetric and asymmetric encryption, hashing,
and secure data connections are explained in a comprehensible way.

2

Guidelines Besides the guideline for encryption techniques, Apple provides a Secure
Coding Guide on criteria to be considered when designing a security-critical
app. Yet Apple is not known for being particularly sensitive on security
issues [34].

3

Openness 3,00
Licenses Apple does not provide any open licensing of iOS itself. For apps it does

provide licensing options through the App Store. Since iOS 7 there is also
a volume licensing model, which enables enterprises to purchase volume
licenses for apps and distribute these among employees.

4

Vertical open-
ness

Apple limits developers in their access to system functionality. This results
in third-party apps having a somewhat restricted access to some functional-
ity that is available to Apple’s own apps. However, Apple is opening more
and more of these functionalities.

3

Horizontal
openness

Apps that are developed for iOS do not run on any other devices. Within
iOS, however, compatibility is good.

4

Timely sup-
port

Apple offers only limited code-level support through its Apple Developer
Program, especially compared to third-party support sites. Like with An-
droid, there exists more specific support for app store issues.

3

Updates Updates to iOS are regularly provided over iTunes. These updates generally
are device-agnostic and can be rolled out to almost all devices. Only old
devices (about 4-6 years old) get slowly removed from the update lifecycle.

2

Device frag-
men.

Other than old devices and a minority of devices, where the users do not
install the updates, there is very little version fragmentation. On the device
side there is again very little fragmentation, as Apple builds all devices
themselves and screen sizes differ only minimally. Further, Apple actively
supports developers in adjusting apps for new devices with tutorials as well
as special libraries in their SDK.

2
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Table 8. Evaluation of iOS (continued)

Technology 2,86
Prog. lan-
guage(s)

To implement native applications, a C-based, object-oriented language
(Objective-C) is used. Recently, a second language became available (Swift).

3

Libraries and
SDK

Apple offers its developers a wide variety of libraries and SDKs for the dif-
ferent constructs of an application, like the user interface (UI). However,
licensing of these is rather strict. A yearly enrollment in the developer pro-
gram (USD 299 per year for iOS Developer Enterprise) is needed.

3

App scalabil-
ity

No information regarding the app scalability could be found. 3

Interfaces Due to the closed ecosystem, rather no interface chaos arises. 2
Patch and re-
lease

Updates for already implemented apps can easily be published using the App
Store. Users of these apps are informed to download the new version.

3

Novel con-
cepts

Apple is constantly endeavoured to go with the state of the art, and, there-
fore, to be a future-proof business partner. This can for example be seen in
the provision of the newly designed developing language Swift.

2

Hosting Apple itself does not provide hosting, but external hosters are supported. 4

Testing 2,25
Code reviews In its IDE Apple offers several mechanisms, like Clang Static Analyzer – a

tool for static code analysis – or tools for refactoring code.
3

Using devices For testing purposes iOS developers have access to new versions of the op-
erating system. In addition, external vendors offer various mobile devices to
be rent, but prices around USD 260 per month have to be paid [20].

2

Using emula-
tors

In its IDE Apple integrated a well working emulator, which also provides
the simulation of several screen sizes.

2

Debugger sup-
port

Apple’s IDE includes a decent debugger. There are several third-party de-
buggers available.

2

Distribution 3,00
App store For providing an application using Apple’s App Store, no payments for credit

card payment or marketing have to be made, but Apple keeps 30% of the
generated revenue. Disbursement is only possible starting with a sum of
USD 200. Besides the regular App Store, Apple offers enterprises the oppor-
tunity to distribute business apps among specific user groups. This option
is regulated by iTunes Connect.

4

Portal strat-
egy

Apple operates a centralized portal strategy only allowing their App Store
to be used for distributing iOS apps. Additionally, customers may use the
Volume Purchase Program to differentiate their intended user group.

3

Time to de-
ploy

Deploying an iOS app can last very long (up to one week) [18]. However, in
close cooperation with Apple patches can be deployed quickly.

3

MDM Apple allows the usage of MDM-solutions of third parties. Further, there
exists an MDM API for third-parties as well as Apple’s own MDM solutions
around the Device Enrollment Program.

2

Miscellaneous 2,75
Docu. Apple offers its developers a detailed and comprehensive documentation in

form of manuals and guidelines, providing e.g. easy access to implementing
and testing iOS apps with the manual “Start developing iOS Apps today”.
All documentation can be found online for free. Additionally, there are vari-
ous third-party sources of documentation and education online.

1

Code exam-
ples

The mentioned documentation is enriched with code examples. However,
they are sometimes rather hard to find.

3

Community Apple’s community is huge, and because of the plethora of developers Apple’s
as well as third-party forums are informative and offer good assistance.

3

IDE Apple offers its developers the IDE Xcode containing a wide variety of useful
tools, like simulators or an UI-builder, allowing developers to build the user
interface by drag & drop. However, development is tailored to staying within
Apple’s own ecosystem.

2

Design & re-
sponsiveness

Documentation like guidelines or manuals can also be found containing ad-
visory regarding a sophisticated user interface. Design principles are also
enforced by the review process.

2

Platform inte-
gration

Apple carries a full platform integration. Every step from implementing and
distributing apps to the compatible hardware is controlled by Apple [15].

3

Reputation The market share and the widespread worldwide usage show that Apple in
general has a good reputation. But it is also well-known, that the platforms
focus is not on security or the enterprise market [34].

4

Enterprise co-
operation
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Table 9. General (Gen.) and Security (Sec.) Assessment (W: weight, S: score, R: result)

Gen. Android Blackberry iOS Sec. Android Blackberry iOS
Category W S R S R S R W S R S R S R

Security 0,2 2,50 0,50 3,00 0,60 2,50 0,50 0,35 2,50 0,86 3,00 1,05 2,50 0,86
Openness 0,2 3,00 0,60 3,33 0,66 3,00 0,60 0,05 3,00 0,15 3,33 0,17 3,00 0,15
Technology 0,15 2,29 0,34 3,14 0,47 2,86 0,43 0,15 2,29 0,34 3,14 0,47 2,86 0,43
Testing 0,15 3,00 0,45 3,00 0,45 2,25 0,34 0,15 3,00 0,45 3,00 0,45 2,25 0,34
Distribution 0,15 2,25 0,34 3,50 0,53 3,00 0,45 0,15 2,25 0,34 3,50 0,53 3,00 0,45
Misc 0,15 2,50 0,38 3,38 0,51 2,75 0,41 0,15 2,50 0,38 3,38 0,51 2,75 0,41

2, 61 3, 22 2, 73 2, 52 3, 18 2, 64

We propose two exemplary evaluations for this assessment. Depicted on the
left side in Table 9, is a general assessment of the platforms with a balanced
weighting. The second, as depicted on the right side in Table 9, is an assessment,
which focuses on security but puts little emphasize on openness.

5 Discussion

In the following, we first provide recommendations based on our study. We then
discuss current limitations that lead to opportunities for future work.

5.1 Recommendations

The analysis of platforms is a snapshot, yet allows to derive recommendations.
The general assessment reveals only minor differences between Android and iOS.
Pros in one aspects are typically balanced by cons in others. The evaluation of
Blackberry leads to a significant, however, not dramatical worse score. This can
be attributed to the relative closedness of the platform and the low reach it has
nowadays.

It is notable that Blackberry does not clearly win the security assessment.
This can be explained by the way we defined the security category, which sum-
marizes development-specific aspects. Other aspects, e.g. MDM support, also
have influence on security, but are placed in other categories. Moreover, while
Blackberry is considered a platform with a high level of security, developing
secure apps for Blackberry is not necessarily easy. Regarding Android and iOS,
no clear picture can be drawn.

Whether to favor Android or iOS for openness depends on what is deemed
important. Android has a very good vertical openness and will integrate into
larger ecosystems; it does, however, suffer from a massive fragmentation not
present for iOS. Nevertheless, Android will be appealing for most developers.
Blackberry development is similarly open to developers even though the avail-
ability of third-party software is limited and it remains to be seen whether the
platform will keep up with current trends. iOS is perfect in an all-Apple environ-
ment; trying to develop in hybrid, heterogeneous settings will not be pleasant,
though.
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Due to good emulation and debugging support, and less context-sensitivity,
iOS apps are easiest to test. However, for all three platforms we suggest to
develop distinct testing strategies tailored to the business requirements and to
the technological background of the developed apps. Third-party services for
outsourcing testing (e.g. Testbirds [31]) could be considered.

Distribution of apps is relatively easy. However, for apps that might require
security updates (e.g. not apps, that merely display non-protected information),
deployment times should be kept in mind. We recommend explicitly checking
the applicable mechanisms if patching could be important. Having a critical bug
in an app and waiting one week for the patch to become available after fixing
the respective defect would be a security nightmare.

Particularly the category of miscellaneous assessments leads to a strong rec-
ommendation for all platform-specific considerations and choices: companies
should actually be specific. Platforms still differ a lot. The finer-grained an eval-
uation becomes, the more diversity is revealed. Thus, particularities should be
taken into account. In particular, it should be checked whether pros of a platform
align with the own expectations and necessities and how (and with how much
effort) cons can be overcome.

The weights as proposed in Table 9 are only two possibilities. We deem them
to be of general relevance, but there are plenty of reasonable ways of adjusting
them. While security is important for all far-reaching decisions (e.g. which plat-
form to favor when equipping the workforce with mobile devices), it is negligible
in some scenarios. If apps merely distribute information that is not-sensitive or
even publicly available (probably in less convenient or aggregated form), the
weight might be adjusted to zero. Thereby, the assessment of security aspects
can be skipped and would not affect the score.

Openness can be treated similarly. While a lack of openness can be a risk even
if no activities are planned that would profit from an open platform ecosystem,
typically openness contributes to long-term viability. If, however, mobile devices
are used in closed environments or if platform-decisions are very unlikely to be
revoked, the openness might be given little or no weight at all.

If rather complex, heavyweight apps are to be developed, technology and
testing could be assigned greater weights. As an alternative strategy, companies
could adjust the evaluation of the platforms based on their needs (taking our
assessment presented here as a foundation) but perform various calculations.
This will be particularly helpful if long-reaching platform decisions are sought
and if apps will be developed for a multitude of users. Several tables in the style
of Table 9 could be calculated and then, again weighted, aggregated to a “meta
table” with a final results. Nevertheless, the longer spanning the decision should
be, the stronger we recommend to not blindly follow the numeric value resulting
but to also consider the qualitative nature of the assessment.
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5.2 Limitations

Limitations can be described from two perspectives. First, there are limitations
inherent to the applicability of current platforms to business use. Second, our
work described in this article poses limitations.

Limitations that fall into the first category have been described in conjunc-
tion with the assessment of the platform. Enterprises heavily employ mobile
devices nowadays but mobile platforms yet lack some desired properties and fea-
tures. These limitations can be summarized as problems with integration and
with seamless alignment of apps with business processes. Admittedly, integration
problems are arising often when complex information systems are deployed.

Our work is mostly limited due to its novelty. As sketched earlier, there
is conceptually similar work [11,12], which guarantees rigour in our method.
However, useful sources are scarce. Therefore, our selection, justification, and
application of criteria might not be exhaustive. Future developments could lead
to additions and adjustments.

Moreover, the evaluation and specifically the recommendations are a snap-
shot. With the maturing field of research and more experience gained in practice,
the assessment will need to be repeated in about one year latest. As a direct con-
sequence, the rigor of the assessment is not uniform. For a few criteria, quantita-
tive assessments are available. For many, qualitative assessments can be made or
at least non-scientific sources can be summarized. And some, unfortunately, rely
on anecdotal evidence. Much more profound assessment should become possible
in the near future.

5.3 Open Research Questions and Future Work

The limitations do not lower the value of our work but lead to open questions.
Although being a main contribution of our work, the set of criteria is not final.
While we were able to successfully use it for assessment (and, thereby, assessed
it), it remains an open question into which direction criteria need to involve. This
question is closely tied to the development of business use of mobile computing in
general. Thus, future research needs to put emphasis onto topics such as mobile
device management (MDM) and bring-your-own-device (BYOD), which might
influence the requirements of typical business apps. E.g. if a company has an
open BYOD policy, it cannot freely choose the platforms it develops business
apps for, but has to build apps that run at least the majority of devices brought
into the work space. Company politics might also influence decision making, as
preferences in device choice of upper management can often hardly be ignored
by the IT division.

From a technological point of view, it remains to be seen to which extent
platforms converge. In addition, with the proliferation of Webapps and cross-
platform development approaches, there might be a shift in the importance of
native development. This, again, would have impact on the applicable criteria.

Besides these general questions, future research will need to cover some topics
raised during assessment. Many aspects of mobile computing in enterprises are
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not fully understood, yet. Concerning the work presented here, not only a refine-
ment of the criteria might be desirable but also their quantitative assessment.
Backing up the significance of our framework would be a notable next step.

Our own work on the criteria is finished for now. In the future we will tackle
distinctive issues of mobile computing, including testing, context-dependence,
cross-platform possibilities for business, and domain-specific applications of
mobility. In due time, we will revisit the work presented in this paper.

6 Conclusion

In this paper we presented work on the evaluation of platforms for business
apps. After identifying and describing a distinct set of criteria, we conducted an
exemplary evaluation of three platforms. Based on the insights gained both by
working on the criteria and by applying them, we proposed recommendations.

There is not one definitive platform for business apps but choices have to
be tailored to needs and expectations, carefully weighting pros and cons. It is
neither possible nor reasonable to recommend one platform over the other; in
fact, businesses will often have to support several platforms or take into account
external factors that cannot be taken into account by general assessment (such
as existing contracts). Nevertheless, our recommendations provide support when
platform choice is available, or when weighting how much effort to put into
developing for one platform or the other. Our work still poses limitations due the
novelty of the whole field; thus, a number of open questions could be identified.
We will keep on investigating mobile computing for enterprise usage.
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Abstract. Data-related modeling capabilities within Business Process Model
and Notation (BPMN) are intentionally restricted to being handled within
dynamic process perspective and do not enable implementation of individual
processes in dedicated workflow engines and/or iterative improvement of process
specifications by running simulations using specialized software. Thus, achieving
the level of executable processes effectively is largely dependent on the proper
selection and introducing notations that are complementary to BPMN. The
current paper is aimed at identification of suitable complementary techniques to
support the organizations’ business process models with document and data
structure-oriented specifications as well as verification of the support for such
techniques among future business analysts. Authors develop and exemplify orig‐
inal UML profile for BPMN data object modeling that serves as a basis for
acceptance research. Models prepared with the profile are assessed using a ques‐
tionnaire survey designed in accordance with Unified Theory of Acceptance and
Use of Technology (UTAUT).

Keywords: Business process · Data model · Data object · BPMN · UTAUT

1 Introduction

The effectiveness of business organizations management methods is a subject that is
invariably attractive to the scientific community – having an above-average practical
impact on the market at the same time. It is a process-oriented approach which is one
of the most characteristic paradigms that meet the challenges of the modern economy.
The continuous increase in the complexity of a business organization, more and more
diverse interactions of the organization with its environment, competitive pressures,
globalization processes that cover further aspects of the business functionality as well
as continuous development of technologies (most notably ITC) – these factors provide
enterprises which have made the transition into a process organization with arguments
for the validity of the chosen path.

Consecutive stages of implementing the process management concept in a business
organization – as well as the subsequent increase in the level of its process maturity –
involve using numerous specification and measurement techniques for individual
processes. This article is concentrated around the issues related to data specifications
for business process models developed with BPMN – Business Process Model and
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Notation [15]. Over the years, the BPMN has proved to be one of the major candidates
for common adoption in the future, competing with such dedicated process modeling
standards and techniques as Architecture of Integrated Information Systems [21], IDEF3
[14], Business Process Management System [11], Rational UML Profile for Business
Modeling [9], Eriksson-Penker UML Extensions [4], Extended Enterprise Modeling
Language [12], GRAPES-BM [10] as well as Line of Visibility Chart [7]. Moreover, it
should be noted that a number of techniques originally designed most often for infor‐
mation system analysis and design and later suited to the needs of business modeling
also support business process modeling. The latter include Data Flow Diagrams [24],
Flowcharts [8], Control Flow Diagrams [3], Colored Petri Nets [19], Functional Flow
Block Diagrams [1], Role Activity Diagrams [18] and Gantt Charts [5]. While a variety
of standards is valuable in scientific discourse and contributes to the development of the
field, it turns out, in everyday use, to be extremely inconvenient. Additionally, most
techniques fail to meet the level of detail required to implement individual processes in
dedicated workflow engines and/or iteratively improve process specifications by running
simulations using specialized software.

The goal of the article is to identify suitable complementary techniques to support
the organizations’ business process models with document and data structure-oriented
specifications and verify the support for such techniques among future business analysts.
Authors develop and exemplify the original UML profile for BPMN data object
modeling that serves as a basis for acceptance research. Models prepared with the profile
are assessed, using a questionnaire survey designed in accordance with Unified Theory
of Acceptance and Use of Technology (UTAUT). After the Introduction, issues
regarding supporting business process models with documents and data are discussed
in Sect. 2. Section 3 introduces BPMNDoc – a UML profile for BPMN data object
modeling. Section 4 covers preliminary results of document and data structure-oriented
specification acceptance research. The article is concluded with a summary and outline
for future work.

2 The Issue of Data in Regard to Specifying Business Process

The term data modeling used in conjunction with business process definition applies to
presenting domain-related data in an understandable and easily interpretable way to a
team of developers who will implement individual business processes in a workflow
engine. The above-mentioned developers – programmers – are obliged to properly
interpret the models provided by business analysts. They are to build a system that meets
business expectations. Basically, BPMN notation focuses on the dynamic aspect of the
data by supplementing the process model of data objects that are generated or used by
individual process tasks. The issues of interrelationships between documents, building
structural document/data models and – naturally – management of the models’
complexity remain outside of the BPMN scope. For this reason, a business analyst must
follow the potential techniques complementary to the BPMN standard in order to specify
data in an adequately detailed way.
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One should consider some of the mechanisms that intersect process modeling and
system development domains, as they are vital to the operation of the company. Espe‐
cially, discussion regarding the attributes within workflow systems affects wider and
wider areas of research. Subject-related literature references numerous proposals for
classifying data. There are also attempts to identify data sources (internal as well as
external) and to organize the data into well-defined formats [20]. Researchers are inter‐
ested in methods for analyzing data transition along task flows [6] as well. Extensive
studies of commercial workflow systems will also need to take into account the impact
of data definitions on useful analysis of business processes.

During the business process execution, process data are used to perform process
activities (as well as sub-processes and tasks). As far as a BPMN model is concerned,
if an activity requires data (reads data), then the business process model presents it as a
data object associated with an individual activity or activities. However, as a result of
completion of individual activities, new data objects may be generated and/or existing
data object may change their states. All such cases ought to be taken into account while
preparing a detailed BPMN model. In some cases, in order to avoid placing numerous
data associations between process activities relaying documents or data between them,
BPMN models incorporate simplifications by directly associating relevant data objects
with process flows interconnecting business process activities. Moreover, BPMN allows
for the enrichment of generic Data Object notation, enabling system analysts inter alia
to model a set of data objects or differentiate physical documents from digital data stores.

While process the dynamics-oriented approach enables analysts to track events
related to data objects, it is the local (process-centered) relevance of data objects that is
the major issue while implementing such models in a workflow system. Developers
working purely on BPMN business process diagrams must track numerous models to
identify all the data/documents relevant to a system being built. Moreover:

• BPMN models lack information regarding relationships among data objects;
• hardly any data attributes are provided by data object notation;
• systems analysts work more efficiently with structural data models, common in their

field of expertise;
• capabilities for introducing custom properties to such models are limited.

3 Structural Data Models for BPMN-Specified Processes

The development team has a number of potential complementary techniques for BPMN
notation in respect of data modeling. Basically, such complementary techniques include:

• well-known standards and languages dedicated to system development and supported
by popular CASE tools, such as Unified Modeling Language (UML) or Entity-Rela‐
tionship Diagrams (ERD);

• custom diagrams proposed by vendors of business process-oriented tools such as
BPMS document diagrams implemented in ADONIS tool;

• specialized profiles of more general techniques proposed by researchers and organ‐
izations.
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It is UML that is a strong candidate for supplementing BPMN models in respect of
data modeling, since it may be considered a de facto standard for information systems
analysis and design. Having said that, the standard was basically designed as a universal
language and can be used effectively in other areas of application. The main advantage
of UML as a technique to allow the development of detailed data/document specifica‐
tions is its popularity – and hence – common knowledge regarding the notation and rules
of its use among analysts and developers of data models, which facilitates smooth
mapping of the elaborated models into the target environments. Additionally, the market
impact of this standard provides practical independence from tool vendors – most of the
tools available on the market provide UML support in the first place, other techniques
usually come second. Thus, the business enterprise that develops and streamlines its
business processes models may flexibly select CASE tools while minimizing the risk of
discontinued support in the future.

On the other hand, the UML is in fact an above-average extensive and complex
standard, which is an obvious weakness when considering its application in a business
environment. Employees representing the business domain do not have generally appli‐
cable technical competence to master details of the language. At the same time, UML
constructs are visually incompatible with BPMN constructs, which raises potential prob‐
lems of misinterpretation. Thus, it is perfectly reasonable to abandon full structure-related
functionality of the standard and develop a UML profile that would provide the minimum
possible degree of complexity for efficient data interrelationship modeling and utilize the
BPMN-native notational convention at the same time. Such “light” approaches are used in
system analysis and design domain as well, based on studies regarding the usefulness of
individual UML diagrams/constructs [2]. A UML profile [16, 23]:

• is a subset of the original standard adequate for specific application domain, based
on deliberately filtered diagrams and modeling categories;

• introduces new modeling categories beyond those specified by the identified subset
of the UML meta-model using extension mechanisms;

• introduces strictly defined rules regarding original/additional modeling categories
beyond those specified by the identified subset of the UML meta-model;

• introduces semantics, expressed in natural language, beyond those specified by the
identified subset of the UML meta-model;

• rearranges the architecture of the subset if necessary.

It is a UML profile for BPMN data object modeling proposed by the authors –
BPMNDoc [13] – that constituted a basis for further research (Fig. 1). The profiling
effort as a path for detailed specification of data originating from BPMN models and
being implemented within workflow systems was undertaken later by Object Manage‐
ment Group itself. The organization responsible both for UML and BPMN development
decided to release own solution – UML Profile for BPMN Processes [17].

The BPMNDoc in Fig. 2 is presented using a UML profile diagram, which is dedi‐
cated to formalizing custom extending and tailoring the standard to the specific needs
of UML users. It is based on standard Unified Modeling Language meta-classes, defined
in UML documentation [16] – i.e. Class, Package, Association and Nesting – along with
their default attributes. Since any document may be described in more detail by
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providing its additional properties (attributes) and since preliminary research revealed
that visualizing such features within document structure-oriented model is regarded as
added value (see Fig. 3), Property as well as DataType meta-classes were included in
the profile as well. Individual meta-classes were assigned with BPMN-compatible ster‐
eotypes (should such stereotypes apply), their descriptive attributes as well as proposed
notation in accordance with UML profile diagram syntax. Default values of UML-orig‐
inating meta-classes were modified accordingly to meet scope of the profile.

The proposed profile is universal in nature – both documents and data may be
structurally described using it, implementing conventions typical of classes and their
associations, derived directly from the UML. Although BPMN meta-model classi‐
fies collections in terms of data objects properties, within the profile it was decided
to assign this property to a package. This is because of practical experience regarding
flexibility in modeling collections of documents – a package can group both objects

Fig. 1. BPMNDoc – a UML profile for BPMN data object modeling proposal.
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of the same type as well as objects with different characteristics, in particular,
further collections. Packages themselves can be assigned with all the characteristics
of a data object, which allows the use of a wide range of notational combinations,
derived directly from the BPMN specification, and ensures visual compatibility at the
same time. While in a global data-oriented view specification of such properties as
data inputs and outputs is of secondary importance, stereotypes are reflected in the
profile due to their usefulness in the development of local, specific data/document
models for individual business processes.

Fig. 2. Relationships between documents used within the site acceptance process.
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As classifying data objects and references to data objects within the model in accord‐
ance with BPMN meta-model [15] were found to have limited added value for a business
analyst, no distinction is made between those modeling categories. Thus, document
states may be assigned directly to data objects. Due to the characteristics of class that
have been included in the profile, data object stereotypes may be used in two ways.
Relatively simple models are based on the notation of the data object and its name only
(see Fig. 2). In accordance with BPMNDoc profile meta-model, data stores are not
allowed to be assigned a collection stereotype. Moreover, classifying data stores as data
inputs/outputs is not supported. Exemplification of the UML profile for BPMN data
object modeling is presented in Fig. 2.

As shown in Fig. 2, a business partner that is responsible for processing a Work Order
is obliged to provide the telecommunications company with a Post-Installation Documen‐
tation. The documentation is in fact a collection that consists of List of Tests along with Test
Reports, Photographs as well as Technical Drawings. The components of the collection
are indicated within the data model using a nesting relationship – one of the two UML
relationships that were included in the meta-model. Due to the fact that the proposed UML
profile classifies collections as stereotyped UML packages, alternatively a business analyst
can use a standard UML package notation with graphical stereotype of the collection
embedded in upper right area of the package symbol. In such a case, contents of the
package (collection) might be placed directly inside the package. Work Order is associated

Fig. 3. Modeling collections and supplementing data objects with attributes in BPMNDoc.
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with Installation Guidelines. During the execution of the business process of site accept‐
ance, one or more Invoices are prepared. From the data model point of view, an Invoice is
each time associated directly with an appropriate Work Order.

In contrast to the Post-Installation Documentation, Documentation of Acceptance is
a collection of documents compiled in co-operation with the telecommunications
company. Its development requires a physical inspection on the site. An integral part of
the latter is the Acceptance Procedure, which is also includes Test Reports. In addition
to these components, Documentation of Acceptance comprises Technical Inspection
Report along with any Photographs, documenting the equipment setup on site. In subse‐
quent iterations of works, the level of quality achieved allows issuing the Certificate of
Acceptance, which should be considered in terms of attestation of the order completion
to a subcontractor. Any minor defects are removed at a later stage, and a Fault Removal
Documentation in each case references the number of previously issued Certificate of
Acceptance.

The remuneration for the activities completed is reflected in the modified status of
the Invoice as well as a separate document, i.e. Payment. Due to the fact that the amount
agreed upon may be paid in installments, the multiplicity of Invoice-Payment association
is set to 1..*.

More sophisticated document/data models ought to use the standard representation
of a class with a graphical stereotype of a data object assigned in the upper right corner.
In such a case, a complete list of the properties of the data object is specified as attributes
of the class, as shown in Fig. 3.

It should be noted that structural data models cannot be classified as a universal
solution for all data-related issues resulting from the current state of BPMN specifica‐
tion. For instance, such challenges as assigning data to processes in complex branching,
handling data within cycles, advanced handling of messages between pools or
processing emergence of new documents are, due to their nature, related to the dynamic
aspect of the data – and as such remain outside the scope of the paper.

4 Acceptance of Data Model Extensions – Preliminary Assessment

Based upon the data gathered within the research process, a multi-aspect quantitative anal‐
ysis aimed at analyzing acceptance of document and data structure-oriented specifications
was carried out. The research was conducted based on UTAUT model [22], thus the struc‐
ture and content of the questionnaire form presented to survey participants were formu‐
lated to support individual UTAUT variables. The Unified Theory of Acceptance and Use
of Technology allowed assessing the levels of users’ acceptance through a direct measure‐
ment of intention of using the investigated information technologies as well as software.
The questionnaire was distributed among participants using Google Forms. The authors
collected 54 sets of answers, of which 51 proved to be valid while 3 – incomplete. 19
questions were presented to the respondents – 15 of them were domain-specific and
described using the 5-degree Likert scale, while the remaining 4 were moderator-oriented.

As presented in Fig. 4, general support for data structure-oriented specifications
among future business analysts may be described as high. In particular, the number of
survey participants that declared strong support (captured value of 1) or support
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(captured value of 2) for future use of BPMNDoc or similar techniques (questions BI1-
BI3) averaged at 30.67 – while non-supporters (captured values of 4 and 5) averaged at
5.67. It was the Effort Expectancy that proved to be highest-ranked feature of data
structure-oriented specifications within the survey. Mean number of participants that
found elaborated technique as user friendly was 6.3 × greater than the number of partic‐
ipants that had difficulties using the BPMNDoc. Moreover, support for the technique
was stable across the research questions. On the other hand, future business analysts
declared that Social Influence regarding the use of techniques under discussion was very
diverse and not particularly high on average – while participants perceived the encour‐
agement from University staff to explore BPMN-complementary techniques (SI3), they
did not influence each other (SI2).

Fig. 4. Support for data structure-oriented specifications among future business analysts.

5 Conclusions and Future Work

Discussion initiated in this paper brings up some arguments for extending BPMN busi‐
ness process models with data- and document-oriented models – from both academic
and practical points of view. The techniques introduced in Sect. 3 prove to be useful
when the process models under development require refinement with low-level infor‐
mation – which provided in a descriptive manner only is vague and insufficient. Unified
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documents and data models are of particular importance while business processes are
being automated, and (after deployment on workflow engines) support not only work‐
flows, but exchange of information based on data and documents being processed as
well. Pure BPMN-based solutions seem to be useful mostly owing to the fact that rela‐
tionships between data and procedural operations are clear and easy for business stake‐
holders to understand. Applying further information regarding the statuses of documents
describes the processing thereof more accurately. It is a decrease in the legibility of the
diagram that is the evident drawback of merging BPMN model, which is strictly process-
oriented, with detailed data description in a single diagram. Including all the details
necessary to successfully execute business processes significantly reduces the number
of potential diagram recipients as well. This defect does not impact either UML-based
BPMNDoc profile or similar techniques brought up in Sect. 3, as such techniques provide
a global overview of the data/document model, structural relationships between model
constructs, decomposition features for data collections – remaining legible both for
business and system analysts. Having said that, in case of separating data from process
dynamics business analyst is required to perform analysis of multiple interlinked models
to capture the relationship between procedural activities and documents. It is worth
considering dedicated process specification environments that support integration of
numerous models within BPM. Thus, business analysts may benefit from context-related
switching between interrelated models: process, documents and data. Moreover, an
integrity and consistency check of model repository is enforced.

While document and data structure-oriented specifications proved to be welcome by
future business analysts asked to participate in the research process carried out, the data
collected allows the analysis of the relevance of individual variables supported by
UTAUT model. Performance Expectancy, Effort Expectancy, Social Influence and
Facilitating conditions are hypothesized to have positive significant impact on Behav‐
ioral Intention/Behavior itself, keeping in mind the specificity of modeling discipline.
Thus, further research presumes conducting data reliability analysis using Cronbach’s
Alpha coefficients for each variable that was assigned a group of three specific questions.
The hypotheses regarding relevance of individual variables are to be tested by verifying
both estimates and significance levels of individual interconnections related to the
hypotheses.
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Abstract. The given work considers a new methodology of higher education
establishment management. According to the suggested approach decision-
making in HEE must be based on information collected from both internal and
external data sources. It is suggested to consider the web as an external data
source for monitoring activities. In order to provide data collection from the web
the information technology of web-based monitoring was developed. The
described technology is realized on the basis of multiagent software paradigm.
The business value of information collected with the help of the developed
information technology was estimated in case study.
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1 Introduction

Nowadays the level of higher education determines the prosperity of economical and
cultural areas of public life. Higher education establishment (HEE) in this situation is
the main institution that contributes to the common weal. Therefore the effective
management of HEE is a relevant problem today.

New challenges of market and postindustrial economy lead to the active search of
new methodologies of complex systems management. HEE is an open complex system
functioning in the external environment represented by public and state institutions,
consumers, and suppliers. This causes the need to coordinate the work of HEE with
different stakeholders who are expecting for different outcomes. Therefore new
methodologies of complex systems management are mainly oriented on the improve-
ment of system performance, since it is a basic criterion of management effectiveness.

Various information systems (IS) are used in HEE to provide effective manage-
ment. They support such activities as management of educational process, research,
bookkeeping and personnel accounting. These information systems collect huge vol-
umes of data which are necessary for management. Unfortunately, these data are often
not properly used because of its heterogeneity, incompleteness, and inaccuracy.
Additionally, we can observe the situation when IS in HEE deal predominantly with
internal data sources that are characterized by come level of subjectivism. In this
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situation management of HEE becomes a quite difficult process, since a proper
mechanism of decision making can’t be built.

We suggest a new approach of complex systems management that requires gath-
ering of data from both internal and external data sources and combine them in order to
obtain a broad picture and fully evaluate management efforts. The goal of this work is
to develop information technology (IT) supporting a new methodology of complex
systems management, which is oriented on the improvement of business value of
information used for decision-making in HEE.

The rest of this paper is organized in the following way. Section 2 describes the
drawbacks of existing methodologies of complex systems management. The idea of a
new approach based on usage of different data sources is represented in Sect. 3. The
aspects of the developed information technology are described in Sect. 4. The esti-
mation of business value of information produced by this IT is done in Sect. 5.

2 An Overview of Methodologies of Complex Systems
Management

Let’s consider the basic stages of the development of management theory. Modern
management theory starts from the classical control theory, namely from Watt’s
governor [1]. This device for the first time realized the principle of management based
on negative feedback. Initially the goal of complex systems management was to pro-
vide a stable functioning of management object. In this case we use only the infor-
mation about its input and output parameters.

The research in the area of stability of control actions in technical systems leads to
the development of the classical automatic control theory [2]. Here the problem of
control supposes that the feedback must be built to provide the transition of the
dynamical system from the neighborhood of one state of equilibrium to another. It is
important that information, based on which the feedback and control inputs are formed,
is gathered from the “outputs” of the management object. This methodology has some
issues when it is necessary to make the control in the real time mode and the number of
controlled parameters is big enough.

Considering modern system as an open system interacting with the external envi-
ronment, we come to the stochastic statement of the classical control problem [21]. In
this case random influences of the external environment are taken into account. The
important fact here is that this methodology adds the information about external
environment to the general information that must be considered during the feedback
definition.

In a cybernetic approach any controlled systems are considered to be abstract and
independent of their material nature [3]. Still this methodology is predominantly based
on the information about management object or external environment, but only from
the point of view of the controlled object.

The growing complexity of economical and social systems caused the development
of cybernetic principles for the new circumstances. Therefore, we consider adaptive
methodology of management [4]. It is focused on the dynamics not only of the man-
agement object, but also on the constant change of the external environment. Modern
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management approaches based on the objectives are the typical examples of this type of
management.

Nowadays we can observe the development of existing concepts of management
towards multifeature orientation. New models are based on the new concept of Per-
formance Measurement. The representatives of the new management models are Data
Envelopment Analysis, Performance Measurement in Service Business, Balanced
Scorecard, Tableau de Bord, Productivity Measurement and Enhancement System [5].
Summarizing these approaches we can introduce the notion of the proactive manage-
ment [5]. The distinct feature of these methods is a high degree of accounting of
information from the external environment, i.e. the targeted collection of data about
the environment of the complex system. However, this information reflects only the
environment where the system is functioning. Thereby, management is based on the
information which is collected inside the control circuit.

The analysis of the existing approaches to complex systems management allows to
state that reasonable decision-making must rely on the values of definite indicators that
should be measured based on the data gathered from both inside and outside of the
system. This problem is known in management theory as monitoring and evaluation
(M&E) [6]. The given work represents an idea of HEE management based on the
monitoring of data from two types of sources: internal and external, namely the web.

3 Management Based on Combination of Internal
and External Data Sources

There are two approaches of M&E: implementation-focused and results-based [6]. The
first approach considers the logical scheme Inputs-Activities-Outputs. The second
approach represents the scheme Goals-Outcomes. To demonstrate the difference
between two approaches we consider the measurement of the results of research
activities in HEE (Fig. 1). Implementation-focused M&E lays stress on the outputs, i.e.
the number of conferences where employees took part, while the quality of papers stays
out of consideration. In a contrast results-based M&E emphasizes the outcomes, i.e. the
characteristics of the quality of research process. Although a researcher might have
written only a paper to a single conference, but this conference has a high position in a
ranking and its publications are included in scientific databases.

So the main difference between two approaches is in the target orientation. In the
case of implementation-focused M&E the estimation of goals achievement is based on
indicators associated with system outputs. And in the case of results-based M&E
indicators reflect the outcomes. The given work considers results-based monitoring as a
way which can improve decision-making process in HEE.

The suggested approach requires realization of M&E with respect to both types of
data sources: internal and external (Fig. 2). In particular we propose to complement the
traditional monitoring system in HEE with a new technology of monitoring of data
available on the web. As it was discussed in our previous works, the outcomes of HEE
functioning can be observed on the web [7, 8]. This information characterizes the
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results from outside of the management system. Therefore it should be taken into
consideration while measuring the results of HEE work. The involvement of external
information may increase the completeness and relevancy of data. And the usage of
web space as a data source provides new possibilities for automation of monitoring.

The concept of web-based monitoring in HEE was introduced in [7]. In the given
research we represent the IT of web-based monitoring consisting of such key stages as
data sources searching, data retrieval and performance indicators measurement.

Fig. 1. Implementation-focused M&E vs. Results-based M&E

Fig. 2. Management approach based on combination of internal and external data sources
monitoring
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4 Information Technology of Web-Based Monitoring

The developed IS of web-based monitoring and measurement is a part of traditional
monitoring system. It allows to add value to business information used for
decision-making in HEE. The suggested IT presupposes execution of several stages
(Fig. 3). Knowledge necessary for implementation of every stage are stored in corre-
sponding ontologies.

The IS of web-based monitoring is realized on the agent software platform JADE
[9]. Each type of agents is responsible for solving of definite tasks considered in our
previous research [10]. The data sources search has been realized via agents A0-A2
[11]. Agents A3-A6 implement data extraction from the web pages and construction of
assessment matrix [12]. Measurement of indicators is done by agent A7 based on
statistical model [13]. Interaction between agents is shown on Fig. 4.

In order to formalize the work of introduced agents we suggest the following formal
agent architecture based on agent’s function [10]. Let S be a set of states of external
environment and P is a set of agent’s perceptions of this environment. Then function of
perception is defined as f : S ! P and describes how different environment’s states are
percepted by an agent. Then an agent’s function based on perception can be represented
as gP : P ! A, where A is a set of agent’s possible actions. Let’s introduce a set I of
agent’s internal states. The function of agent’s internal states updating based on the
current perception of the environment is h : I � P ! I.

All the developed agents are reactive and based on the models. Knowledge and
rules used by agents in order to search data sources and retrieve data are formalized
with the help of methods of the Theory of Intelligence, namely a comparator identi-
fication method [14].

Fig. 3. Information technology of web-based monitoring (IDEF0 notation)
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The given work represents the developed IT as a collection of steps for each stage
of web-based monitoring.

Step 0. An expert defines the ontology of web-based monitoring
OWEB�MONITORING ¼ OSEARCH ;OEXTRACTION ;OMEASUREMENTh i.

Stage 1. Web pages search
Step 1.1. Initialization of agent A0 with the set of states SA0, set of perceptions PA0

and set of actions AA0.
Step 1.2. Agent A0 obtains the model of data sources search MSEARCH ¼

RSEARCH ;RSOURCE;PSEARCH ;PPATTERN ; Seedh i and the ontology OSEARCH ¼ OTOPIC;h
OSOURCEi.

Step 1.3. Agent A0 checks a queue of messages in a cache memory according to its
perception function fA0 : SA0 ! PA0.

Step 1.4. Agent A0 chooses an action based on the action function
gA0 : PA0 ! AA0.

Step 1.5. Agent A0 creates the first agent A1 with the search model and seed URLs
given in the ontology OTOPIC.

Step 1.6. Agent A0 creates agent A2 with data source model set by the ontology
OSOURCE .

Step 1.7. Agent A0 creates agent A3 with pattern model set by the ontology
OPATTERN .

Step 1.8. Initialization of agent A1 with the set of states SA1, set of perceptions PA1

and set of actions AA1.
Step 1.9. Agent A1 checks URLs according to its perception function based on the

model of searching topic model fA1 : SA1 !KA1 PA1.

Fig. 4. Agents interaction
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Step 1.10. Agent A1 chooses an action based on the action function

gA1 : PA1 !MA1 AA1.
Stage 2. Data sources search
Step 2.1. Initialization of agent A2 with the set of states SA2, set of perceptions PA2

and set of actions AA2.
Step 2.2. Agent A2 checks a web page according to its perception function based

on the data source model fA2 : SA2 !KA2 PA2.
Step 2.3. Agent A2 chooses an action based on the action function

gA2 : PA2 !MA2 AA2.
Step 2.4. Check the quality of the results of data sources search stage by the

coefficients of precision P and consistency К.
Precision of searching results is defined as

P ¼ tp
tpþ fp

;

where tp is a number of true positive web pages; fp is a number of false positive web
pages [15].

Consistency is determined as

K ¼ PðAÞ � PðEÞ
1� PðEÞ ;

where PðAÞ is a ratio of coincident estimates of an expert and developed IS; PðEÞ is an
expected ratio of estimates that coincide randomly [16].

Step 2.5. If P[Pthreshold and K[Kthreshold , then go to Stage 3, otherwise go to
Step 1.8.

Stage 3. Data retrieval on indicators
Step 3.1. Initialization of agent A3 with the set of states SA3, set of perceptions PA3

and set of actions AA3.
Step 3.2. Agent A3 checks a web page according to its perception function based

on the pattern model fA3 : SA3 ! PA3.
Step 3.3. Agent A3 chooses an action based on the action function

gA3 : PA3 ! AA3.
Step 3.4. Initialization of agent A4 with the set of states SA4, set of perceptions PA4,

set of internal states IA4 and set of actions AA4.
Step 3.5. Agent A4 obtains the model of data retrieval MPATTERN ¼

RPAGE;RPATTERN ;Factor; Indicator;Objecth i and the ontology
OEXTRACT ¼ OPATTERN ;OGEN PATTERN ;OITEMh i.

Step 3.6. Agent A4 a queue of messages and updates its internal state according to
function hA4 : IA4 � PA4 ! IA4.

Step 3.7. Agent A4 chooses an action based on the action function
gA4 : PA4 ! AA4.

Step 3.8. Agent A4 creates agents A5 with the model of generalized pattern and
ontology OGEN PEATTERN .
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Step 3.9. Agent A4 creates agents A6 with the item model and ontology OITEM .
Step 3.10. Initialization of agent A5 with the set of states SA5, set of perceptions PA5

and set of actions AA5.
Step 3.11. Agent A5 checks a pattern according to its perception function based on

the model of generalized pattern fA5 : SA5 ! PA5.
Step 3.12. Agent A5 chooses an action based on the action function

gA5 : PA5 ! AA5.
Stage 4. Forming assessment matrix
Step 4.1. Initialization of agent A6 with the set of states SA6, set of perceptions PA5

and set of actions AA6.
Step 4.2. Agent A6 checks a generalized pattern according to its perception

function based on the item model fA6 : SA6 ! PA6.
Step 4.3. Agent A6 chooses an action based on the action function

gA6 : PA6 ! AA6.
Step 4.4. Check the quality of data retrieval stage by the characteristics of the

assessment matrix. The statistical estimates of correlation Corr, skew A and excess E
must be calculated [18].

Step 4.5. If Corr\Corrthreshold , A\Athreshold and E\Ethreshold , then go to Stage 5,
otherwise go to Step 3.10.

Stage 5. Indicators measurement
Step 5.1. Initialization of agent A7 with the set of states SA7, set of perceptions PA7

and set of actions AA7.
Step 5.2. Agent A7 obtains the measurement models and the ontology

OMEASUREMENT ¼ OOBJECT ;OM�MODELh i.
Step 5.2. Agent A7 chooses an action based on the action function

gA7 : PA7 ! AA7.
Step 5.3. Check the quality of the measurement stage by reliability and validity

coefficients [].
Step 5.4. If reliability and validity are satisfactory, go to step 5.4, otherwise to

Stage 1.
Step 5.5. Estimation of Business Value of Information (BVI) obtained during the

web-based monitoring [17]:

BVI ¼
Xn

j¼1

ajxj;

where aj is a weight coefficient of criterion of data quality (precision, relevancy,
completeness, and latency); xj is an expert judgment of criterion.

5 Case Study

The developed IT was tested for measurement of indicators that characterize research
quality in HEE. In particular, we considered measurement of the level of activity in
conferences organization (LACO). This indicator is expressed through participation of
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HEE’s employees in program committees, organization committees, in the role of
keynote speakers and HEE as a conference venue.

According to the suggested IT, ontology OWEB�MONITORING must be defined. Let’s
consider it in more details. In the general case ontology can be represented as

Ontology ¼ T;R;Ch i;

where T is a set of terms; R is a set of relations between the terms; C is a set of
constraints and rules concerning terms and relations.

On the first stage agents are searching for the web pages corresponding to the topic
of search which is set by definite words in definite elements of metadata. For this
purpose agents use subontology OTOPIC ¼ TT ;RT ;CTh i presented in the following way:

TT ¼ Term; Title;Keywords;Hyperlink; Topic; SeedURL; Topicf g

RT ¼ isLocatedIn; correspondsToTopic; isSubclassOff g

IT = {Conference, symposium, http://www.academic.research.microsoft.com}

CT1 ¼ 9i9q9tðTermðiÞ ^ isLocatedInði; tÞ ^ TitleðtÞ ^ correspondsToTopicði; qÞ ^ TopicðqÞÞ

CT2 ¼ 9i9q9k TermðiÞ ^ isLocatedInði; kÞ ^ KeywordsðkÞ ^ correspondsToTopicði; qÞ ^ TopicðqÞð Þ

CT3 ¼ 9i9q9h TermðiÞ ^ isLocatedInði; hÞ ^ HyperlinkðhÞ ^ correspondsToTopicði; qÞ ^ TopicðqÞð Þ

On the second stage agents define whether a web page corresponds to the model of
data source and use subontology OSOURCE ¼ TS;RS;CSh i represented as

TS ¼ Term; Topic; Title;Keywords;Header1;Header2;Header3f g

RS ¼ isLocatedIn; correspondsToTopic; isSubclassOff g

IS ¼ program committee; organizing committee; conference venue; invited speak ersf g

CS1 ¼ 9t TermðiÞ ^ isLocatedInði; tÞ ^ TitleðtÞ ^ correspondsToTopicði; qÞ ^ TopicðqÞð Þ^
9h19h29h3 TermðiÞ ^ ðHeader1ðh1Þ _ Header2ðh2Þ _ Header3ðh3ÞÞð Þ^

9h19h29h3 TermðiÞ ^ iHeader1ðh1Þ ^ Header2ðh2Þ ^ Header3ðh3Þð Þ

On the third stage agents form patterns of collected web pages and then combine
similar pages constructing generalized pattern. To make a pattern subontology
OPATTERN ¼ TP;RP;CPh i is used:
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TP ¼ Term; Source; Title;Keywords;Header1;Header2;Header3; Listf g

RP ¼ isLocatedIn; isSource; isSubclassOff g

IP ¼ conference name1; conference name2; . . .; conference name Mf g

CP1 ¼ 9t TermðiÞ ^ isLocatedInði; tÞ ^ TitleðtÞð Þ^

9h19h29h3 TermðiÞ ^ ðHeader1ðh1Þ _ Header2ðh2Þ _ Header3ðh3ÞÞð Þ

9h19h29h3 TermðiÞ ^ iHeader1ðh1Þ ^ Header2ðh2Þ ^ Header3ðh3Þ ^ isSourceðsÞð Þ

To construct a generalized pattern subontology OGEN PATTERN ¼ TG;RG;CGh i is
used:

TG ¼ Term;Pattern;Element;GeneralizedPatternf g

RG ¼ isLocatedIn; refersTo; isSubclassOff g

IG ¼ indicator1; indicator2; . . .; indicator Nf g

CG1 ¼ 9i9e TermðiÞ ^ isLocatedInði; eÞ ^ ElementðeÞð Þ

CG2 ¼ 9p9g PatternðpÞ ^ refersToðp; gÞ ^ GeneralizedPatternðgÞð Þ

On the fourth stage an assessment matrix is formed with the help of subontology
OITEM ¼ TI ;RI ;CIh i:

TI ¼ Term; Item;GeneralizedPatternf g

RI ¼ isLocatedIn; refersTo; correspondsTo; isSubclassOff g

II ¼ item1; item2; . . .; item Mf g

CI1 ¼ 9i9j GeneralizedPatternðjÞ ^ refersToði; jÞ ^ ItemðiÞð Þ

CI1 ¼ 9t9e9i TermðiÞ ^ isLocatedInði; eÞ ^ ElementðeÞð Þ ^ correspondsToðt; iÞ
^ ItemðiÞÞ

In order to investigate the efficiency of the suggested IT let’s estimate the BVI of
alternatives represented by traditional monitoring, manual web-monitoring and
web-monitoring based on the developed IT. We use AHP method for BVI estimation
[18]. The corresponding hierarchy of criteria and alternatives is shown on Fig. 5.

The elements Wk of vector of priority, which is an eigenvector of pairwise com-
parison matrix, are calculated by the formula [18]:
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Wk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wk=w1ð Þ � wk=w2ð Þ � . . .� wk=wnð Þn

p
; k ¼ 1; n

The matrix of pairwise comparison of criteria for our alternatives is presented in
Table 1. According to AHP method we firstly estimated local priority vector for criteria
(Table 1). Then traditional monitoring, manual web-monitoring and web-monitoring
based on the developed IS were estimated with respect to precision criterion (Table 2),
relevancy (Table 3), completeness (Table 4), and latency (Table 5).

Fig. 5. BVI hierarchy

Table 1. Pairwise comparison matrix for criteria

Criteria P R C L Vector of priority

P 1 0,2 5 0,2 0,13
R 5 1 7 0,33 0,31
C 0,2 0,14 1 0,14 0,05
L 5 3 7 1 0,52

Table 2. Pairwise comparison matrix for alternatives with respect to precision

Criterion (P) TM MM WM Vector of priority

TM 1,00 5,00 0,20 0,22
MM 0,20 1,00 0,11 0,06
WM 5,00 9,00 1,00 0,72

Table 3. Pairwise comparison matrix for alternatives with respect to relevancy

Criterion (R) TM MM WM Vector of priority

TM 1,00 5,00 0,50 0,32
MM 0,20 1,00 0,11 0,07
WM 2,00 9,00 1,00 0,61
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After processing the pairwise comparison matrices with the help of AHP method
we get BVI for three alternatives. The obtained values are given in Table 6.

So the application of the developed information system of web-monitoring and
measurement shows the obvious advantage. This proves that we can improve a tra-
ditional monitoring system with suggested information technology of web-monitoring.

6 Discussion and Conclusion

In this paper we presented a new approach to HEE management. We formulated an
idea that in order to improve the performance of management in HEE it is necessary to
involve business information from internal and external data sources. We suggested to
consider the web as an external data source. We represented the evidence rules con-
necting HEE outcomes and web sources in the web-based monitoring ontology. In
order to provide data gathering from the web we suggested the information technology
implemented via the multiagent paradigm. To prove that the developed technology
adds value to information collected during web-monitoring we estimated the coefficient
of business value of information. We compared three alternative ways of monitoring.
The calculations confirmed the viability of the suggested methodology.

The suggested approach can be applied to different objects to support data search
and extraction from the web. One of the limitations of the presented information
technology is that it requires a precise description of indicators that must be explored
on the web. So an expert must work on the ontology that includes rules related to
search and extraction of relevant data.

Another problem is that the presented technology considers only external sources of
data. The questions of internal data collection and analysis stay out of consideration.

Table 4. Pairwise comparison matrix for alternatives with respect to completeness

Criterion (C) TM MM WM Vector of priority

TM 1,00 3,00 0,14 0,15
MM 0,33 1,00 0,11 0,07
WM 7,00 9,00 1,00 0,78

Table 5. Pairwise comparison matrix for alternatives with respect to latency

Criterion (L) TM MM WM Vector of priority

TM 1,00 5,00 0,20 0,22
MM 0,20 1,00 0,11 0,07
WM 5,00 9,00 1,00 0,72

Table 6. BVI values

TM MM WM

BVI 0,24 0,06 0,69
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The integral estimation of HEE results must consist of estimates obtained based on both
internal and external data. An open question till now is how to determine the weight of
obtained external results in such integral estimate.

So the future direction of our research is related to the mechanisms of integration of
data gathered from different types of sources. The problems that should be solved
include integration of data presented in different scales and in different formats.
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Abstract. The article is related to ethical, human and organizational - motiva-
tional aspects of IS development. The first goal of the study is to explore the
occurrence of professional burnout and psychological violence among IT users in
Poland, a transition economy. The second goal is to verify the dependency of
professional burnout and negative communication aspects as mobbing or bul-
lying, among IT users. The results of the analysis fill the gap in the scientific
literature that concerns the ethical experiences associated with negative com-
munication at work, such as psychological violence (called bullying or mobbing)
and its impact on the burnout of IT users. The authors adapted, elaborated and
used two questionnaires. The first one related to mobbing includes such
dimensions like impact of the hindering on the ability to communicate, actions to
disrupt the public perception of the person, the impact of disrupting of social
relations, activities affecting the quality of life and employee situation, actions
detrimental effect on the health of the victim. The second questionnaire is related
to burnout syndrome and its three dimensions like physical, social and mental
symptoms. The study is based on a pilot survey conducted among 120 IT users in
south-west region of Poland. The results of this analysis show that phenomena of
mobbing and professional burnout exist. Mobbing has an impact on professional
burnout of IT users in transition economies. Managers and politicians in tran-
sition economies can benefit our study, by the use our findings to change some
legal rules and positively influence the organizational ethical climate that, in turn,
will remove psychic aggression and positively affect job satisfaction.

Keywords: Professional burnout � Ethics � IT � IT users � IS development � Job
satisfaction � Life satisfaction � Mobbing � Poland � Psychic aggression �
Transition economy

1 Introduction

The authors understand information systems (IS) as a social human activity system
stimulated by factors which belong to five classes, comprising: data, methods, infor-
mation technology, organization and people [5, 11, 24, 29, 30].

IS continuous development [5, 10, 11] depends on technology and organizational
factors, such as human capital or organizational climate related to work motivation
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system, and especially communication between employees and supervisors. The
organization development is often limited not only by the technology and infrastruc-
ture, but by knowledge or social and ethical competence [5, 9–11], particularly by
communication inside organization [9]. IS develop dynamically in relation to market
requirements [30]. The strongest driving force of IS are human resources - productive
information technology (IT) professionals and IT users. The company’s and IS
development can be reduced by exhausted, burnt out and inefficient staff, and by the
unethical, negative aspects of human communication, such as psychological violence
called mobbing or bullying [9–15]. Such phenomena can occur in difficult economic
situations, particularly in the process of economy transition [9–11, 20, 21]. Transition
economies can be defined as economies that are in a long-term process of transition
from a centrally planned economic system to a market driven system [10, 11, 20, 21].
The transformation started more than twenty five years ago, however according to the
research of Roztocki and Weistroffer [20] many transition economies still suffer from
the communist past in the form of a lingering government bureaucracy and managerial
attitudes not fully attuned to free market economy [10, 11, 20, 21]. A diagnosis of the
level of mobbing and burnout among IT professionals, paying attention to the negative
effects - can help to make decisions and lead to positive changes of the organizational
ethical climate. This in turn, will positively affect well-being of IT users and produc-
tivity. It can also reduce the fluctuation of highly qualified personnel and especially
emigration from the country [10, 11]. That’s why it is valuable to monitor negative
aspects of IT users communication.

The authors of the paper understand the development of information systems
(IS) as a creative effort that comprises the expertise, insights, and skills of employees
concerned with the need of improving for business [30]. The authors are especially
interested in IT users’ problems in the sphere of mobbing experiences (ME) and
professional burnout syndromes (PBS) because those factors may influence on IT users
well-being and their productivity and effectiveness. In this analysis the authors singled
out two groups: using IT intensively called “IT users” (working a minimum of 20 h per
week) and extensively (less than 20 h per week) signed as “others” [5].

The authors assumed: (1) occurrence of ME and PBS among IT users; (2) the
impact of ME on PBS, as also suppose that IT users working more intensively in IS
significantly differ from all other employee groups, what may be concerned with their
higher competences and expectations; [3, 5] IT employee subjected to
mobbing/bullying at work manifest PBS [12–15].

The structure of the paper is as follows. In the proceeding section the authors make
a brief review of literature concerning PBS and ME. Hypotheses verification is based
on the data from a structured survey conducted among 120 IT users employed in
enterprises located in south part of Poland. Next, the results of this study are described
and discussed, including some ideas for future studies.

IS continuous development [5, 10, 11] depends on technology and organizational
factors, such as human capital or organizational climate related to work motivation
system, and especially communication between employees and supervisors. The
organization development is often limited not only by the technology and infrastruc-
ture, but by knowledge or social and ethical competence [5, 9–11], particularly by
communication inside organization [9]. IS develop dynamically in relation to market
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requirements [30]. The strongest driving force of IS are human resources - productive
information technology (IT) professionals and IT users. The company’s and IS
development can be reduced by exhausted, burnt out and inefficient staff, and by the
unethical, negative aspects of human communication, such as psychological violence
called mobbing or bullying [5, 9–15]. Such phenomena can occur in difficult economic
situations, particularly in the process of economy transition [9]. A diagnosis of the level
of mobbing and burnout among IT professionals, paying attention to the negative
effects - can help to make decisions and lead to positive changes of the organizational
ethical climate. This in turn, will positively affect well-being of IT users and produc-
tivity. It can also reduce the fluctuation of highly qualified personnel and especially
emigration from the country [10, 11]. That’s why it is valuable to monitor negative
aspects of IT users communication.

The authors of the paper understand the development of information systems
(IS) as a creative effort that comprises the expertise, insights, and skills of employees
concerned with the need of improving for business [30]. The authors are especially
interested in IT users’ problems in the sphere of mobbing experiences (ME) and
professional burnout syndromes (PBS) because those factors may influence on IT users
well-being and their productivity and effectiveness. In this analysis the authors singled
out two groups: using IT intensively called “IT users” (working a minimum of 20 h per
week) and extensively (less than 20 h per week) signed as “others” [5].

The authors assumed: (1) occurrence of ME and PBS among IT users; (2) the
impact of ME on PBS, as also suppose that IT users working more intensively in IS
significantly differ from all other employee groups, what may be concerned with their
higher competences and expectations; [3, 5] IT employee subjected to
mobbing/bullying at work manifest PBS [12–15].

The structure of the paper is as follows. In the proceeding section the authors make
a brief review of literature concerning PBS and ME. Hypotheses verification is based
on the data from a structured survey conducted among 120 IT users employed in
enterprises located in south part of Poland. Next, the results of this study are described
and discussed, including some ideas for future studies.

2 Literature Review and Hypothesis

The goal of the study is to explore the phenomena of mobbing experiences (ME),
professional burnout syndromes (PBS) and the relationship between ME and PBS
among IT users in Poland, a transition economy. The research results supplement the
gap in the scientific literature, related to negative aspects of organizational and personal
communication as ME and PBS, their psychosocial characteristics, influencing ethical
attitudes, productivity, effectiveness and job satisfaction of IT users professional
group. Especially, the authors focused on finding the answers to the questions related to
formulated hypothesis: if phenomena of mobbing (ME) and burnout (PBS) exist among
IT users; if mobbing experiences (ME) have significant effect on the scale of burnout
(PBS), and its three dimensions: physical (physiological: PHS), social (interpersonal:
SIS) and psychic (mental: PS) of IT users.
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The novelty of the study is research comprising new elements of ME and PBS
spheres: new questionnaires of Mobbing Experiences (ME) and Professional Burnout
Syndrome (PBS). Mobbing Experiences questionnaire (ME) based on translation,
cultural adaptation and applying some topics of the Leymann’s theory related to
mobbing dimensions [12–15]. The questionnaire of Professional Burnout Syndrome
(PBS) is a new tool based on earlier version of the theoretical approach and ques-
tionnaire of Gurba (unpublished 2014). Such kind of study was conducted first time
among IT users, in Poland. In the scientific literature there are few examples of such
approach combining both tests of burnout and bullying (for instance [9, 16]) and lack
of research on this theoretical model in Poland. Despite of that there is not much studies
on ME and PBS in world scientific literature.

Figure 1 depicts the theoretical model of ME and PBS dependency that has been
verified empirically.

2.1 Burnout Syndrome

Stress-inducing factors related to work, such as the presence of chronic, disruptive
stressors, physical and mental exhaustion, and certain personal characteristics of an
individual lead to a condition called burnout syndrome. Burnout syndrome, as an object
of interest in medicine, was placed in the International Statistical Classification of
Diseases and Related Health Problems developed by the World Health Organization
(WHO) under the code ICD10 Z73.0. [1, 2, 4].

Fig. 1. The model and hypothesis
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Job burnout is defined as: induced by working condition state characterized by
chronic stress, accompanied by physical and mental exhaustion and a sense of lack of
achievement. In 1980, Cary Cherniss defined job burnout as a chronic (prolonged)
stress, where the requirements in the workplace exhaust and exceed the capacity of
individual resources [2]. In its first definition stress is characterized as the state of
burnout, in the second as the state in itself. Despite obvious differences in approach, in
all definitions of job burnout there occurs the concept of stress [2].

Strelau [26, 27] called burnout syndrome, ‘a disease of excessive involvement’
which seems to be a very apt description. It can be often seen when people who are
very committed to work, after a certain period of time, lose their energy, cease to be
creative and devoted – they ‘burn out’ during work. The reasons for this may be seen
primarily in terms of working environment - when dynamic, ambitious employee
collides with quite unfavourable occupational factors (physical and psychological).
These factors are largely independent from the workers, thus she/he has no much
influence on them. Also the organization itself acting consciously uses the maximum
engagement of employees and gets rid of them. It is a phenomenon that often occurs in
the workplace [22, 23].

In addition to personal predispositions and working conditions, a significant cause
of burnout are stressful situations resulting from interpersonal relations in the work-
place. These situations include: professional rivalry, impaired communication, lack of
trust, conflict, mobbing and other social determinants which are stimulus that provokes
a stress response. This is often concerned with psychic aggression – with mobbing.

2.2 Ethical Behavior – Mobbing

The concept of mobbing was introduced in 1984 by Heinz Leymann [12–15], a
Swedish psychiatrist and psycho-sociologist of German origin. The author claims that
bullying has always existed but never been previously tested or described in a sys-
tematic way.

In essence, mobbing means any act or behaviour relating to the employee or against
an employee, involving on persistent and prolonged psychic aggression or intimidation
of an employee, causing him low opinion of professional suitability, causing or
intended to humiliate or ridiculing an employee, isolating him or causing elimination of
a team of colleagues [12–15, 17].

It is the most dangerous and destructive phenomenon occurring at the point work
that is growing at an alarming rate and absorbs new victims [13].

Mobbing, psychological persecution in the workplace, as a social problem began to
be seen in the late eighties of the last century, at the era of yuppies, raising career
aspirations to the rank of the highest ambition [3, 17].

The concept of mobbing was used for the first time by Dan Olweus – who took the
term on the basis of the work of Konrad Lorenz - ethnographer. Some researchers
described a phenomenon known as bullying (terrorizing), ganging up on someone
(harassment, psychic terror [3]).
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Some activities can be treating as mobbing when are following circumstances:

• The time of torment (it is a period of several months, or not less than half a year);
• Repeatability of mobbing, at least once a week (although this is not specified too

precisely, as taken from the habits of employees);
• The imbalance of power between tortured (or tormented) and tormentors;
• Negative health consequences for the victim [19].

The authors of this paper assume that direct impact on the level of burnout may
have mobbing activities, if they appear in the workplace. They are most often actions
and behaviours directed against an employee involving primarily persistent and pro-
longed harassment or intimidation of a worker, leading to decreased self-esteem of
professional usefulness, difficulty in functioning in a group, all kinds of psychosomatic
diseases, significantly reducing the level of executed tasks. In its extreme form bullying
can result not only in resignation from office functions but can also lead to
post-traumatic stress syndrome, or even to states of extreme powerlessness - acts of
self-aggression [6].

Therefore, we hypothesize:

Null Hypothesis H01: Mobbing experiences as a victim have significant effect on
the professional burnout syndrome of IT users.
Alternative Hypothesis HA1: Mobbing experiences as a victim have no significant
effect on the professional burnout syndrome of IT users.

2.3 Burnout Syndrome and Mobbing Experiences

There are not to many empirical studies conducted by scientists to determine the
severity of occurrence and the correlation between PBS and ME among IT users or
professionals [1, 10, 11, 13, 17, 20, 26, 30]. The authors supposed a strong correlation
between PBS and ME [1, 2, 9]. The current analysis explores relations between two
scales: PBS with its three dimensions as the dependent variable and the five aspects of
ME as the independent variable. Moreover, in this research, the authors assumed that in
the Polish firms, IT users who present high levels of burnout syndrome in their work
can have more mobbing experiences as victims in physical, social and mental spheres
of their functioning at work. The authors took into consideration these assumptions and
formulated the hypotheses have been as follows:

Null Hypothesis H02: Mobbing experiences as a victim have significant effect on
the physical symptoms (physiological) of burnout of IT users.
Alternative Hypothesis HA2: Mobbing experiences as a victim have no significant
effect on the physical symptoms (physiological) of burnout of IT users.
Null Hypothesis H03: Mobbing experiences as a victim have significant effect on
the social (interpersonal) symptoms of burnout of IT users.
Alternative Hypothesis HA3: Mobbing experiences as a victim have no significant
effect on the social (interpersonal) symptoms of burnout of IT users.
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Null Hypothesis H04: Mobbing experiences as a victim have significant effect on
the psychic (mental) symptoms of burnout of IT users.
Alternative Hypothesis HA4: Mobbing experiences as a victim have no significant
effect on the psychic (mental) symptoms of burnout of IT users.

In the present study, we begin to address this gap by make apparent the relationship
between ME and PBS.

3 Methodology

To conduct the research and verify the four research hypotheses the authors used
qualitative and quantitative methods [8, 10, 11] like the method of competent judges
and structured online survey. Qualitative methods comprised critical literature and
concepts review, competent judges method (combined with focus group interviews) at
the stage of adaptation, preparation and evaluation of the research tools, written
interviews aimed to find ideas for associations, values, feelings and sensations as also
qualitative interpretation of the results. Quantitative methods included the use of an
online survey, in the form of a questionnaire. Some of the questions were structured,
with the possible answers in the form of a cafeteria. Part of the data was interpreted
qualitatively, and some with the use of statistical methods. The authors adapted theories
of mobbing and professional burnout and elaborated new versions of questionnaires of
ME and PBS. Structured online survey was used in the pilot study.

3.1 Research Questionnaires

To collect the data for analysis of burnout syndrome and mobbing, the first author
applied the Leymann’s theory of mobbing [12–15] and adapted it to Polish cultural
conditions elaborating new questionnaire [10]. The first author translated some topics
of the theory from English to Polish, made cultural adaptation of some topics and
elaborated the new questionnaire (Table 1).

The 5-point Likert scale was applied to each item, ranked from “strongly disagree”
(1) to “strongly agree” (5). Higher scores suggested higher levels of ME. The ques-
tionnaire dimensions and items are depicted in Table 1.

The authors adapted and in fact elaborated second questionnaire concerning PB
Syndrome (Table 2) on the basis of the theory of burnout [1, 2, 22, 23] and Ques-
tionnaire of Burnout [1, 2]. The authors used mentioned theory and questionnaires in
earlier studies related different professional groups, giving results comparable to other
authors concerning various cultures. That is the reason of adapting them.

3.2 Research Questionnaire Construction, Validation and Testing

This process of the questionnaire initial construction comprised following steps
[18, 25]:
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Table 1. Items for ME inventory (Adapted by Kowal on the basis of [9, 12–15])

Dimension Variable
name

Items. I met the following events at least six
months: and minimum once a week:

I. Impacts in hindering the ability
to communicate:

COM1 1. Reduction of capabilities of expression,
repeatedly interrupting speech, reducing the
possibility of speaking with colleagues.

COM2 2. Responding to comments by screaming.
COM3 3. The constant criticism of their work or

private life.
COM4 4. Harassment by telephone, verbal or written

threats.
COM5 5. Limiting contact by degrading, humiliating

gestures and glances, various allusions,
without a clear expression directly.

II. Actions to disrupt public
perception of a person:

DPP1 1. Talking badly for a person’s back, spreading
rumor, attempts to ridicule, parody,
name-calling, forced to perform work in
breach of personal dignity.

DPP2 2. Suggesting mental illness.
DPP3 3. Rubbing on political or religious beliefs,

nationalities ridicule.
DPP4 4. False assessment of involvement in work,

challenging decisions.
DPP5 5. Courtship or verbal sexual suggestions.

III. The impact of disrupting social
relations:

DSR1 1. Avoiding the supervisor interviews with the
victim.

DSR2 2. Do not give the possibility to talk.
DSR3 3. Replacing away from colleagues in the room

where victims works.
DSR4 4. Prohibition of talks to victim’s fellow.
DSR5 5. Treating “like air”.

IV. Activities affecting the quality
of life and employment
situation:

LQES1 1. Not giving out any tasks to perform or
receiving work assignments specified in
advance to make.

LQES2 2. Contracting the work or giving meaningless
tasks below her/his abilities.

LQES3 3. Casting a new work still to be done.
LQES4 4. Commands perform tasks abusive to the

victim.
LQES5 5. Giving tasks outstripping the capabilities

and competence of the victim in order to
discredit.

(Continued)
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A. Analysis of the starting theoretical positions of the author;
B. Elaboration of the indications for test operation on the basis of the theory, for-

mulation of the test items, the instructions and the name of the test in the language
of the users;

C. Approval of the test and verification of the psychometrical characteristics of the
each items;

D. Elaboration of the final test version and evaluation of its reliability and validity;
E. Initial standardization of the test to the respective population;
F. Verification of the structural relations between the dimensions of the test;
G. Preparing of methodical indications for application of the test [18].

Statistical methods during validation included the method of competent judges,
items discriminatory power, scales validity (CFA) and reliability (Cronbach’s α)
analysis [1, 2, 5, 18, 25]. The discriminant validity of the construct was tested with the
Average Variance Extracted (AVE) method, in order to examine whether model var-
iance is sufficiently explained by items and dimensions [5, 8–10]. The AVE results for
ME dimensions were significant and respectively equal to: AVE > 0.8, which are quite
acceptable results for dimensions of the questionnaire. The authors also tested the
correlation between each item and the overall result - the summary of the test
(Pearson’s correlation coefficient r) and the variation in response to each item in
relation to fringe groups separated by categorized global result (Student’s t test). The
authors qualified to test items significantly and strongly correlated with the global result
and significantly differentiated by the extreme groups of the global result. The Cron-
bach’s alpha coefficient was greater than 0.97, the average correlation between items
was about 0.37, RMSEA was less than 0.06. CHI^2/DF = 3.2 < 5 (see [8, 9, 25]).

The PBS questionnaire was prepared on the basis the theory of burnout [1, 2, 6, 16,
22, 23]. The steps of constructing and validation of the tool were similar as in the case
of ME. In 2014, for the goal of construction the research tools in Poland, the authors
initiated qualitative and quantitative pilot research with the group of competent judges
that had knowledge and practical experience with the economy and social community
in Poland [5, 10]. Then the study was repeated with IT users employed in various

Table 1. (Continued)

Dimension Variable
name

Items. I met the following events at least six
months: and minimum once a week:

V. Actions detrimental effect on
the health of the victim:

DHV1 1. Forcing to perform work harmful to health.
DHV2 2. The threat of physical violence.
DHV3 3. The use of a limited physical violence or

physical or sexual abuse.
DHV4 4. Contributing to the cost, in order to harm the

victim.
DHV5 5. Damaging in a mental place of residence or

place of work the victim.
All items are measured on a 5-point scale: For ME strongly disagree (1), disagree (2), neutral
(3), agree (4), strongly agree (5).

Source: Own elaboration.
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companies in Poland. It users were invited to take part in a pilot online survey. The
initial results were good enough, concerning discriminatory power (AVE > 0.8), scales
validity (CFA, RMSEA < 0.06) and reliability (Cronbach’s α > 0.84). For all dimen-
sions, standardized Cronbach’s alpha coefficients were greater than 0.82.

3.3 Participants and Data Collection

The sample construction comprised the technics of random interpersonal network and
sequence sampling. The data of 120 IT users were collected through an online survey

Table 2. Items for professional burnout syndrome (Elaborated by Gurba and Kowal, on the
basis of [1, 2, 16, 22, 23])

Dimension Variable
name

Item

Physical symptoms
(physiological)

PHS1 1. Continuous fatigue and persistent tension.
PHS2 2. Lack of energy.
PHS3 3. Difficulty sleeping, and sleeping.
PHS4 4. General lack of physical conditioning.
PHS5 5.Changes in body weight.
PHS6 6. Frequent digestive disorders, back pain and heart

problems.
Social (interpersonal)
symptoms

SIS1 1. Less important relationships with others
SIS2 2. Irritability and grouchiness.
SIS3 3. Less patience, frequent displays of bad.
SIS4 4. Humor, anger, explosiveness.
SIS5 5. Bitching to work.
SIS6 6. Less conversations with family and friends.
SIS7 7. Withdrawal from contacts - at home and at work.
SIS8 8. Increased glancing at her/his watch.
SIS9 9. Reduced sense of humor.

Psychic symptoms (mental) PS1 1. Sense of information overload.
PS2 2. Avoiding tasks that require thinking.
PS3 3. Difficulty concentrating.
PS4 4. Spoken unjustified courts.
PS5 5. Increasing aggression and cynicism.
PS6 6. Rude and sarcastic reactions.
PS7 7. Setting unrealistic objectives.
PS8 8. Forced to daily work.
PS9 9. Resignation on her/his own initiative in favour of

keeping the rules.
PS10 10. Sense of alienation.

All items are measured on a 5-point scale: disagree (1), disagree (2), neutral (3), agree (4),
strongly agree (5)

Source: Own elaboration.
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in small, medium and large-sized companies (Table 3), from June 2014 to April 2015.
The sample representativeness was checked with the passive optimal experiment
design methods [5, 7].

3.4 Statistical Methods. Analysis Results

In this analysis for all items of ME and PBS the variables from the 5-point Likert scale
were used as follows: 1 means “I strongly disagree,” and 5 “I strongly agree.” The
authors chose statistical methods in relation to measuring variables’ scales. The

Table 3. Sample characteristics

Variable IT users Others
Quantity Percent Quantity Percent

Age in years
less than 20 5 5.49 1 4
20–29 41 45.05 11 39
30–39 27 29.67 9 30
40–49 15 16.48 3 12
50–69 3 3.30 4 15
Gender
Male 32 35 12 40
Female 59 65 17 60
Education
Secondary 7 8 3 9.2
Vocational 3 3.44 3 10.1
Technical 12 13.1 9 30
Higher engineering or Bachelor 27 30 10 35.1
Master degree 41 45.2 4 15
Missing data 0 0.26 9 32.01
Position within company
Sellers 11 11.89 3 10
Service workers 8 9.12 6 20
Office workers 15 16.98 7 25
Technicians and associate professionals 15 17 9 30.1
Specialists 41 45 4 14.9
Parliamentarians, senior officials and top managers 0 0.01 0 0
Firm size
Micro – up to 9 people 20 22.1 9 32.5
Small – from 10 to 49 people 27 30 9 30
Medium – from 50 to 250 people 36 40 6 20
Large – from 250 people 7 7.9 5 17.5

Source: Own elaboration.
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methods included the descriptive statistics, the point estimation, the section estimation
and the statistical hypotheses verification.

3.4.1 Burnout Syndrome
Due to the authors’ results presented in Tables 4 and 5 It users seem to be a little more
burnout than others (median for IT users: me = 3.32 versus others me = 2.96), however
the difference is rather on the level of tendency. In each sphere of IT users PBS -
medians are greater than averages, so dominate results higher than mean and the center
point of the scale. The changeability of results is usually less than 20 % - so IT users
don’t differ significantly among each other. These results indicate the presence of
burnout syndrome. IT professionals feel first physical syndromes (me = 3.42), followed
by social (me = 3.17) and mental (me = 3.05) syndromes. Weaker or stronger burnout
syndromes occur in more than 50 % of IT users.

Others are not so similar as IT users. The changeability of PBS spheres changes
from 32 % to 34 %. The median for PBS is equal to 2.96, so 50 % of others don’t feel
burnout. In the case of others only median for physical syndromes is higher than central
point of the scale (me = 3.5). Medians for social syndromes (me = 2.89) and psychic
syndromes (me = 2.60) are less than central point of the scale.

The general conclusion is that IT users are a little more sensitive for burnout than
others. However the level and frequency of this phenomenon are high and worrying.

3.4.2 Mobbing Experiences
Analysing the results of Tables 4 and 5, we can see that the phenomena of mobbing
occur, but they are not so strong as burnout. There were no significant differences
between IT users and others in dimensions of global mobbing experiences (IT users

Table 4. Descriptive statistics (NIT = 91, NOTHERS = 29)

Codes of variable Mean Median Standard
deviation

IT users Others IT users Others IT users Others

ME 1.98 1.71 1.60 1.80 0.46 0.53
COM 2.40 2.08 2.00 2.40 0.68 0.65
DPP 2.03 1.73 1.50 1.80 0.45 0.62
DSR 1.89 1.65 1.40 1.40 0.88 0.67
LQES 2.00 1.92 1.70 2.00 0.42 0.95
DHV* 1.57 1.18 1.00 1.40 0.48 0.39
PBS 2.84 3.06 3.32 2.96 0.62 0.97
PHS 3.31 3.19 3.42 3.50 0.83 1.08
SIS 2.84 3.12 3.17 2.89 0.67 1.04
PS 2.56 2.92 3.05 2.60 0.61 0.97

*The differences are marked, on the significance level p < 0.05.
Source: Own elaboration.
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me = 1.6, others me = 1.71), hindering the ability to communicate (IT users me = 2,
others me = 2.08), actions to disrupt public perception person (IT users me = 1.5, others
me = 1.73), disrupting social relations (IT users m = 1.4, others me = 1.65), activities
affecting the quality of life and employment situation (IT users me = 1.7, others
me = 1.92). The significant difference was concerned with actions detrimental effect on
the health of the victim (IT users me = 1, others me = 1.18). The analysis indicates that
IT users are more resistant to factors related to actions detrimental effect on the health
of the victim. Factors of bullying occurred and 65 % of people reported that they met in
person with such a phenomenon, IT users even more often, however the difference was
not significant.

The results are comparable to research of other researchers in Poland [5, 10] on the
ethical level of optimism among IT professionals that are rather pessimistic.

3.4.3 The Effect of Mobbing Experiences on Professional Burnout
Syndrome
To answer the research questions and examine the four hypotheses, the authors tested
significance and strength of Pearson’s linear correlation coefficients. The results were
depicted in Table 5. The authors found that all correlations were significant and
positive between two groups of variables. The description and interpretation concerns
strong enough coefficients.

ME dimensions were positively and even strongly correlated with all subscales of
PBS with a Pearson correlation coefficient of 0.63 for global PBS and with other
dimensions like physical symptoms (0.65), social (interpersonal) symptoms (0.63),
psychological symptoms(0.5). It seems that in the organizations where IT users found
mobbing experiences at their work more often, at the same time the higher levels of
burnout syndrome were observed. Thus, null Hypothesis H01 seems to be supported.

Physical symptoms (physiological) of burnout were concerned positively with
global mobbing experiences (0.65), and most strongly with activities affecting the
quality of life and employment situation (0.70), then with disrupting social relations
(0.55), and hindering the ability to communicate (0.54). Weaker relations were noted
with actions to disrupt public perception of the person: (0.43) and actions detrimental
effect on the health of the victim: (0.22). Thus, null Hypothesis H02 seems to be
supported.

Table 5. Correlation matrix (Pearson Correlation Coefficient. N = 120, p < 0.05)

PBS PHS SIS PS

ME 0.63 0.65 0.63 0.50
COM 0.49 0.54 0.44 0.42
DPP 0.36 0.43 0.39 0.22
DSR 0.47 0.55 0.46 0.35
LQES 0.75 0.70 0.75 0.65
DHV 0.29 0.22 0.34 0.24

Source: Own elaboration.
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Social (interpersonal) symptoms of burnout were correlated the most strongly with
activities affecting the quality of life and employment situation (0.75), and then with
the impact of disrupting social relations (0.46), with impacts in hindering the ability to
communicate (0.44), with actions to disrupt public perception of the person (0.39) and
more weak with actions detrimental effect on the health of the victim (0.34).Thus, Null
Hypothesis H03 seems to be supported.

Psychic (mental) symptoms of burnout were related mainly to activities affecting
the quality of life and employment situation (0.65). More weak correlations concerned
impacts in hindering the ability to communicate (0.42), the impact of disrupting social
relations (0.35), actions detrimental effect on the health of the victim (0.24), actions to
disrupt public perception person (0.22). Thus, null Hypothesis H04 seems to be
supported.

This results suggest that IT users who met mobbing persons at their work and were
personally experienced with psychic violence - more often presented burnout
syndromes.

4 Conclusions, Discussion and Future Research

Overall, our study provides several important results leading to actionable conclusions.
Our most important findings show that ME influence on IT users PBS in transition
economies. The highest level of PBS is observed in organizations where the IT users
really observe and feel negative aspects of communication as mobbing – psychic
violence. The authors confirmed the impact of ME on PBS. IT users working more
intensively in IS differ from all other employee groups, what may be concerned with
their higher competences and expectations. Thus, the employee exposed to mobbing
manifest higher level of PBS.

The answer to first research question, that ME of IT users has a significant effect on
their PBS, implicates important practical suggestions for management. The significant
difference between IT users and others was concerned with actions detrimental effect
on the health of the victim.

Working conditions causing the burnout phenomenon also include: a sense of lack
of achievement, ambiguously defined functions performed at work, high expectations
leading to an overload condition, lack of support, feeling of inefficiency, low proba-
bility of promotion, strict rules at work, a strong pressure put on employees by
uncompromising superiors. Personal characteristics that contribute to burnout in the
same way as working conditions are: excessively serious approach to performed work -
work that requires commitment on behalf of other people without own satisfaction
(social work jobs).

Current analysis related small, medium and large companies. The authors noted that
IT Users in smaller companies (especially up to 9 persons) reported higher levels of
ME and PBS than persons employed in bigger firms. The differences concerned PBS –

global burnout syndrome, especially LQES - activities affecting the quality of life and
employment situation, PHS - physical burnout syndrome and with DHV - actions
detrimental effect on the health of the victim.
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The authors observed similarity of the ME and PBS levels between IT users and
other employees. Only the one difference related to actions detrimental effect on the
health of the victim. IT Users are more resistant to these factors than other employees.
It would presumably be related to the conviction of their high qualifications and
focusing more on the work with a computer than on relationships. IT users burnout due
to mobbing reduces incentives to work, causes emotional exhaustion of employees,
also increases the internal burnout, worsens mental health, interpersonal relationships
and self-esteem, and it will decrease the quality and level of execution of tasks in the
organization, which is part of the IS, for example an enterprise. This lowers the effi-
ciency, performance, productivity and leads to poorer economic effects and slow down
the development of information systems [5, 10].

Our research confirmed the hypothesis that mobbing influences on psychical, social
and mental burnout of the IT users. We can observe the similarity to Strelau [26, 27]
conclusions that burnout syndrome is a consequence of mental overload in people
over-exploiting their strength. According to J. Strelau [26–28] and Leymann [12–15]
this problem concerns mainly persons who perform activities involving giving them-
selves to others. However, the syndrome is not only associated with the social pro-
fessions but also touches the people who perform other jobs, particularly management
staff. The attitude in which burnout was associated only with such jobs as: nurses,
social workers, etc. was predominant in 70s–80s, when the phenomenon had only
started to be researched. Currently job burnout is treated in a broader perspective and
linked to the competitions, in which men devote themselves to others. Burnout syn-
drome became a subject of interest also in other professions, in which the special case
are managers, not only at the highest level.

The current analysis has several limitations because our study was conducted only
in Poland, as also some socio-demographic variables like gender, age, position or
economy sector were not controlled. The limitation was the relatively small sample and
limited reach (covering only IT users in south-west region of Poland) – however the
authors treated the research as initial study for testing validity and reliability of the
questionnaires and meaningfulness of formulated hypothesis. The authors plan to
examine these aspects in future studies, in other transition economies.

Managers and politicians in transition economies can benefit our study, by the use
our findings to change some legal rules and positively influence the organizational
ethical climate that, in turn, will remove psychic aggression and positively affect job
satisfaction.
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Abstract. Elaboration and implementation of effective educational simulations
systems requires a great effort in the field of multimedia, collaboration and
communications components development, and thus significant funding. For this
purpose, a relevant questionnaire was developed to measure the priority of
proposed 19 factors in teaching simulations. The survey was conducted among
172 participants of business simulation project - Case Simulator. The results of
questionnaire, presented in the second part of the article indicate which factors
are the most important, such as teamwork during simulation realization supported
with suitable communication tools, and competition based on rankings. They also
highlight which components are optional and do not have a significant impact on
simulations realization efficiency. Such knowledge is crucial during decision-
making, which elements should be included in simulation system in the context
of limited time and financial resources. Research results served as a starting point
to develop presented in the third part of the paper, methodology for elaborating
effective simulations with inclusion of components priority view. The solution
has a form of a Model for Effective Simulation Development and Implementation
(MESDI) with highlighted components priority that act as principles for choosing
them during simulation development.

Keywords: Higher education · Simulations · Interactive learning environments ·
IS design · Inspirational teaching · Student perception · Technology acceptance ·
E-learning

1 Introduction

The objective of innovative teaching tools is to perform the educational process as effec‐
tively as possible. In subjects connected with experimental sciences, like economics or
management, an important aspect is to deliver education in the context that is as close to the
real one as possible, taking into account the dynamically changing environment. It follows
the expectations of popular constructivist approach to teaching and tutoring, where
according to Y.B. Kafai and M. Resnik trainees are actively involved in constructing and
reconstructing acquired knowledge and experience in the real world [15].

The development of IT technologies and network learning have given the possi‐
bility to elaborate realistic teaching environments that are similar to real ones,
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involve students and thus increase their satisfaction in extending competences. In
combination with communication tools and mature educational approaches like case
studies, creation of blended studying environments becomes available [3]. Such
approaches are characterized by high interactivity of studying process and focusing
on participants – The Learner-Centered e-Learning (LCeL) [20]. In this context
requirement stated by Dokeos e-learning Architects to concentrate on competence-
oriented teaching instead of content-related education should be supported [6].
G. Fleet, D. Downes, and L. Johnson indicate that gained benefits from using LCeL
include the higher probability of achieving the assumed learning objectives [7].

Simulations fit well into the above-mentioned requirements [8], as they concentrate
on the knowledge transfer from laboratory environment into real-world situations. Espe‐
cially, in the case of experimental sciences, like management, simulations are considered
to be a very useful tool [2]. They make it possible to act in the environment that is similar
to the real one and provide higher efficiency of learning compared to solely traditional
teaching and training approaches. In accordance to S. Robinson simulations have posi‐
tive impact on [25]:

• the ability to take actions without real world risk, where the realization of similar oper‐
ations in the real world is impossible due to the economic effects or time requirements;

• developing new knowledge and understanding of occurring processes thanks to
possibility to analyze ongoing transformations;

• knowledge visualizations and tutoring, where simulations support the transfer of
knowledge as well as its practical application; and

• building knowledge consensus due to obtained feedback that highlights the achieved
benefits during verification of different scenarios results.

To achieve the above-mentioned purposes, according to D. Gibson, C. Aldrich and
M. Presky, simulations cannot be dedicated to entertainment, with a unwanted triumph
of form over content [10]. During design of simulation environment, one has to consider
a number of aspects, both theoretical and practical ones. This complex issue requires
conceptualizations that takes into account a great number of variables and limitations
that occur in real world [13]. In this context, E. Kirkley and J.R. Kirkley distinguish a
Model of teaching environment design factors, where the following are to be considered
as key aspects: the need and the related teaching intention, physical and virtual spaces
of education realization, actions and interactions. They also indicate the necessity of
further exploration for broadening these aspects [17]. Moreover complex simulations
have a form of virtual worlds, that accordingly to A. Chaturvedi, D. Dolk, P. Drnevich
“comprise a new class of information systems with different dynamics and unique
requirements for governing the relationship between requirements and users” [22].

As regards to the above-mentioned aspects simulations’ design, development and
implementation has to take into consideration:

• theoretical basis in designing teaching and training materials;
• strategies and approaches to prepare teaching instructions;
• the process of designing tutoring instructions and tools required for the effective

application of technology for teaching and learning strategies, according to a theoretic
approach;
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• preparation and management of simulation environment as IT systems [18]; and
• possibilities and limitations of technologies used to develop simulations and Virtual

Learning Environments (VLE) [4].

According to the presented factors of simulation environment design and develop‐
ment, pedagogical aspects should be taken into consideration with the emphasis on
implementing constructivist teaching approach [10], as well as LCeL. Moreover,
L. Galarneau and M. Zibit point out the role of developing the “21st century skills” with
the use of online games, such as: critical thinking, teamwork, problem solving, coop‐
eration, fluency in Information and Communication Technologies (ICT) use, and the
ability to obtain information quickly [8].

Importantly, conditionings of developing simulations have to be also considered in
detail. They are connected with: financial outlays, the necessity to obtain a large volume
of data for models preparation, gaining access to knowledge of subject matter experts
and ensuring correctness of returned by simulations results [26]. In this context, design
and development of a suitable simulation environment has to be considered as a highly
complex, requiring the adoption of a proper project management approach.

The analysis of simulations elaboration has been carried out by A. Greasley, who
prepared the relevant division of mathematical models: statistical, dynamical (contin‐
uous, discrete) [11]. For experimental sciences simulations should definitely be attrib‐
uted to dynamic mathematical models, where there is a possibility of models’ attributes
change in time. Such models should be developed as analytical solutions in the form of
a simulation. Moreover, depending on thematic type, simulations may implement
changes:

• continuous, e.g. automatic submission of orders in the simulation of an e-commerce,
where the number of waiting customers keeps changing; or

• discreet (non-continuous) points in time, e.g. in the simulation of running a company,
where change of VAT rate at the beginning of the year is connected to new law.

In many cases simulations encompass both types of changes, e.g. a company running
simulation where components stocks change continuously, and the offer for manufac‐
tured products is modified based on events. The literature provides approaches and
notations, such as STELLA II [12] and 3-Phase, for designing simulations’ models
algorithms. As simulations are often event-based, the 3-Phase system has to be consid‐
ered as a particularly useful method of simulation design, with 3 phases occurring in
each turn: the move to the next time event (phase A), realization of activities related to
the event (phase B), and execution of actions that depend on the occurrence of events
in phases A and B.

Practical experience resulting from the participation in a number of projects
involving educational simulations development indicates the existence of too large focus
on development of IT tools that reflect the reality with algorithms in relation to concen‐
trate on efficiency of studying process and the adaptability of teaching environment [26].
Elaborated simulations have to convince users not only about their quality of develop‐
ment and ease of use, but first of all, as stressed by S. Robinson about their usability in
developing useful competences for solving problems in real world situations [21]. The
opinion of S. Robinson should be extended by inclusion in simulations statistics in the
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form of useful feedback that will enable students or employees to precisely understand
achieved results. Proper feedback will additionally help to take rational decisions based
on received information. Therefore, developing simulations that stimulate learning
effectively requires more than the preparation of software. It is necessary to develop a
conceptual model that will engage participants, a close to real world validation system
and detailed performance statistics [10].

The analysis conducted during the participation in projects that used simulations
broadly in education or training, indicates that many important components are often
missing, combined with other shortcomings:

• no detailed reporting modules that provide data on achieved results as well as a broad
spectrum of feedback that justifies the reasons for obtaining them and explaining
reasons of committed errors;

• a shortage of analytic tools that should provide comprehensive information that
would be available in similar real world situations and would enable to make reason‐
able decisions;

• a static environment where game parameters are not adapted or are adapted rarely to
the changing environment in order to reflect the transformations of conditions in real
world – simulations becomes obsolete;

• no option to set the complexity level in a simulation according to the context of skills
that are being held by particular students or employees;

• insufficient support of communication between simulation participants; and
• the failure to match applied technologies to present trends, as students and workers

with experience in social networking expect a high level of interaction with other
persons and constant access to the service via mobile devices.

Subject matter literature contains broad information about methods of elaborating
simulations algorithms and general realization of such projects. However, there is a
research gap in the field of methodologies for developing effective simulations from
components priority view. Therefore, there is a need to verify the level of influence of
particular factors on the efficiency of didactic and training simulations. In conjunction
with the practical experience, it is possible to formulate a research hypothesis that there
is a great difference in simulations components impact on the efficiency of their reali‐
zation. The verification of stated thesis has been carried out with a relevant questionnaire
and the results are presented in the next part of the paper.

2 Research Framework and Results

One challenge with the evaluation in design science of computer simulations is the
choice of metrics that provide a useful measurement of the utility of the artifact [23].
As a tool to assess the importance of the mentioned in first part of the paper factors for
design and development educational and training simulations, a proper questionnaire
was prepared and administered to 172 participants of Case Simulator project (http://
casesimulator.pl). The initiative involved students from all faculties of the University
of Gdansk who set up and managed their fitness club business with the help of the
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simulation system. The 40-hours course last 6 month and participation was voluntary
without final grade and with only final exam for monitoring purposes. In the project only
final year students who were entering labor market could participate. Participants formed
competing teams consisting of three persons. After course finish competition with
awards was conducted for all of the teams from all faculties.

The questionnaire was designed according to the authors’ experience and; and via
regular structured, in-depth interviews with 10 experts- practitioners in the field of
teaching with simulations support. Data was collected via the questionnaire upon the
project’s completion and its aim was to indicate key solutions that should be included
in future simulations, together with the assessment of their impact. Therefore, the
respondents were asked to rate the importance of the simulation’s components. They
also could propose other components. In this respect, with the use of the 5-point Likert
scale the respondents answered how they would rate the importance of particular
components in simulation tools from the perspective of effectiveness in the studying
process. 19 statements for assertion were given, divided into 7 areas, with one open
question for the suggestion of additional components:

I. Teamwork realization:
I.1. Conducting the simulation in teams instead of individually.

II. Competition:
II.1. General rankings of results achieved by individual participants or teams.
II.2. Detailed statistics and rankings presenting results achieved by individuals

and teams, divided into the largest possible number of categories (e.g.
income, profit, the number of customers, the number of products, and
growth dynamics).

III. Availability:
III.1. Availability of simulations for a number of platforms, including mobile

devices (PDAs, tablets, smartphones, other).
IV. Parameterization:

IV.1. Parameterization of the simulation to influence the way of its realization
(e.g. a difficulty level and the complexity of reality representation).

IV.2. Dynamic adaptation of the simulation environment to changes that occur
in the real environment (e.g. macroeconomic, such as changes of VAT
rates).

IV.3. Occurrence of events where decisions taken may affect the further simu‐
lation (e.g. processes realization).

IV.4. Occurrence of random events (e.g. the introduction of a new law that
imposes the requirement to obtain a license for operation).

IV.5. Modularity of construction that makes it possible to connect and discon‐
nect simulation components (e.g. extending simulation with new areas to
develop new competences or simplification to take into account only key
aspects).

V. Decisions support:
V.1. Reports that contain a broad spectrum of feedback that justifies the cause

of receiving results.
V.2. Reports with a broad spectrum of feedback that indicate committed errors.
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V.3. Analytical tools that contain comprehensive data, analogous to real world
situations, supporting the decision-making process.

V.4. General information about simulation algorithms (e.g. indication which
factors are crucial).

V.5. Detailed information about simulation algorithms (e.g. formulas and mech‐
anisms, which enable to independently calculate the results).

VI. Communication:
VI.1. Synchronic communication among simulation participants (chat, video-

conference, audio-conference, virtual class, and others).
VI.2. Asynchronous communication among simulation participants (discussion

forum, discussion groups, internal e-mail system, messages, vote tools,
and others).

VI.3. Social communication among simulation participants (blogs, wikis,
webcasts, and others).

VII. Performance mode:
VII.1. Realization of simulation in a mixed mode (e.g. in combination with case

studies conducted as a traditional workshops).
VIII. Others:

VIII.1. Other important architecture components that should be taken into
account in simulations.

Respondents rated the importance of integrating particular components within simu‐
lation tools architecture for the effectiveness of studying process with the following 5-
point Likert scale: very low, low, moderate, high or very high. Questionnaire results
have enabled to identify key elements that should be taken into account during simula‐
tions development projects. The following formulas have been adopted as the method
of determining priority of particular components:

1. Relevance of an element = (%very high + %high) – (%low + %very low)
2. The weighted relevance of an element = (%very high*2 + %high) – (%low + %very

low*2)

Figure 1 presents the relevant results for questionnaire questions, synthesized with
the use of formulas above. Results have been arranged from components considered as
the most important to the ones with lower significance. The boundary value is 0 % –
factors with higher values are considered to have high priority, while the others as less
important or optional. In this regard, the most important components according to the
questionnaire results that should be taken into account during simulations elaborations
include:

• realization of simulations as blended activities (e.g. in combination with case studies
performed during traditional workshops);

• conducting the simulation in teams instead of individually;
• inclusion of general and detailed rankings that present results achieved by teams or

individual participants; and
• asynchronous communication among simulation participants, supported with

synchronous communication rated as much less significant.
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Fig. 1. Relevance of simulations components in providing effective studying

The above-mentioned results indicate explicitly that for effective simulations reali‐
zation participants expect work in teams supported with suitable communication tools
and motivated to compete by statistics and rankings (Fig. 1).

Functionalities may be considered as optional if the weighted relevance of an element
is close to 0 %. The following components are included in this category of functionalities
(Fig. 1):

• modularity of construction that makes it possible to connect and disconnect simula‐
tion components;

• parameterization of the simulation to influence the way of its realization;
• events-based, where decisions may influence the way of further realization of the

simulation; and
• analytical tools that contain comprehensive data, analogous to real world situations,

supporting the decision-making process.

Moreover, questionnaire results highlight that a number of components do not have
a relevant impact on the efficiency of the simulation realization (Fig. 1). Such elements
include, as it could be easily predicted, information about simulation algorithms, but
also functionalities that are surprising from practical experience perspective, like
obtaining access to reports that substantiate the achieved results. Such result can be
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interpreted as the willingness of students to achieve solutions independently through the
analysis of received results, without getting any clues.

Synthesized questionnaire results on Fig. 1 perform the role of guidelines or even
rules for designing and developing effective educational simulations with a high level
of acceptance from participants. The results of the questionnaire show explicitly what
components should be included in simulation applications to provide the most effective
performance of the educational process. The following selected elements were available
in the Case Simulator system:

• the option to parameterize a simulation game by changing demand coefficients for
particular customer groups;

• general statistics supporting decision making, presenting advertisements impact on
sales and equipment load;

• after each round, statistics of obtained results compared to other teams;
• teamwork during simulation realization supporting students engagement. It is consis‐

tent with results of S. Nerur, R. Mahapatra, and H. Price who proved that collabo‐
rating IT specialists “experience higher levels of task satisfaction when compared
with individuals” [22].

The results of the questionnaire, indicating the existence of perception on relevance
of particular elements integration in educational simulations, confirm the proposed
research hypothesis that there is a great difference in simulations components impact on
the efficiency of their realization.

Outcomes of the research were the foundation for developing a model and method‐
ology for elaboration and implementation of effective simulations especially in the
situation of limited time and financial resources. The relevant approach is presented in
the next part of the paper.

3 Methodology Proposal

Elaborated model takes into account the necessity to prepare an effective simulation
system from educational perspective. The weight of individual components received
during research indicates which elements should be considered as the most important.
Including all of proposed in questionnaire functionalities may require excessively finan‐
cial and time resources; therefore, it is necessary to make a reasonable choice. Model
for projects realization for developing and implementing simulation systems, integrates
assumptions of IT systems engineering, both traditional approaches, based on the linear
life cycle, where processes are carried out sequentially [19], and adaptive ones, where
stages are implemented in iterations and the system is prepared incrementally [21].

Project management models are not fully adapted to the unique characteristics for
elaboration educational simulation [5]. Moreover, they do not concentrate on aspects
related to designing and developing educational tools from the effectiveness view in the
context of limited time and financial resources and thus the need to prioritize compo‐
nents. Subject matter literature presents a number of aspects that refer to the development
of educational simulations. However, they do not highly concentrate on showing project
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management models and methodologies for developing simulations supporting effective
realization of learning objectives. This requires inclusion of research results presented
in the second part of the article showing perceived by participants importance of partic‐
ular simulations components. Taking research outcomes into account would support
higher studying motivation from participants and as result a greater efficiency of simu‐
lations realization.

In the field of models for simulations development, approach developed by J.R.
Kirkley, S. Kirkley, and J. Heneghan is worth mentioning. It combines the characteristics
of both traditional project life-cycle that is connected with sequential execution of
processes, and adaptive one, where a prototype is created in iterations [17]. Unlike most
of the approaches [9, 24] it concentrates on general – project management view – and
not algorithmic and technical aspects. As other approaches model proposed by J.R.
Kirkley, S. Kirkley, and J. Heneghan does not take into account priorities of components
that have been highlighted by the research results and provide enjoyment and conse‐
quently higher engagement of participants. Therefore, an original solution has been
prepared (Fig. 2) that can be applied for preparing business simulations in accordance
to participants expectations.

Fig. 2. Model for effective simulation development and implementation (MESDI)

The elaborated model integrates present knowledge in the IT project management
field, a model developed by J.R. Kirkley, S. Kirkley, and J. Heneghan, and outcomes of
the questionnaire research. First and foremost, it introduces in the analysis and designing
stages, aspects connected with components priorities with showing interactions between
them. It includes implementation process that assumes integration in simulations asyn‐
chronous and synchronous communication tools as external collaboration applications
(Fig. 2).

The model includes assumption of simulations realization in mixed (blended) mode,
combining online and traditional meetings. Such an idea was indicated in questionnaires
as crucial, accordingly to the calculated weighted relevance of this element. Proposed
approach enables to develop both communication and teamwork skills, reducing alienation
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among simulation participants and providing a high level of interaction and collaboration.
Accordingly to research results, optional processes and activities have been also distin‐
guished in the model, marked with square brackets and darker background. As the paper
presents model with rules and principles for designing and developing effective educa‐
tional simulations with a high level of acceptance from participants measured with
weighted relevance of elements, proposed approached should be treated as method‐
ology [1].

4 Conclusions

This paper presented elaborated model and methodology for developing and imple‐
menting effective simulations. Proposed approach includes priority view of such systems’
components and functionalities from the participants perspective. It supports the realiza‐
tion of projects of educational and training simulations development that supports effi‐
cient accomplishment of learning objectives by high involvement of participants.

The original concept includes analysis of literature, in particular The model of
teaching environment design factors elaborated by E. Kirkley and J.R. Kirkley, who
indicated also the requirement to carry out further explorations for extending list of
factors. Critical analysis showed shortcomings of analyzed approaches and existence of
research gap in the field of methodologies for developing effective simulations from
perceived priority of components. For this purpose, a relevant questionnaire was devel‐
oped consisting of 19 factors of simulation components relevance. Its results synthesized
with the weighted relevance of an elements showed explicitly that for effective simula‐
tions realization participants expect work in teams supported with suitable communi‐
cation tools, mainly asynchronous, and motivated to compete by statistics and rankings.
Moreover, the research has indicated which elements of simulation architecture that are
less important or irrelevant like obtaining access to reports that substantiate the achieved
results. Division of simulations components by their priorities that have a form of prin‐
ciples extends developed model into a methodology.

It is worth to indicate shortcoming of the paper and the areas of further research.
First of all questionnaire was conducted among students. Similar one should be
conducted in the midst of employees. As stated by W. King and J. He technology
acceptance may vary when applied in different cultural settings [16]. As research is
indirectly related to technology acceptance it seems that the same research should be
conducted in different cultural contexts.
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Abstract. The place of an individual project in the final year of Information
Systems (IS) undergraduate degrees at UK universities is well established. In
this paper we compare the final year project modules at four UK universities: the
University of Brighton, the University of South Wales, University of West
London and the University of Westminster. We find that the aims of the projects
are similar, emphasising the application of the knowledge and skills from the
taught element of their course in a complex development project, often including
interactions with a real client. Although we show in this analysis that projects
serve a similar purpose in the IS degree courses, the associated learning out-
comes and the assessment practice varies across the institutions. We identify
some gaps in the skills and abilities that are not being assessed. In further work
we are planning to consult final year students undertaking their projects and their
supervisors, in order to gain an understanding of how project assessment criteria
are actually put to use.

Keywords: Final year project � Capstone � Undergraduate degree � Information
systems � Teaching � IS education � IS curriculum

1 Introduction

A large majority of Information Systems (IS) undergraduate degree courses at UK
universities include an individual project module in the final year of their programme
(Stefanidis et al. 2012). The importance of this element of these programmes is
emphasised by the British Computer Society (BCS) accreditation which requires the
successful completion of a project (Keller et al. 2011). A successful project is often
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also required before an honours degree is awarded. When examining programme
specifications (the publicly available document that defines UK degree programmes) it
can be seen that the project module is credited with delivery of many of the aims of
undergraduate degrees.

The ubiquity of the final year project, also referred to as “capstone” course in the
literature, indicates that a substantial part of the usefulness to students of an IS degree is
gained by applying the knowledge and skills from the taught element of their course in a
complex development project, often including interactions with a real client. As (Gupta
and Wachter 1998) state: “a properly designed and taught capstone course offers cur-
riculum flexibility and can satisfy the requirement of stimulate the creative mind to
integrate various interrelated concepts, and acquisition of practical knowledge.”

This brings us to the question of identifying what constitutes “a properly designed
and taught” project module, which in turn brings to the fore certain other questions. Are
project modules at UK universities delivering the best experiences for students to make
the most of this opportunity? Is the project fundamentally the same in each institution
or does each institution interpret the project module differently? How much is the
project used to deliver the transferable skills that students are expected to gain in their
degree? How flexible is the project in practice? While we are not able to answer all
these questions within the scope of this paper we can begin to explore these issues by
examining project modules in practice.

This study compares the final year project modules in Information Systems
undergraduate degrees at four of the many UK universities that offer IS degrees: the
University of Brighton, the University of South Wales, University of West London and
the University of Westminster. A comparison is made of the project by looking at the
learning objectives; the expected outcomes of the module and at the assessment cri-
teria; how the quality of a student’s project is judged. To make this comparison the
Quality Assurance Agency (QAA) Computing subject benchmarks (QAA 2007) have
been used, in order to have an institution-independent analysis. Although there are
problems with using this as an analytical instrument (detailed later) this has been used
because of a lack of clarity as to the desirable content, outcomes or direction of a
project from other sources (Stefanidis and Fitzgerald 2010). The data was gathered and
analysed in 2013.

The rest of the paper is organised in the following way. First we examine some of
the relevant previous work before we turn our attention to describing the project
modules in the context of the degrees at the four institutions. We then go on to analyse
the learning outcomes and assessment criteria against the QAA topics. Next, we present
those findings that can be drawn. Finally, we reflect on the usefulness of the com-
parison and the scope for future work.

2 Previous Work

The importance and value of a final year IS project is often linked to the ability of a
degree programme to provide the necessary employability skills to its students. In their
analysis of the importance of project work in the final stages of IS courses (Gupta and
Wachter 1998) argued that a carefully designed capstone component can bridge the gap
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between academic knowledge and professional skills demanded by industry. This
argument is further supported by (Clear et al. 2001) who explain that the final year
project offers experiential knowledge as part of a significant independent study
undertaking, enabling students to reflect on knowledge and skills already accumulated.

Much of what the students can achieve depends on the nature of the project.
(Olsson et al. 2003) suggest that final year projects can have a research-orientated
nature, requiring a carefully defined project with clearly outlined research deliverables.
At the same time, an equally valid IS project can be closely aligned with a real-life
setting where the work carried out by the students is designed to help improve a wide
range of employability skills and aptitudes (Keller et al. 2011).

Carefully designed project modules can often have less obvious benefits. (Reinicke
et al. 2012) argue that apart from providing the means for learning different skills,
students are made to repeat and refresh many of the key concepts of IS which are
crucial to their future careers. This point is further supported by (McGann and Cahill
2005) who suggest that a well-designed project is capable of incorporating experiential
and conceptual learning elements, thus ensuring that both theory and practice receive
equal emphasis.

Like all other modules, final year projects need to be defined in a way which is
determined by the aims and objectives that make up the module specification, and in
addition, the way the project module in question is aligned with the remaining course
modules of a given IS degree programme. (Clark and Boyle 1999) make an important
observation about the danger of using generic aims and objectives which are interpreted
broadly, giving the impression that all projects could be the same. Indeed, it has been
shown that it is possible to ‘generalise’ projects by sharing themes, ideas, delivery
options and supervision techniques not just across courses in one department but also
across institutions (Lancaster et al. 2011). However, it is important to maintain a
flexible approach in designing and administering projects to students in order to reflect
the many different domains of IS which map to different aspect of the IS industry
(Surendran and Schwieger 2011).

3 Project Module Context

To be able to determine the contribution of the project module across the IS courses in
the four institutions considered in this study and to draw meaningful comparisons
between these project modules across the four universities, we need to carefully examine
these project modules in the context of their degree programmes. Thus the following
section provides details of the undergraduate courses which use the project module as
capstones and describes how the project module fits within the course. A comparison of
the taught core content of the courses under investigation is then provided.

3.1 University of Westminster

The BSc (Hons) Business Information Systems (BScBIS) offered at the University of
Westminster, details can be found at http://www.westminster.ac.uk/courses/subjects/

Information Systems Undergraduate Degree Project 147

http://www.westminster.ac.uk/courses/subjects/business-information-systems/undergraduate-courses/full-time/u09fubiy-bsc-honours-business-information-systems


business-information-systems/undergraduate-courses/full-time/u09fubiy-bsc-honours-
business-information-systems, aims at providing students with knowledge and skills
both in the area of business and Information Technologies (IT). The course is designed
to produce hybrid graduates equipped to combine IT competencies with an under-
standing of business operations to undertake the analysis, design and development of
information systems tailored to business organisations’ needs. The course learning
outcomes emphasise on the ability of the graduates to be able to comprehend business
environments, business systems and management paradigms to apply this under-
standing to the resolution of business problems through the design and development of
IT-driven solutions.

The BSc BIS Project module aims at providing the students with the opportunity to
utilise their understanding of business practices and their IT skills to resolve a real-life
business information systems problem. The project student is typically expected to
locate a functioning business organisation which is experiencing a certain number of
limitations in the way their business operations are supported and to identify the
potential for improvement through the rethink of the business processes and the
introduction of a bespoke IT solution. Under the guidance of a supervisor, the student
needs to conduct an investigation of the current business practices, to design the
specifications of an information system to better support the business operations and to
develop and evaluate a prototype for this IT solution. The work should normally
include a significant analytical component in which the student demonstrates their
comprehension of the real complexities of the problem and can justify the solution
strategy both in terms of system requirements and of the wider context of current
practice.

The project module which runs throughout the final year of the degree accounts for
30 credits. This represents 8 % of the overall credits available in the course and 25 % of
the credits at level 6. The module is not explicitly supported by any prior module. The
module is assessed through the evaluation of three components: (1) a Project Initiation
Document which defines the project objectives and sets out the methods to be used,
(2) an Interim Progress Report which documents the analysis stage and discusses the
student’s progresses towards the objectives and (3) a Final Project Report providing
the entire documentation to support the analysis, design and development of the
bespoke IT solution.

3.2 University of Brighton

At the University of Brighton there are two Information Systems courses offered in the
School of Computing, Engineering and Mathematics (CEM); these are BA (Hons)
Business Information Systems (BA BIS) seen at https://www.brighton.ac.uk/courses/
study/business-information-systems-ba-hons.aspx and BSc (Hons) Business Computer
Systems (BSc BCS) which can be found at (https://www.brighton.ac.uk/courses/study/
business-computer-systems-mcomp.aspx). The courses have a largely common set of
modules in the first year but they begin to change focus with increasing differentiation
in the second and third years. Generic transferable skills in creative thinking,
team-working and IT communications skills are a focus of both courses which are
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aimed at developing students’ confidence in analysing real world business-related
problems in order to design practical solutions.

BA BIS focuses on the skills to specify and develop the software components for a
range of business systems and solutions. Modules develop technical skills in database,
network management and web application development, which are then coupled with
business-facing modules in systems analysis, marketing, e-commerce and project
management. Employability is enhanced because of the combination of technical,
business and interpersonal skills.

BSc BCS focuses on the skills to become hands-on computing professionals, and
the course is designed to give the transferable skills and practical knowledge for such a
career. Students develop skills to develop and maintain the software components of
business systems, with an emphasis on technical and programming skills needed to
construct these systems, which are often web-based.

The individual project module for both courses has common aims and objectives. It
is undertaken in the final year of the degree and is worth 40 credits. This represents
11 % of the credits available on the degree programme and 33 % of the credits of the
final year. The project can take a variety of forms. One of the most common forms for a
project is analysis and design, based on a real client’s problem. This will involve
requirements analysis and design of a solution and the production of appropriate dia-
grams. A prototype software solution or ‘proof of concept’ is usually produced.
Another typical project is based around a database design in a relational Database
Management System (DBMS), with a front-end, design for a client or for a particular
business context. A research paper is also a possible project, but this is less common.
The paper would explore a particular technology or business information systems issue.
The project is assessed as a single entity with the marks being allocated on the whole
project without any breakdown into component parts although there is a pass/fail
element of a proposal and viva within the first two months of the project.

3.3 University of West London

The BSc Computing & Information Systems (BSc CIS) seen here http://www.uwl.ac.
uk/course/computing-and-information-systems-3/32907 and BSc Information Systems
for Business (BSc ISB) http://www.uwl.ac.uk/course/information-systems-business-2/
33768 offered by the University of West London provide a generic coverage of theory,
practice and applications of computing and information systems in relation to the
changing environment of use within a variety of businesses and also other organisa-
tions. The courses seek to enable students to develop knowledge, practical skills and
understanding in relation to computer systems from both hardware and systems soft-
ware perspectives. Overall, the courses learning outcomes give importance to providing
students with a blend of key generic underpinning knowledge in the Computing and IS
field including professional and ethical issues in ICT development and implementation.
The BSc CIS course places an emphasis on developing student’s ability to design and
construct computer based solutions in order to improve their understanding and
appreciation of IT technologies applied to client needs, objectives, development,
operations and maintenance. Whereas the BSc ISB course provides the fundamentals of
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computing and information systems with a core focus on business and management
skills to produce graduates who can become ‘hybrid’ managers. Therefore, providing
the students with an understanding of IS in a wider managerial and business context so
that they will be able to apply this knowledge in the selection and design of systems
appropriate to management requirements with an awareness of organisational and
human implications.

The Project module in both courses is preceded by a Project Preparation module
worth 10 credits which runs in the first semester of the final year (level 6). This
preparation module is worth 3 % of the credits of the entire course and 6 % of the level
6 credits. The Project module represents the twice amount of credits i.e. 6 % of the
credits of the degree and 12 % of the credits of the final year. The Project module
provides an opportunity for the students to integrate various aspects of the course and
undertake an in-depth investigation of a topic of particular interest in the field of
computing and information systems. It is intended to develop the skills of planning,
organisation and communication in the context of a self-managed project. The inves-
tigation may include the development of software and/or systems analysis following a
standard methodology and may be associated with work done for an organisation as
part of an internship or placement. The assessment of the module is divided into four
components. There are two intermediate progress reports which aim at providing the
students with two separate opportunities to receive feedback on the ongoing project
development process. The main summative element of the assessment consists of the
production of a large project report which requires for the student to construct the
necessary documentation to support the analysis work and/or the design and devel-
opment work at the core of their project. Finally depending on the emphasis of the
work – analysis or design and development – the student needs to produce a poster or
deliver a software demonstration.

3.4 University of South Wales

The BSc (Hons) Information and Communication Technology (BSc ICT) http://courses.
southwales.ac.uk/courses/509-bsc-hons-information-communication-technology, at the
University of South Wales is a practical technology course that covers the development
and use of business systems for industry. The course focuses on how to apply practical
computer-based skills to an organisation’s technical requirements. It includes elements
of computer programming, analysis and design, databases and project management,
which provide the necessary knowledge for a career in the IT business and industry. The
overall aims of the course place emphasis on developing the students’ ability to cultivate
a critical appreciation of the processes and disciplines involved in large-scale IS man-
agement, including the alignment of IS with business strategy and the delivery of IS
products and services. At the same time, an integral part of the course provides students
with the experience to develop data models and database systems, and apply related
concepts to advanced database systems applications.

A compulsory component that is the culmination of all the taught elements exists in
the form of the final year project. Its primary purpose is to enable students to develop
and demonstrate the application of their computing, ICT, research, analysis, evaluation
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skills, presentation skills and knowledge acquired during their studies to a significant
topic or problem. The successful completion of the project relies heavily upon the
student’s ability with respect to time management and application of the skills and
knowledge they have acquired during the first three years of study. At the early stages
of the project, three lecture seminars are provided on topics such as research meth-
odology, literature searching, information gathering, project management and refer-
encing guidelines. This is supported by online material, with the main source of
information for the development and assessment of the project being documented
within the project handbook.

The assessment of the project module is carried out in three stages. As part of the
first stage, students produce an interim research report that records the information
gathering activities such as academic research, investigations, literature review,
selection of appropriate tools and methods for the undertaken project. Also included
within this report there is a design section, detailing the system design and project
progress. The second stage includes a more detailed project report which documents
the full process undertaken for the project. It covers the overall project management
approach, research and literature reviews, analysis, development, evaluation and con-
clusion. The third and final stage involves a formal presentation (viva voce) which may
include a poster presentation if it is deemed to be appropriate to the type of work
undertaken. As a 30-credit module without any explicit pre-requisite module such as
research methods, the project constitutes 8.3 % of the overall credits available in the
course and 25 % of the credits at level 6.

4 Comparison of the Taught Core Content

A description of the project modules across the four universities under consideration
has been provided along a brief outline of the IS courses which host them. At first
glance, these courses appear to share a similar view of what an IS programme should be
about. However, the project modules which are supposedly the capstones of these
degrees seem to be operating quite differently. A more systematic comparative analysis
of the degree courses is thus required and an overview of a comparison of the taught
core elements of the degree programmes is presented in Table 1.

The taught core modules (excluding the project) of the six degree programmes
under consideration were divided into six categories or subject areas. For every course,
the contribution in terms of credit points was calculated and is presented as a per-
centage within the course.

All degree programmes have modules in each of the 6 categories but variations
occur between courses. The Software Development and Technology subject areas which
provide an indication of how technical a course is appear to have a wide range of
variations – from 7 % to 29 % for Software Development and from 7 % to 23 % for
Technology. The Analysis and Design subject area which can be considered as a core
part of IS has a good consistency for five courses out of the six under consideration –

from 23 % to 28 %. The outlier, the BSc Information Communication and Technology,
only accounts for 8 % in this subject area, which is perhaps indicative of the fact that IS
is not reflected in the title of the course. Business and Organisations, which is also a key
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part of an IS degree programme, is another subject area which shows wide
variations – from 7 % to 37 %. The BSc Information Systems for Business stands out as
it accounts for 37 % in this category which perhaps reflects the heavy business emphasis
of this degree as it is delivered partially by the business school. The Database subject
area appears to have fairly low percentages comparatively to the other categories. This
could be explained by the fact that most degrees appear to have databases related
subjects as optional which were not considered in this comparative analysis. In reality, it
is possible for students to study more database modules than it would appear here.
Finally, the Personal/Management Skills subject area appears to show a fairly good
consistency between the courses – from 11 % to 20 % – which can be justified perhaps
by the fact that that this category includes knowledge that underpins most IS courses.

5 Method

Having examined the general form and context of the project modules we now address
the issue of finding a meaningful way of comparing them. To frame the discussion we
will make use of several sources: QAA benchmarks, the work of the UKAIS and the
professional body for IT professional, the BCS.

The QAA publish Subject Benchmark Statements (SBS) to support the Higher
Education Academy (HEA) in their efforts to define the nature and characteristics of
programmes by establishing a benchmark that delineates the standard of quality for a
given programme. SBSs are provided for a wide range of subjects, drawing on the
expertise of academics and professionals who are leading figures in their field.

Specifically for Computing, a term which in this context encapsulates the entire
field of ICT, the QAA published the first Subject Benchmark Statements in Computing
(SBSC) in 2001, with a subsequent revision in 2007 (QAA 2007). SBSCs consider the
scope and the nature of the computing discipline, the abilities and wider skills that

Table 1. Comparison of the taught core modules across the four institutions

Institution/Course title Subject categories for core modules (%)

Software
development

Analysis
& design

Databases Business &
organisations

Technology Personal/Management
skills

University of Brighton
BA Business Information

Systems
21 % 25 % 14 % 21 % 7 % 11 %

BSc Business Computing 29 % 25 % 21 % 7 % 7 % 11 %
University of South Wales
BSc Information

Communication
Technology

15 % 8 % 15 % 23 % 23 % 15 %

University of West London
BSc Computing &

Information Systems
27 % 23 % 13 % 10 % 13 % 13 %

BSc Information Systems
for Business

7 % 23 % 7 % 37 % 7 % 20 %

University of Westminster
BSc Business Information

Systems
17 % 28 % 6 % 17 % 22 % 11 %
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computing students should develop by being exposed to courses driven by assessable
learning and teaching strategies. Therefore the SBSCs do not provide a template per se
to design a computing or IS degree by providing detailed syllabi information; instead
they offer a series of expectations about standards in the field. One of the challenges of
using SBSCs as they are wide in scope, they need to be interpreted within the context
of institution and the student cohort. Additionally, they recommend quality standards of
the overall provision presented in a generic manner which means they need to be
mapped to make them quantifiably comparable.

Even though the SBSC looks at the field of computing in a holistic way without
differentiating between the various emerging fields of specialisation, it provides outline
descriptors that attempt to capture the Body of Knowledge (BoK) of different aspects of
computing, including IS. Influencing the development of these BoK descriptors can be
found in the work of the UK Association for Information Systems (UKAIS) in their
publication of the Scope of Domain of Study of IS (UKAIS 1999). Neither the SBSC
nor UKAIS’s statements consider the final year project as a quantifiable element of
knowledge. This is in line with the views held by (Clark and Boyle 1999) who view
projects as the culmination of the knowledge contained in the taught modules that make
up a degree course, as opposed to a specific component of the discipline.

Despite its generic nature, the SBSC makes a significant contribution to our efforts
to contextualise the parameters of our study and provide a common baseline against
which the four project modules can be gauged. By considering the learning outcomes
and assessment criteria that make up each for the four project modules in the four
institutions it is possible to compare the contribution each project module makes to IS
degree course, using a common benchmark.

The four project modules can be characterised by examining Learning Outcomes
(LOs) and Assessment Criteria (AC). The skills and knowledge expected on the project
module can be seen as a culmination of what students have gained from the taught
elements of each course. LOs are defined as “…statements that predict what learners
will have gained as a result of learning” (Jackson et al. 2003). Similarly, (Ducrot et al.
2008) explain that the purpose of LOs is to state the knowledge and skills which are
expected to be cultivated by students through their curriculum by means of assessment.
As a primary purpose, assessment could measure the extent to which students are
successful in meeting their LOs. Criteria in assessment, commonly referred to as
Assessment Criteria (AC), are “dimensions with which you will judge how well a
student has achieved their learning goals [outcomes] of a course” (Isaacs 2002).

The BCS, which is a body that accredits some undergraduate computing courses,
offer guidelines on projects (http://wam.bcs.org/wam/coursesearch.aspx). This defines
certain criteria such as the project must be at least 30 credits and must be passed at the
first attempt. They also offer guidelines on the content and structure of the project
report (http://www.bcs.org/category/5844) which have been used in the development of
the assessment criteria by academics developing the project module. The list of the
guidelines is shown in Appendix II.
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6 Analysis and Findings

In this section we examine the project modules in the four institutions in detail. We
investigate whether the Aims, Learning Outcomes (LOs) and the Assessment Criteria
(AC) correspond to the topics defined in the QAA Subject Benchmark Statements for
the Computing subject area (SBSC). We do not expect the project module to map to all
areas covered by the SBSC, as many of these will be delivered in the taught elements of
the programmes. However, an opportunity offered by the project module, to bring
together the elements of the programme, brings with it an expectation that some of the
SBSC would be delivered by the project. We examine the extent to which this
expectation is met.

In the following analysis we have used the following abbreviations: UoB –

University of Brighton project module, UoW – University of Westminster project
module, USW – University of South Wales project module and UWL University of
West London project module.

6.1 General Observations

It is clear from the aims of the project modules that the different courses are using the
project for similar aims in the degree programmes. The application of knowledge and
skills is seen in UoB “applying a range of knowledge and skills”, and in UoW
“integrate the different strands of the course” and “develop further the appropriate
transferable skills”, in UWL “integrate various aspects, both of this course and of your
prior knowledge” and again in the USW stated more specifically to “develop and
demonstrate the application of their computing, ICT, research, analysis, evaluation
skills”. The scale of the project is also emphasised, ruling out the more trivial projects
as in UoB “a major project”, UoW “an extended piece of work”, a “substantial piece of
independent work”, in UWL and the depth is emphasised in USW “opportunity to
pursue a topic or problem in depth”. Another common theme is the importance of
self-management as in UoB stating that it must be a “largely self-managed, practical
task”, in UoW students must “manage the delivery of significant pieces of work” and in
USW “specify a project goal and objectives, and a plan to achieve them”. Very
specifically in UWL with students “intended to develop the skills of planning, orga-
nisation and communication in the context of a self-managed project”. We see in the
project aims at all the institutions that there are three main strands to the project; that it
is a large piece of work, in some depth; that it is applying and integrating the skills and
knowledge from the course and that it is self-managed.

The QAA SBSC are “not intended to constrain the development of new courses”
but they do state that “there are three key ideas which constitute a certain ethos that can
be expected to characterise any honours degree programme in computing” (QAA
2007). These expected characteristics translate into three main categories of abilities
and skills that students are expected to develop in their degree programmes:
computer-related cognitive abilities and skills, computer-related practical abilities and
skills and additionally, transferable skills. These three broad categories are then
expanded into several statements given in full in Appendix III.
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6.2 Analysis of Learning Outcomes and Assessment Criteria

6.2.1 University of Westminster Project Module
The project module at the University of Westminster is driven by the expected com-
pletion of 5 LOs (see Appendix IV). If the level of granularity of these outcomes may
not be the finest between the project modules across the four institutions, this is certainly
compensated by the introduction of 16 AC which are used to assess the outputs of the
students. As shown in Appendix IV, every LO has been meticulously mapped to a series
of AC to ensure a thorough Constructive Alignment (Biggs 1999). In addition, every
criterion is assessed on a seven-level scale from ‘Fail’ to ‘Excellent’. This way, the
evaluation of the completion of a group of precise criteria is meant to assess the level
attainment of every single LO and thus of the overall completion of the module.

When examining the mapping of the LO to the QAA SBSC, it is important to note
that some of the AC which come under a particular LO may fit within more than one
QAA benchmark. This may be due to the level of vagueness which characterises the
phrasing of a particular LO which can be mapped to more than one QAA benchmark but
also which can comprise AC which can be mapped to multiple QAA SBSC. The
cognitive abilities category of the QAA benchmarks appears to be quite extensively
covered by both the LOs and corresponding AC. If modelling does not appear to be
assessed explicitly, the deployment of methods and tools – as well as the analysis of
requirement/specifications to a certain extent – is addressed by LO1 which overtly refers
to the ability of the students to select and justify an appropriate method, technique and
tool for the problem or opportunity type (LO1). This is very clearly reflected by AC1,
AC2 and AC3. The benchmarks critical evaluation & testing and reflection & com-
munication appear to be covered by all the LOs and a large number of associated AC
which can be explained perhaps by the fact that these benchmarks refer to very generic
and transferrable skills which should be assessed throughout the duration of the project.

The computing practical abilities category of the QA benchmarks appear to be only
explicitly covered by one LO i.e. LO5 “Develop a prototype testable model or a
research analysis and report these and other project activities in a scholarly way”. Yet
this coverage is only partial as there is the possibility for a student to undertake a more
analysis-based project which necessitates less the use of practical IT skills. This said,
when looking at the lower level and closely inspecting the list of AC, it was found than
a certain number of them assessed this group of abilities mentioned by the QAA. These
include “Description of specific planning, analysis, design and implementation tech-
niques used within the context of the project” (AC2), “Appropriate software products
and tools chosen” (AC3) and “Implementation/Solution: Prototype, solution, imple-
mentation model/blueprint/other as appropriate” (AC13).

Finally the Transferable Skills benchmarks did not seem to be greatly mapped by
the LOs. Only the benchmark “Managing own learning and development” appeared to
be covered by the LOs as it can be found in LO1, LO2, LO4 and LO5. This can be
justified by the fact that the project module aims at fostering independent learning
among the students. When looking at the AC, the transferrable skills seems to be
covered in fact by 5 different AC which can be explained by the fact that these skills are
assessed at the micro-level and that it was not deemed necessary for them to feature at
the more global level of the module learning outcomes.
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6.2.2 University of Brighton Project Module
The University of Brighton projects module has ten Learning Outcomes, the highest of
all the modules considered here (the full list of LOs and AC is shown in Appendix V).
This is a fine granularity in LOs but not necessarily a divergence from other institutions
in the expectations for the projects. The next point of note is that there is substantial
alignment with the QAA SBSC categories. All the LOs can be related to the QAA
categories to a greater or lesser extent.

The principle practical ability in computing disciplines might be considered as the
first of the QAA SBSC: “The ability to specify, design and construct computer-based
systems”. However, this does not appear in the LOs except tangentially in LO5 -
develop and work to a specification and set of requirements. The lack of a specific
reference to “design and construction” is necessary as it allows for variation in pro-
jects. This is needed where the end-product might be a report to a business, making the
case for using a particular solution to a problem, rather than the construction of the
solution itself.

The cognitive abilities from the QAA SBSC are mapped more explicitly to the LOs
as the project is used to develop these abilities. The project module LOs show that a
student is expected to demonstrate knowledge and understanding of essential facts,
concepts, principles and theories (LOs 3 and 4), to employ critical evaluation and
testing in the problem area (LOs 2, 3 and specifically 10) and to show that they can
reflect and communicate (LOs 1 and 10). One of the cognitive abilities that is directly
related to a LO is that of Professional considerations. This is reflected in LO9 –

“demonstrate an awareness of the relevant professional, social, legal and ethical
aspects”. This is indicative that the courses at UoB are accredited by the BCS which
places emphasis on these professional considerations. (The BCS accreditation guide-
lines are shown in Appendices VIII).

When examining the QAA SBSC Additional Transferable Skills it is clear that one
aspect features strongly in the project (LO6 and 7): Managing one’s own learning and
development including time management and organisational skills. It is interesting that
effective information-retrieval skills do not feature in the LOs although they are rele-
vant to one of the AC which we now go on to consider.

The UoB project module is assessed under six broad headings, which are made
known to the students throughout their project: 1. Technical grasp; 2. Understanding of
problem area; 3. Project management; 4. Report quality; 5. Evidence of learning; 6.
Research effort. These are each assessed on a scale from F− up to A+. The additional
factor, that the ethical and legal considerations of the project need to have been con-
sidered, is also mentioned but not assessed against a scale. The first two headings are
considered most important but there is no formal percentages applied and marking is
carried out on the project as a whole. This allows for flexibility in project selection and
provides scope for students to carry out original and innovative work.

In mapping the AC to the QAA SBSC we can see that there is a much clearer
relationship than with many of the LOs although the LOs are also seen reflected in the
AC. In “Technical grasp” there is a relationship to the practical ability to specify,
design and construct computer-based systems and “Understanding of problem area”
relates to the cognitive ability to demonstrate knowledge and understanding. “Project
management” relates to LOs 6 and 7 and to the transferable skill of “Managing one’s
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own learning and development”. “Report quality” relates to LO 4, 8 and 10. “Evidence
of learning” is not related directly to LOs but acknowledges the journey that the student
has undertaken in the project. Research effort is not a learning outcome but is related to
the transferable skill of Effective information-retrieval skills. The ethical and legal
considerations of the project relate to the QAA SBSC cognitive ability of Professional
considerations.

The UoB projects module has a fine-grained set of Learning Outcomes but a
holistic approach to assessing projects. This allows for flexibility and a wide scope of
projects but there is a danger in that markers need to be aware that LOs need to be met
as well as using the AC to grade the students’ projects.

6.2.3 University of South Wales Project Module
Final year students undertaking a project at the University of South Wales are guided
by a set of documents which outline the overall expectations, nature and practical
aspects of the project module. As is the case with all other modules, the crux of the
project is captured by a set of learning outcomes and assessment criteria which describe
the level of attainment expected from students.

Examining the LOs and AC in Appendix VI reveals a highly abstract set of
statements that, in the first instance, could be seen as generic guidelines without suf-
ficient focus to support the students’ appreciation of the module. In particular, the
assessment criteria which simply state “Written Assignment” suggest that the document
has been written in a way which does not necessarily follow the convention found in
other institutions.

Despite the initial impression of relative ambiguity, the project documents include
within their narrative contents a series of statements that elaborate the generic LOs and
AC statements. Assessing the overall quality of the project is based on the methods
utilised by the student for referencing and overall presentation, and their ability to
present the overall project process with clarity and as a highly professional output.

Further examination of the project documents uncovers a series of guidelines that
qualify the abstract AC heading by explaining that project students need to meet certain
assessable requirements in order to be successful:

1. Set objectives
2. Research and assimilate of information from a variety of sources
3. Analyse requirements
4. Synthesise and take significant design decisions
5. Develop and implementation an end product
6. Justify the rationale and decisions taken
7. Evaluate and critically appraise outputs
8. Be creative and show reflective thinking
9. Do planning and monitoring.

By considering these explanatory assessment requirements as an extension of the
LOs it is possible to ascertain their combined impact in relation to their alignment with
the QAA SBSC categories. The abstract nature of the LOs, however, makes it relatively
hard to offer a detailed mapping. The subject related cognitive abilities can be seen to
map closely to the first two LOs which aim to develop student’s initiative, self-reliance
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and independence in pursuing an investigation on an appropriate topic, and achieving a
solution of high quality with minimum supervision by producing an acceptable project
report within a specified deadline. Similarly, the QAA’s subject related practical
abilities are addressed through the main aim of the final year project which is to allow
the student to develop and demonstrate the application of their computing, research,
analysis and evaluation abilities. Finally, with regard to the QAA’s additional trans-
ferable skills, there is demonstrably good mapping with LO4 which is realised through
the development of problem-solving skills that are a necessary complement to formal
academic skills, and are the specific characteristics of a graduate.

6.2.4 University of West London Project Module
The project module within the two courses offered by University of West London
(UWL) aims to give the students an opportunity to integrate various taught parts of the
course in order to completing a substantial piece of work independently. It enables the
students to undertake an in-depth investigation of a topic of their particular interest in
the field of computing. The investigation may include the development of software
and/or systems analysis following a standard methodology and may be associated with
work done for an organisation as part of an internship or placement. The module has
eight learning outcomes (LOs) given in Appendix VII.

Using the QAA SBSCs categories overall: (a) cognitive abilities (b) practical
abilities and (c) additional transferable skills and sub-categories as a tool to evaluate
how closely the LOs have been mapped in terms of granularity. The UWL project
module LOs can be said to have quite fine granularity. Further examination within the
cognitive abilities category, reveals that majority of the LOs are mapped quite exten-
sively within this category. It can be seen that all but two sub-categories are reflected in
the LOs to some extent. The sub-category modelling has not been specifically iden-
tified, the main reason for this is that LOs of the project module are generic to cover
both undergraduate courses and the ISB course is aimed to provide a more of a business
flavour where the students do not have carry out modelling of computer systems
specifically. Additionally the sub-category professional considerations also are not
reflected in LOs. Considering the overall SBSC practical abilities category, here not all
LOs are explicitly mapped as they have been constructed to be generic to fit into aims
of both the courses. Yet, they provide a necessary structure to have loose mapping
which can be seen in one of subcategories “specify, design & construct computer-
based systems” where LO3 has been somewhat reflected (“Identify complex problems
and develop and/or propose appropriate solutions”).

While examining the third QAA SBSC category “Additional transferable skills”, it
can be clearly seen that one particular sub-category: “managing one’s own learning
and development including time management and organisational skills” is emphasised
specifically in UWL project LOs 4 “review critically the outcome and process of own
work” and LO8 “complete a self-managed project according to a defined plan”. This
strongly indicates the necessity for the students to demonstrate the ability to
self-manage their time in order to complete their chosen project.

The assessment elements for the UWL final year project have been broken down
into four elements. Where element 1 and 2 are progress reports where each has
weighting of 5 %. These are produced by the students to demonstrate their ability to
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managing the progress of their project and it is very much tied to the third category of
the QAA SBSC category of additionally transferable skills. Whereas element 3 consists
of the project report and has a weighting of 70 % of the total marks. The AC for this
element are given as (i) Structure and Organisation, (ii) Method, (iii) Literature
Review, (iv) Use of evidence (v) Presentation, (vi) Analysis of results and (vii) Con-
clusions drawn. These are further elaborated into issues to incorporate a much clearer
mapping between the AC and QAA SBSC sub-categories. One such example of this
can be seen in the AC “Use of Evidence” where part of the issue is “clarity of evidence
of progress towards project aims and objectives e.g. prototype, demonstration, eval-
uation instrument, software coding, UML models” this reflects the QAA SBSC cog-
nitive abilities subcategory of “Modelling, Requirements and Methods and Tools”.
Element 4 requires the students to either give a demonstration or produce a project
poster; this has a weighting of 20 %.

6.3 Comparative Observations

There are many similarities between the project modules across the four institutions as
indicated by the module aims which focus on three things:

• Integration of the knowledge and skills constructed throughout the course
• Conducting a study in depth
• Independent learning.

The aims are all developed into Learning Outcomes which can be assessed but we
have seen from this analysis that the transformation into LOs produces very different
results, some which map closely onto the QAA SBSC and some which are less close.
These differences are to be expected as the projects are part of courses in different
institutions that would have their own traditions and different cohorts of students.
However, if the project module is serving a similar purpose, to bring together the
elements of the degree programme, we can make observations of divergence from the
QAA SBSC expectations.

One such area is the topic of Modelling within the Subject-related cognitive abil-
ities in the QAA SBSC: “Modelling: use such knowledge and understanding in the
modelling and design of computer-based systems for the purposes of comprehension,
communication, prediction and the understanding of trade-offs” (QAA 2007). Although
this seems very pertinent as an ability that would be expected in an IS graduate it is not
explicitly addressed by the Learning Outcomes in any of the project modules analysed.
Another cognitive ability in the QAA SBSC is: “Professional considerations: recognise
the professional, economic, social, environmental, moral and ethical issues involved in
the sustainable exploitation of computer technology and be guided by the adoption of
appropriate professional, ethical and legal practices” (QAA 2007).

This is only specified where BCS accreditation is present for a course. This is an
ability that IS graduates should have and should be recognised more widely. It may be
the difficulty of assessing such an ability that is the reason for its absence in Learning
Outcomes. One of the Additional Transferable skills that is not explicitly assessed is:
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“Effective information-retrieval skills (including the use of browsers, search engines
and catalogues)”.

Perhaps a student on an IS would be expected to have good skills in this area before
undertaking their project, which might explain its absence. The aims of the project
modules emphasise its importance in showing that a student has reached the level
expected of an honours student. While skills of self-management, developing complex
solutions and communicating ideas are strongly represented in the learning outcomes,
other qualities that might be expected are not being explicitly required. Perhaps this is a
missed opportunity.

Figure 1 illustrates the way that the three common aims of the projects are mapped
to a number of learning outcomes and then on their measurement using assessment
criteria. This shows the wide differences in granularity of the courses.

7 Conclusions

The final year project has a very significant role to play in IS undergraduate degree
programmes. Projects enable students to synthesise disparate knowledge and apply it in
a way which gives rise to important employability skills. Professional bodies, such as
the BCS, see final year projects in computing and IS as an integral part of a degree
course in this area.

Like all other modules, IS final year projects are defined in course handbooks using
aims, objectives, Learning Outcomes and Assessment Criteria which often appear as
generic statements applicable to different settings. In an attempt to understand how

Fig. 1. Comparison of projects across all institutions (Color figure online).
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such definitions are interpreted and how projects are being put to use, this paper has
taken a detailed look at the project provision across four UK institutions.

We have looked at the project module at three levels of detail; firstly at the broad
aims, then at the Learning Outcomes which are more explicit and can be assessed and
finally, at the specific Assessment Criteria that are used to grade student projects. It is
clear from the analysis that projects serve a similar purpose in the IS degree courses but
that assessment practice varies across the institutions. We have been able to identify
some gaps in the skills and abilities that are not (based on the evidence here) being
assessed. Of course, actual practice in grading student projects has not been examined.
Nor have we examined how the students experience the project modules.

We have found that the granularity of the LOs and AC varies greatly, with some
stating rather vague expectations and others being more prescriptive. The advantage of
vaguely stated expectations is that it allows a variety of forms of projects which can
encourage creativity and originality. We might on the other hand be concerned that
vague expectations might lead to poor projects to be undertaken because the AC are not
tight enough to exclude them. Vague expectations may be disadvantageous for weaker
students, as they may be unsure of the expectations for their projects. However, we
have not examined other support documents and practices that may be used in different
courses that may alleviate the problem in practice.

Wanting to further validate the findings of our work, we plan to conduct deeper
analysis of the current data, and to expand the scope of our research to include
information from various sources. Specifically, we are planning to consult final year
students undertaking their projects and their supervisors, in order to gain a deeper
understanding of how the specifications we studied in this paper are actually put to use.
In addition, we plan to pursue a study which will engage employers, regarding their
views on the values of projects and the way they are delivered.

Appendix I – Commonly Used Terms

British Computer Society (BCS): The Chartered Institute for IT. http://www.bcs.org/.

Course: A complete programme of undergraduate study that normally lasts at least
three years and is defined by a curriculum. In US terminology courses are called
‘programs’.

Credit: Credit is awarded to a learner in recognition of the verified achievement of
designated learning outcomes at a specified level. http://www.qaa.ac.uk/england/credit/
creditframework.pdf.

Credit level: An indicator of the relative complexity, demand and/or depth of learning
and of learner autonomy. http://www.qaa.ac.uk/england/credit/creditframework.pdf.

Credit value: The number of credits, at a particular level, assigned to a body of
learning. The number of credits is based on the estimated notional learning hours
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(where one credit represents 10 notional hours of learning). http://www.qaa.ac.uk/
england/credit/creditframework.pdf.

Higher Education Statistics Agency (HESA): Government agency responsible for
managing statistical data about Higher Education in the UK. http://www.hesa.ac.uk/.

Module: A unit of teaching that normally lasts one term or semester. The size (credits)
of module can sometimes determine its duration. In US terminology a module is often
called a ‘course’.

Programme Specification: A programme specification is a concise description of the
intended learning outcomes from a higher education programme, and how these out-
comes can be achieved and demonstrated. http://www.qaa.ac.uk/academicinfrastructure/
programSpec/default.asp.

Quality Assurance Agency (QAA): UK agency that facilitates checks on university
academic standards and quality. http://www.qaa.ac.uk/.

Subject Benchmark Statement: Expectations about standards. http://www.qaa.ac.uk/
academicinfrastructure/benchmark/default.asp.

UK Academy for Information Systems (UKAIS): A society trying to promote IS in
the UK. http://www.ukais.org/.

Appendix II – BCS Accreditation Requirements for Projects

Section 11 Project requirements

11.1.1 Students must be provided with written guidance on all aspects of the project,
including selection, conduct, supervision, milestones, format of the report and the criteria for
assessment
11.1.2 The project report must meet the requirements set out in Section 2.5 of the Guidelines
11.1.3 The individual project within an undergraduate honours or integrated masters degree
should be a piece of work of at least 30 credit points at level 6 The individual project within an
ordinary or foundation degree for IEng should be a piece of work of at least 20 credit points
level 5 or above The individual project within a specialist masters degree should be a piece of
work of at least 60 credit points at level 7 The individual project within a generalist masters
programme should be a piece of work of at least 60 credit points at level 6 or above
11.1.4 All projects should reflect the title and the aims and learning outcomes which
characterise the programme
as set out in the programme specification
11.1.5 A project undertaken at masters level should reflect the ethos of advanced study and
scholarship appropriate to a masters degree
11.1.6 The project must be passed without compensation
11.1.7 In the event of this major activity being undertaken as a group enterprise, there is a
requirement that the assessment is such that the individual contribution of each student is
measured against the learning outcomes
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Appendix III – QAA SBS Computing

Subject-related cognitive abilities

• Computational thinking including its relevance to everyday life.
• Knowledge and understanding: demonstrate knowledge and understanding of

essential facts, concepts, principles and theories relating to computing and computer
applications as appropriate to the programme of study.

• Modelling: use such knowledge and understanding in the modelling and design of
computer-based systems for the purposes of comprehension, communication, pre-
diction and the understanding of trade-offs.

• Requirements, practical constraints and computer-based systems (and this includes
computer systems, information systems, embedded systems and distributed sys-
tems) in their context: recognise and analyse criteria and specifications appropriate
to specific problems, and plan strategies for their solution.

• Critical evaluation and testing: analyse the extent to which a computer-based system
meets the criteria defined for its current use and future development.

• Methods and tools: deploy appropriate theory, practices and tools for the specifi-
cation, design, implementation and evaluation of computer-based systems.

• Reflection and communication: present succinctly to a range of audiences (orally,
electronically or in writing) rational and reasoned arguments that address a given
information handling problem or opportunity. This should include assessment of the
impact of new technologies.

• Professional considerations: recognise the professional, economic, social, envi-
ronmental, moral and ethical issues involved in the sustainable exploitation of
computer technology and be guided by the adoption of appropriate professional,
ethical and legal practices.

Subject-related practical abilities.

• The ability to specify, design and construct computer-based systems.
• The ability to evaluate systems in terms of general quality attributes and possible

trade-offs presented within the given problem.
• The ability to recognise any risks or safety aspects that may be involved in the

operation of computing equipment within a given context.
• The ability to deploy effectively the tools used for the construction and documentation

of computer applications, with particular emphasis on understanding the whole pro-
cess involved in the effective deployment of computers to solve practical problems.

• The ability to operate computing equipment effectively, taking into account its
logical and physical properties.

Additional transferable skills.

• Effective information-retrieval skills (including the use of browsers, search engines
and catalogues).

• Numeracy and literacy in both understanding and presenting cases involving a
quantitative and qualitative dimension.
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• Effective use of general information technology (IT) facilities.
• The ability to work as a member of a development team, recognising the different

roles within a team and different ways of organising teams.
• Managing one’s own learning and development including time management and

organisational skills.
• Appreciating the need for continuing professional development in recognition of the

need for lifelong learning.

Appendix IV – Learning Outcomes and Assessment Criteria
(University of Westminster Undergraduate Project)

LO1: Select and justify an appropriate method, technique and tool for the problem or
opportunity type.
LO2: Develop a project plan that schedules their own activities and time.
LO3: Critically assess and reflect on relevant current practice and the work conducted,
what new skills have been acquired and the effectiveness of the project plan.
LO4: Ensure and demonstrate consideration of professional issues wherever relevant.
LO5: Develop a prototype testable model or a research analysis and report these and
other project activities in a scholarly way.

Assessment criteria
LO1: Select and justify an appropriate method, technique and tool for the problem or
opportunity type.

APPROACH

• AC1: The chosen project method (approach, methodology, other) as appropriate
and its application

• AC2: Description of specific planning, analysis, design and implementation tech-
niques used within the context of the project

• AC3: Appropriate software products and tools chosen (if applicable) or other as
applicable.

LO2: Develop a project plan that schedules their own activities and time.

PROJECT PLANNING AND MANAGEMENT

• AC4: The project plan (if applicable with revisions), and its execution
• AC5: Use of established project planning and management tools/techniques fol-

lowed as appropriate
• AC6: Evidence of regular contact/meetings with supervisor and regular work car-

ried out or other evidence of managing own time.

LO3: Critically assess and reflect on relevant current practice and the work conducted,
what new skills have been acquired and the effectiveness of the project plan.
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AND
LO4: Ensure and demonstrate consideration of professional issues wherever relevant.

LITERATURE REVIEW

• AC7: Appropriate choice of books, research papers, reports and/or other sources
used in support of project

• AC8: Contribution of each component from the above list and critical evaluation of
the literature used as appropriate

• AC9: Is the reference list in the right format?

PROJECT ENVIRONMENT, PROBLEM DOMAIN AND OBJECTIVES

• AC10: Description of project environment, problem domain, project objectives and
discussion of related issues

• AC11: Final changes to problem domain and/or project objectives (if applicable)
discussed

LO5: Develop a prototype testable model or a research analysis and report these and
other project activities in a scholarly way.

RESULTS/DELIVERABLES

• AC12: Appropriate evidence of support materials for project and their critical
analysis (including discussion on project objectives, approach, methodology, other)
as appropriate; Investigation and Design; Research findings and analysis/design
deliverables/products/other as appropriate

• AC13: Implementation/Solution: Prototype, solution, implementation
model/blueprint/other as appropriate

• AC14: Appropriate and well thought through recommendations and future work.

REPORT PRESENTATION

• AC15: Structure, format and writing style for this type of report
• AC16: Use of language, vocabulary, spelling and grammar accuracy/

appropriateness.

Appendix V – Learning Outcomes and Assessment Criteria
(University of Brighton Undergraduate Project)

• LO1: Discuss the process of identifying a relevant project, and appraise his or her
own performance in this respect.

• LO2: Justify the choice of project made, identifying its relationship both to the
student’s own interests and to the learning that has taken place in other parts of the
course.
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• LO3: Identify the methodological, organisational and technological challenges to
the successful planning and carrying out of the project, and justify the approaches
taken on these issues.

• LO4: Demonstrate a clear grasp of the subject matter and a full understanding of the
principles that will be applied.

• LO5: Develop and work to a specification and set of requirements.
• LO6: Demonstrate a capacity for self-management and sustained independent work.
• LO7: Coordinate all the activities needed to produce the agreed deliverables.
• LO8: Show competence to document appropriately and demonstrate the results of

their work.
• LO9: Demonstrate an awareness of the relevant professional, social, legal and

ethical aspects.
• LO10: Critically appraise his or her own performance in undertaking the project

itself and identify the lessons learned from undertaking it.

Assessment criteria
At the highest grade projects would be expected to have the following profile:

1. Technical grasp: for A grade, an excellent technical insight demonstrated to a
professional level.

2. Understanding of problem area: for A grade showed a professional level of insight
into the whole area in which the project is embedded.

3. Project management: for A grade, completely successful and entirely self-managed
4. Report quality: for A grade, excellent – clear, substantial, fluent, correctly organ-

ised, convincing and with no omissions.
5. Evidence of learning: for A grade, mature reflection on the whole process, showing

professional level of insight.
6. Research effort: for A grade, competent and thorough coverage of the field with

excellent research in many areas. Research clearly influenced outcomes.

Ethical and legal considerations of the project also considered.

Appendix VI – Learning Outcomes and Assessment Criteria
(University of South Wales Undergraduate Project)

1. To specify a project goal and objectives, and a plan to achieve them.
2. To apply research and investigation skills and analyse the outcomes.
3. To use and document appropriate analysis, design, implementation and evaluation

methods to realise the project specification.
4. To reflect on the success or otherwise of the work and demonstrate what has been

learnt during the process.
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Assessment Criteria
Assessment criteria of the University of South Wales undergraduate computing project
(covers all computing and IS projects).

Written Assignment
Project Management
Understanding of Problem and Use of Material
Quality of Final Report
Evaluation and Conclusions.

Appendix VII – Learning Outcomes and Assessment Criteria
(University of West Undergraduate Project)

Aims
This project provides the opportunity for you to integrate various aspects, both of this
course and of your prior knowledge and experience by completing a substantial piece
of independent work. It is intended to develop the skills of planning, organisation and
communication in the context of a self-managed project.

This module provides the opportunity for you to carry out an appropriate research
and/or development exercise which addresses an academic issue. It will enable you to
undertake an in-depth investigation of a topic of particular interest to you in the field of
computing. The investigation may include the development of software and/or systems
analysis following a standard methodology and may be associated with work done for
an organisation as part of an internship or placement.

Learning outcomes
LO1: Have a comprehensive knowledge of a chosen area of study
LO2: Independently analyse and critically review relevant source material such as

published journals
LO3: Identify complex problems and develop and/or propose appropriate solutions
LO4: Conduct some element of primary research (based upon issues identified in the

literature survey) and to critically appraise the results
LO5: Communicate results and conclusions of their own work by means of a

presentation and in writing through a project report and to develop presentation
skills

LO6: Review critically the outcome and process of own work
LO7: Develop the skills to critically review primary and secondary sources and to

develop cogent arguments from a synthesis of sources
LO8: Complete a self-managed project according to a defined plan.
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Assessment Criteria

Criteria Issues Mark

Structure and
Organisation

planned sequence of sections – e.g., contents list, abstract,
introduction, discussion, conclusions

provides links between sections has written an understandable
report

5

Method appropriateness of method to the topic [5]
has understood the method and explains any variations used [5]
applied method appropriately and correctly [5]
demonstrated the ability to evaluate their own use of the method
[5]

20

Literature
Review

shows an understanding of the background topic [5]
distinguishes between facts, speculations, opinion [5]
quality and quantity of selected references to support argument
[10]

20

Use of evidence clarity of evidence of progress towards project aims and
objectives e.g. prototype, demonstration, evaluation
instrument, software coding, UML models [10]

EITHER Distinguishes between different types of evidence
collected [10]

OR Provides app. evidence of software analysis/design/
development/quality/testing [10]

20

Presentation appropriate layout (see guide)
grammar, syntax and spelling
language free from jargon
clear headings, introductory statements and summaries
diagrams clearly labelled and explained in text

10

Analysis of
results

conceptual grasp of topic, clear arguments [5]
shows awareness of underlying assumptions [5]
indicates limits of method chosen for investigation or software
development [3]

review critically the outcome and progress of your own work,
suggests further work [2]

15

Conclusions
drawn

quality of conclusions based on evidence collected 10

Total 100

Appendix VIII – BCS Accreditation Guidelines
2.5.1 General project requirements
An individual project is an expectation within undergraduate, integrated masters, and
postgraduate masters programmes. Students must be provided with written guidance on all
aspects of the project, including selection, conduct, supervision, milestones, format of the report
and the criteria for assessment.
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All projects should reflect the aims and learning outcomes which characterise the programme to
which they contribute as set out in the programme specification.
Project reports
Projects must involve the production of a report which should include:
• elucidation of the problem and the objectives of the project
• an in-depth investigation of the context and literature, and where appropriate, other similar
products (this section is likely to be emphasised less for an IEng project)

• where appropriate, a clear description of the stages of the life cycle undertaken
• where appropriate, a description of how verification and validation were applied at these
stages

• where appropriate, a description of the use of tools to support the development process
• a critical appraisal of the project, indicating the rationale for any design/implementation
decisions, lessons learnt during the course of the project, and evaluation (with hindsight) of
the project outcome and the process of its production (including a review of the plan and any
deviations from it)

• a description of any research hypothesis
• in the event that the individual work is part of a group enterprise, a clear indication of the part
played by the author in achieving the goals of the project and its effectiveness

• references
2.5.2 Undergraduate individual project requirements
It is expected that within an undergraduate programme, students will undertake a major
computing project, normally in their final year and normally as an individual activity, giving
them the opportunity to demonstrate:
• their ability to apply practical and analytical skills present in the programme as a whole
• innovation and/or creativity
• synthesis of information, ideas and practices to provide a quality solution together with an
evaluation of that solution

• that their project meets a real need in a wider context
• the ability to self-manage a significant piece of work
• critical self-evaluation of the process
In the event of this major activity being undertaken as part of a group enterprise, there is a
requirement that the assessment is such that the individual contribution of each student is
measured against all the above learning outcomes.
For accreditation for CITP, CEng or CSci, the individual project should be worth at least 30
credit points at level 6 or above. The project must be passed without compensation.
For accreditation for IEng the individual project should be worth at least 20 credit points at
level 5 or above.
The project must be passed without compensation.
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