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Preface

It was a great honor that this year’s ICT-EurAsia 2015 and CONFENIS 2015 were held
in conjunction with the 23rd IFIP World Computer Congress (WCC 2015), the flagship
event of the International Federation for Information Processing (IFIP).

The Information & Communication Technology-EurAsia Conference (ICT-EUR-
ASIA 2015) is thought of as an international platform for researchers and practitioners
to present their latest research findings and innovations. The conference is especially
focused on the very vivid and agile development of ICT-research in the last decade
with a special focus on European and Asian developments.

The 2015 Asian Conference on Availability, Reliability, and Security (AsiaARES
2015) was held as a Special Track Conference within ICT-EURASIA 2015 and aimed
specifically to improve the flow of IT-security research results to and from the Asian
region. The ultimate goal is to establish a community and a meeting point for security
researchers and to make travel shorter and the venues more easily accessible for
researchers from Asia. Moreover, AsiaARES emphasizes the interplay between foun-
dations and practical issues of security in emerging areas and is devoted to the critical
examination and research challenges of the various aspects of secure and dependable
computing and the definition of a future road map.

The 2015 edition of the International Conference on Research and Practical Issues
of Enterprise Information Systems (CONFENIS 2015) was mainly focused on aspects
of big data, text mining, visualization, and impacts of enterprise information systems
(EIS). CONFENIS 2015 at WCC provided an international forum for the IFIP com-
munity to discuss the latest research findings in the area of EIS. The conference
specifically aimed at facilitating the exchange of ideas and advances on all aspects and
developments of EIS with the broader ICT-audience present at IFIP WCC 2015.

Both ICT-EurAsia 2015 and CONFENIS 2015 received high-quality submissions
from all over the world. After a rigorous peer-reviewing process by the Program
Committees a total of 35 papers were accepted for presentation. We believe that the
selected papers will trigger further ICT-related research and improvements.

Finally, we would like to give our special thanks to all authors for their valuable
contributions as well as to the Program Committee members for their valuable advice. At
the same time, we would like to acknowledge the great support of the WCC-2015 con-
ference organization team as well as that of the ICT-EurAsia 2015 and CONFENIS 2015
organization team, in particularMs. NiinaMaarit Novak for her timely help, organization,
and contribution which made this edition of the conference proceedings possible.

October 2015 Ismail Khalil
Erich Neuhold

A Min Tjoa
Li Da Xu
Ilsun You
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Reducing Keepalive Traffic in Software-Defined
Mobile Networks with Port Control Protocol

Kamil Burda, Martin Nagy(B), and Ivan Kotuliak

Faculty of Informatics and Information Technologies, Slovak University
of Technology in Bratislava, Ilkovičova 2, 842 16 Bratislava, Slovakia

{xburdakamil,martinko.nagy}@gmail.com, ivan.kotuliak@stuba.sk

Abstract. User applications, such as VoIP, have problems traversing
NAT gateways or firewalls. To mitigate these problems, applications
send keepalive messages through the gateways. The interval of sending
keepalives is often unnecessarily short, which increases the network load,
especially in mobile networks. Port Control Protocol (PCP) allows the
applications to traverse the gateways and to optimize the interval. This
paper describes the deployment of PCP in software-defined networks
(SDN) and proposes a method to measure keepalive traffic reduction
in mobile networks using PCP. The proposed solution extends the bat-
tery life of mobile devices and reduces the traffic overhead in WCDMA
networks.

Keywords: Middleboxes · Keepalives · Port Control Protocol · Mobile
networks · Software-defined networking

1 Introduction

User applications that require long-term connections, such as Voice over IP
(VoIP), Instant Messaging or online gaming, may have problems establishing
connections if hosts running the applications are located behind network address
translation (NAT) gateways or firewalls, hereinafter referred to as middleboxes.

For each connection, a middlebox contains a mapping entry that is manually
configured or dynamically created when the connection is being established.
In case of NAT gateways, the mapping entry usually consists of the following
fields: internal IP address, external IP address, internal port, external port and
mapping lifetime.

If a connection is idle for longer than the corresponding mapping lifetime,
the middlebox blocks the connection without notifying the communicating hosts.
To keep the connection alive, the application sends keepalive messages (such
as empty TCP or UDP datagrams) toward the destination host. Because the
application does not know the exact connection timeout, keepalives are sent
in very short intervals, which increases the network load. The unnecessarily
high amount of the keepalive traffic reduces battery lifetime on mobile devices,
especially those connected to mobile networks, where each message sent imposes
additional overhead in the form of signaling traffic.
c© IFIP International Federation for Information Processing 2015
I. Khalil et al. (Eds.): ICT-EurAsia 2015 and CONFENIS 2015, LNCS 9357, pp. 3–12, 2015.
DOI: 10.1007/978-3-319-24315-3 1



4 K. Burda et al.

This paper proposes a network architecture to deploy the Port Control Pro-
tocol (PCP) in the core of software-defined mobile networks and a method to
measure the keepalive traffic reduction with PCP in WCDMA networks.

The rest of this paper is structured as follows. Section 2 briefly reviews exist-
ing NAT traversal and keepalive reduction methods. Section 3 describes the
basics of the PCP protocol and the advantages of the deployment of PCP in
SDN networks. Section 4 describes the architecture of the core network and its
components. Section 5 describes the method to measure the battery life exten-
sion of mobile devices and signaling traffic reduction in WCDMA networks [1,8].
The final section provides concluding remarks and challenges for future work.

2 Related Work

Protocols such as Session Traversal Utilities for NAT (STUN) [2], Traversal Using
Relays around NAT (TURN) [3] or Interactive Connectivity Establishment (ICE)
[4] can resolve NAT traversal issues for user applications. Additional methods for
proper NAT traversal are defined for IPSec ESP [5] and mobile IP [6].

A method proposed in [7] aims to reduce the keepalive traffic in mobile IPv4
networks and in IPSec communication by replacing UDP keepalives with the so-
called TCP wake-up messages, given the considerably greater mapping lifetime
for TCP connections on NAT and firewall devices from popular vendors [8]. The
results of the experiments conducted suggest that the keepalive traffic reduction
is significant in 2G (GSM) and 3G (WCDMA, HSDPA) networks, but not in
IEEE 802.11 Wireless LAN [7].

3 Port Control Protocol

PCP [9] allows IPv4 and IPv6 hosts to determine or explicitly request net-
work address mapping, port mapping and mapping timeout (also called map-
ping lifetime) directly from middleboxes. From this information, a host behind
a middlebox can establish communication with a host in an external network
or in another internal network behind another middlebox and can optimize the
interval of sending keepalives. PCP does not replace the function of proxy or
rendezvous servers to establish connections between hosts in different internal
networks. PCP requires that hosts run a PCP client and middleboxes run a PCP
server [9].

Based on the existing research [7], the reduction of the keepalive traffic in
mobile networks can be considerable. PCP introduces a more universal approach
that allows to optimize keepalive traffic for multiple transport protocols (any
protocol with 16-bit port numbers) and other upper-layer protocols, such as
ICMP or IPSec ESP [9].

PCP may be vulnerable to security attacks such as denial of service or map-
ping theft [9]. The security of PCP is currently under discussion [10]. An RFC
draft specifies an authentication mechanism to control access to middleboxes [11].
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3.1 Port Control Protocol in Software-Defined Networks

Software-defined networking (SDN) [12–14,19] is a novel approach to manag-
ing computer networks which separates the control and data planes of network
devices to controllers and forwarders, respectively, and achieves greater network
flexibility by allowing to program the network behavior. Existing networks are
expected to migrate to SDN given the aforementioned advantages.

With SDN, a PCP server can run on a controller, thereby reducing the
processing overhead on middleboxes, increasing vendor compatibility and avoid-
ing the need to upgrade the middleboxes to support PCP server functionality.
If multiple middleboxes are placed in an SDN network, mapping lifetime can be
determined from the controller instead of every middlebox separately. There is
an ongoing effort to support advanced firewall functionality in SDN networks by
introducing new PCP message types [15].

4 Network Architecture

This section describes the architecture of the SDN-based mobile core network,
which incorporates PCP to reduce the signaling traffic. The essential compo-
nents of the architecture are shown in Fig. 1. For the implementation, OpenFlow
[14,16] is used as the communication protocol between the controller and the
forwarders.

Fig. 1. Architecture of the proposed network.

An end host running a user application with a PCP client is located behind
an existing access network (such as UTRAN in case of 3G networks). The access
network connects to the core network via the edge forwarder. The edge forwarder
forwards PCP requests to the controller, PCP responses from the controller back
to the PCP client and other traffic further through the core network.

In the proposed architecture, the control and the data plane of a middlebox
are decoupled. The middlebox data plane resides on another forwarder, placed
between the core and the external network (the Internet). The middlebox data
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plane executes the rules installed by the control plane, such as overwriting IP
addresses and transport protocol ports in packets in case of NAT.

The controller runs the middlebox control plane, which is responsible for
maintaining mappings stored in a table. The handler accepts requests from the
PCP server to create or remove a mapping and instructs the controller to add
or remove the corresponding rules on the forwarder.

The PCP server running on the controller receives PCP requests, instructs
the middlebox control plane to create a mapping for the client and sends PCP
responses back to the client once the middlebox control plane successfully cre-
ates a mapping. The PCP server address is assumed to be the address of the
default gateway, so PCP clients must use this address to communicate with the
PCP server. Dynamic PCP server discovery options [9,17,18] are currently not
considered.

In order to verify the proper traversal of packets behind middleboxes and
the keepalive traffic reduction, a custom, simple NAT gateway is implemented
in the network that supports only IPv4 addresses and TCP and UDP as the
upper-layer protocols. A custom firewall, IPv6 or other upper-layer protocols
are not implemented in the network, as the verification and evaluation method
of the proposed solution is identical and would not affect the results.

The control plane of the NAT is responsible for creating NAT table entries
from the configured pool of external IP addresses and ports. Each NAT table
entry contains the following items: internal IP address, internal port, external
address, external port, upper-layer protocol and mapping lifetime. The NAT
data plane is represented as a set of flow tables and entries shown in Fig. 2.

Fig. 2. Flow entries in the NAT forwarder.

The design does not address the security of PCP. The authentication mecha-
nism specified in [11] could be used to control the access to the controller running
the PCP server.

5 Evaluation

This section describes a method to measure the battery life extension and sig-
naling traffic reduction based on the values of keepalive intervals to prove the
feasibility of the deployment of PCP in WCDMA networks. The method is based
on the measurements performed by Haverinen et al. [8] and Signals Research
Group, LLC [1], both performed in WCDMA networks.
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5.1 Requirements

No other network data, except keepalives, are sent over the network. This is done
to isolate the useful network traffic that is usually unpredictable in practice,
which would distort the results.

CELL PCH and CELL FACH Radio Resource Control (RRC) states are
assumed to be enabled in the WCDMA network. When sending a keepalive,
the mobile device uses the following RRC state transition: CELL FACH →
CELL PCH → CELL FACH → CELL PCH → . . .

The WCDMA inactivity timers are assigned the values used in the first mea-
surement in [8]. In particular, the T2 inactivity timer (causing transition from
CELL FACH to CELL PCH) is set to 2 s. Keepalives must be sent one at a
time, until the mobile device re-enters the lower RRC state (with lower power
consumption).

To quantify the battery life saving and signaling traffic reduction, reference
values must be defined. For example, suppose that an application currently uses
a keepalive interval of 20 s (such as IPSec ESP [5]). If the keepalive interval is
increased, the mobile device consumes that much less battery charge compared to
the original (reference) keepalive interval. Likewise, the network and the device
generate fewer signaling messages.

5.2 Battery Power Saving

Battery Consumption Figures. The first experiment in [8] consisted of send-
ing one keepalive at a time. In the experiment, the inactivity timers and the RRC
state transitions were identical to those specified in the Sect. 5.1. The results
showed that the average current in the CELL FACH state is 120 mA (disregard-
ing the negligible variance of the current due to the actual data transmission),
and the cost of a single keepalive in the 3G WCDMA network ranged from 0.15
to 0.6 mAh.

Method. Let T be the time period over which the measurement is performed.
Over time period T , nref keepalives are sent given the original (reference)
keepalive interval tref (i.e. the user application originally used the interval tref ).
Likewise, n keepalives are sent given the new keepalive interval tnew. The num-
ber of keepalives sent can be computed as n = T/t, where 1/t is the number of
keepalives sent per second.

The amount of battery consumption saved (in mAh) can be determined as
follows:

reduction (tnew) = kref − k = (nref − n) · cost = cost · T ·
(

1
tref

− 1
tnew

)
(1)

where k = n · cost is the total cost of keepalives over time T .
In order to determine the battery power saving given the desired and reference

keepalive intervals (tnew and tref , respectively), the battery capacity C of the
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mobile device (in mAh) must be known. The relative amount of battery life
consumed by sending keepalives can be determined as k/C.

By increasing the keepalive interval to tnew, the amount of the battery life
saved, given the battery capacity C, can be determined as follows:

battery power saved =
kref
C

− knew
C

=
reduction (tnew)

C
(2)

From the Eq. (2), one can conclude that, by using a higher keepalive interval
tnew, such percentage of battery consumption was saved over time T .

From the end-user perspective, an alternative measure may better indicate
the power consumption reduction: how much longer the battery will last before
recharging it. Suppose that the cost of a single keepalive (cost) and the average
current while sending a single keepalive (Īkeepalive) are known. The total time
of the battery life saved can then be computed as follows:

battery life saved = (nref − n) · cost

Īkeepalive
=

reduction (tnew)
Īkeepalive

(3)

Results. Figure 3 shows the battery power saving with increasing keepalive
interval, given the time period, cost of a single keepalive, battery capacity and
the reference keepalive interval of 20, 40, 80 and 120 s, respectively.

Fig. 3. Battery power saving based on keepalive intervals relative to reference values.

The percentage of the battery power saving increases significantly when the
keepalive interval is increased by the first few tens of seconds from the reference
interval. Above 400–600 s, the difference in the increase starts to be negligible.

Table 1 shows the percentage of the battery power saving for the chosen rep-
resentative values of battery capacity, reference values and the keepalive interval
of 400 s.

If the application running on a smartphone with battery capacity of 2550
mAh (Samsung Galaxy S6) originally used the keepalive interval of 20 s, 1–4 %
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Table 1. Battery power saved for a mobile device connected a WCDMA network
given battery capacity and the following reference values: tref = 20 s, tnew = 400 s,
T = 3600 s, cost : 0.15 − 0.6 mAh.

Battery capacity [mAh] Battery power saved [%]

300 (Samsung Gear S smart watch) 8.5–34.2

2550 (Samsung Galaxy S6 phone) 1–4

7340 (iPad Air 2 tablet) 0.35–1.4

of the battery life can be saved over 3600 s for the cost ranging from 0.15 to
0.6 mAh. For the reference interval of 40 s, the battery power saving is halved.
The battery power saving proves to be significant for devices with relatively low
battery capacity, such as smart watches (provided that they support WCDMA),
and less significant for devices with higher battery capacity, such as tablets.

If the battery lifetime saving is considered, approx. 13–52 min of battery life
can be saved for the keepalive cost ranging from 0.15 to 0.6 mAh, the average
current of 120 mA (CELL FACH state) [8], the reference keepalive interval of
20 s and the new keepalive interval of 400s .

5.3 Signaling Traffic Reduction

Signaling Traffic Figures. In [1], several measurements were performed in
two 3G WCDMA networks, observing the number of signaling messages gen-
erated in the networks and the battery power consumption in mobile devices.
In one of the measurements, the mobile devices sent keepalive messages to the
network. In the observed networks, the mobile devices entered the CELL DCH
state when sending a keepalive. According to the results, sending one keepalive
causes 40–50 signaling messages to be exchanged between a mobile device and
the network (referred to as “observed” messages), and estimated 20 signaling
messages generated in the network not captured on the mobile device (referred
to as “unobserved” messages).

Method. Let s be the number of signaling messages sent per a single keepalive.
The total number of signaling messages sent over time T given keepalive interval
tnew is S = n · s. The reduction of signaling messages in the network with
increased keepalive interval can then be computed as:

reduction (t) = Sref − S = (nref − n) · s =
(

1
tref

− 1
tnew

)
· s · T (4)

Results. As seen in Fig. 4, the reduction of the number of signaling messages
grows rapidly up to the keepalive interval of approx. 400 s. The growth of the
reduction starts to be negligible from approx. 1800 s, which can be considered
an acceptable keepalive interval for WCDMA networks. Table 2 quantifies the
results for reference keepalive intervals of 20 and 120 s.
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Fig. 4. Number of signaling messages reduced based on keepalive intervals and refer-
ence values.

Table 2. Number of signaling messages reduced given the following reference values:
tnew = 1800 s, T = 3600 s.

Number of sig- Reference Number of sig- Reference Number of sig-

naling messages keepalive naling messages keepalive naling messages

per keepalive interval [s] reduced interval [s] reduced

40 (observed) 20 7120 120 1120

50 (observed) 20 8900 120 1400

20 (observed) 20 3560 120 560

It should be noted that the reduction of the number of signaling messages
was computed for one mobile device running a single application. Considering
that hundreds of thousands of mobile devices are connected to a network, each
running one or more always-on applications, the decrease in the network load
on elements in the network core may prove to be significant.

5.4 Determining PCP Mapping Lifetime

From the perspective of a mobile device and its battery life, the keepalive interval
of 400–600 s is suitable for most applications. When considering the amount of
signaling traffic generated in a mobile network, the keepalive interval of approx.
1800 s is sufficient to greatly reduce the signaling traffic.

For mappings created by PCP requests with the MAP opcode (i.e. user appli-
cations function as servers), user applications must send PCP MAP requests at the
interval of at least 1/2 of the mapping lifetime [9]. In order to sustain the interval of
1800 s, the mapping lifetime for PCP MAP mappings should be doubled, i.e. set to
3600 s. Beside PCP MAP requests, applications may still have to send keepalives
to the destination host to maintain the end-to-end connectivity. In order to keep
the number of RRC state transitions to a minimum, applications should send PCP
MAP requests to the PCP server and keepalives to the destination host at the same
time.
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For mappings created by PCP PEER requests, and given the relatively high
keepalive interval of 1800 s suitable for WCDMA networks, it may be sufficient
for the application to send the keepalives 7/8 of the mapping lifetime. Therefore,
the mapping lifetime for PCP PEER mappings could be approx. 2100 s.

6 Conclusions

This paper described the architecture for the deployment of the Port Control
Protocol in software-defined networks. Using the SDN approach, this archi-
tecture separates the control and the data plane of middleboxes and allows
to run the PCP server outside the middleboxes according to SDN principles.
This improves vendor device compatibility and avoids the processing overhead
imposed by running the PCP server.

With PCP deployed in the network, mobile devices connected to mobile net-
works can reduce the amount of keepalive traffic sent, which results in extended
battery life of mobile devices. Additionally, the network throughput is increased
due to signaling traffic reduction in access networks. The keepalive interval of
approx. 1800 s proves to be suitable for most applications in WCDMA networks.
The battery power saving by using higher keepalive intervals is more significant
in devices with relatively small battery capacity, such as smartphones and smart
watches. Given the recommended keepalive interval, PCP server should assign
mapping lifetime of at least 3600 s for PCP MAP mappings and 2100 s for PCP
PEER mappings.
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Abstract. Today, TCP is the go-to protocol for building resilient communi-
cation channels on the Internet. Without much overstatement, it can be said that
it runs the majority of communication on the planet. Its success only highlights
the fact that it also has some drawbacks, of which one of the oldest ones is the
inability to hand over running connections between participating hosts. This
paper introduces a method that relies on the advantages of Software Defined
Networks to overcome this limitation.

Keywords: Software Defined Networks � Network protocols � Transmission
control protocol � Telecommunications

1 Introduction

TCP handover is the act of handing over the role of one of the two communicating
endpoints to a third endpoint that was initially not a part of the communication.

The reasons for this can be for example:

• Load-balancing
• Traffic path optimization
• A transparent redirection mechanism
• Switchover of network interfaces

The common solution for this problem was to terminate the running connection and
re-initiate the connection with a new host. This is a common practice on the interned
today [5, 13].

The problems with this approach are:

• Latency caused by additional TCP handshake
• Needs to be implemented on application layer
• Non-transparent
• TCP-windows are reset resulting in sub-optimal performance

One area where this problem is especially apparent is the area of Content Delivery
Networks. Most CDN architectures leverage a redirect mechanism to initiate connec-
tion between a client and the most appropriate server to serve specific content.
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Introducing delays in this step results in noticeably slower content playback startups
that are even more apparent in the case of CDN Federations where multiple redirects
often take place before the client can connect to the server [3, 6, 7, 8].

Our method to address this issue is to make use of Software Defined Network
technology. This technology makes it possible to enhance the network with the
functionality that not only allows TCP handovers but also makes them controllable by
the SDN controller itself [9, 15].

2 Software Defined Networks

The main disadvantage of traditional network technologies is lack of flexibility in
implementing new features. Because of requirements related to standardization, testing
and the drawbacks of deploying new code in a fully proprietary environment, new
features usually take years to be agreed upon. Even then they often face limited success
because of the difficulties and risks related to changing something in an environment
that was essentially designed to serve a very specific purpose. One example of such
technology is multicast that has existed for decades but did not succeed in being
globally distributed because of the reasons listed above [1, 10–12, 14].

Software Defined Networks (SDN) present a radically different approach to
designing networks that is built from ground up to make implementation of new
features and services as easy as possible. It achieves this by splitting the data plane
(responsible for forwarding traffic) and the control plane (responsible for higher level
decision-making and configuration of the data plane) into two separate entities. Fur-
thermore it also changes the logical placement of these entities. In traditional networks
both the control plane and the data plane was confined within a single networking
device, making development of complex control plane to control plane communication
protocols necessary. In SDNs the data plane stays distributed but the control plane is
removed from the physical device and placed into a centralized node responsible for
managing all the data planes in the network. This centralized control plane is called a
Controller in SDN terminology [2, 9].

The SDN Controller is a fully software-based element that does not have the burden
of having to communicate every single decision to any of its peers. This means that
new features can be quickly added to the controller and they will be instantly available
throughout the whole network that is under its control. The resources available in the
data plane under its controls are the Controller’s only limiting factor. It does not have to
follow a specific protocol that dictates exactly how these resources should be used [4].

3 TCP Handover Method in SDN Networks

Our approach to addressing TCP handover relies on the following features of Software
Defined Networks:

• The ability to intercept specific packets and redirect them for processing in the
control plane
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• The ability to modify the data plane in such a way that it rewrites the destination IP
address of a packet according to a rule defined by the control plane

• The fact that a SDN network is limited to a single autonomous system (administered
by a single organization), in which the occurrence of triangular routing is not
considered a problem as long as its fully controlled

In addition to these requirements at least one of the following features must also be
available:

• The ability to synchronize (increment or decrement according to a rule) TCP SEQ
and ACK numbers in the data plane

• The ability to synchronize (increment or decrement according to a rule) TCP SEQ
and ACK numbers in the host device

• The ability to be able to predict the SEQ number that would be chosen by a host for
a new incoming connection (described later)

The initial use case that this method was designed for was the implementation of a
transparent redirect mechanism for use in Content Delivery Networks so we will use
this environment to describe the method’s operating principle. We will later describe
how to use the method in any other scenario.

When a client initializes a new TCP connection to a server, it sends a TCP segment
encapsulated in IPv4 or IPv6 packet to a destination address that identifies the service
to be accessed. In the first TCP segment the client sets the SYN flag, chooses a initial
sequence number (SEQ), sets the ACK number to 0, sets the window size and
optionally sends some OPTION parameters. The server on the receiving side goes to
the SYN_RCVD state and sends back his TCP packet and parameters to the client. Sets
the SYN and the ACK flag, choses a sequence number and sets the ACK number to
sequence number + 1 of the client. Using this he acknowledges the client to send the
next TCP window. The server chooses a window size too and sets some optional
parameters in OPTION fields. The client then sends back an ACK message to
acknowledge the parameters of the server. At this moment the session goes to
ESTABLISHED state. Now the client may request the data (for example in a
HTTP GET message).

This happens normally in networks but lets say that the IP address that the client
was communicating with was not an IP address directly attached to a specific server but
an IP address defined in the network as and address used to identify a specific service.
Any TCP packets sent to this IP, that are meant to initiate a TCP connection with a
server, will not be delivered directly to a server but redirected to a SDN Controller for
further processing instead. The controller would then keep on acting on behalf on the
server up to the point when it can decide which actual server would be best to deliver
the service. In the context of CDN networks this means up until the point when the
Controller is aware of the HTTP URI that the client intends to access. It would then
modify the data plane to rewrite the destination IP address of all future packets from the
client to the IP address of the chosen server.

This would work perfectly in an UDP-based scenario where packets are considered
as separate atomic elements. In TCP environment all communication is treaded in the
context of sessions that are kept consistent by communicating the sequence numbers of
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packets in each transmission and acknowledging them on the other side. The problem
with this approach in context with our method is that we cannot control the initial SEQ
number that the client choses or the SEQ number that the final server would chose. This
means that, without addressing this issue, the communication would not work because
even if the source and destination addresses of the packets were correct, the TCP
session would not work because both sides would not be able to agree on which
sequence number should follow.

The full method is depicted in the following sequence diagram:

There are two basic ways to address this:

• Be able to synchronize the SEQ and ACK numbers by incrementing or decre-
menting them in the data plane

• Be able to predict the SEQ number that the server will chose so that the connection
from the controller can be started with a SEQ number that would be in sync with the
SEQ number that the server would chose right from the start

The first approach has the only disadvantage that the SDN data plane (also called
SDN Forwarder) closest to the server would need to have the capability to increment
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and decrement the SYN and ACK numbers according to a chosen rule. The fact is that
while rewriting of destination IP address is a standard SDN data plane function that is
available in basically all SDN Forwarders, the functions of incrementing or decre-
menting of SYN and ACK numbers are not standard functions. This means that most
hardware data plane elements would not be able to perform the operation.

This can be easily addressed in environments where we have the server under
control. We simply place a small SDN Forwarder in the operating system of the server
and link it to the controller. This small forwarder would be a data plane element only
capable of doing the operation of synchronizing the SYN/ACK numbers, an operation
that is very easy to implement in the all-software environment of a server.

The following figure depicts this scenario:

The second approach requires the modification of the TCP stack on the server.
The SEQ number the TCP stack choses would not be chosen randomly as it is usually
done, but it will be chosen according to a hash of the incoming SYN packet. This
means that when a SYN packet is sent to such server, the sender has the ability to
calculate and predict the initial SEQ number that the server will chose. In order to
maintain security, a shared secret (shared between the controller and the server) can
also be added to the SYN packet in order to make it harder for a third party to step into
the communication.

4 Implementation and Testing

To prove that the approach is fully functional, we have implemented a prototype and
tested it with real clients and servers in the environment of CDN networks.

We have created a new version of the Ofsoftswitch13 SDN Forwarder with the
additional TCP SEQ and ACK synchronization functions. We did this by adding a new
action based on to the SET_FIELD action defined by the OpenFlow 1.3 standard. We
called these actions SET_TCP_ACK and SET_TCP_SEQ in order to be able to modify
the ACK and SEQ numbers respectively.

For example if we install an action with SET_TCP_SEQ with argument 1000,
incoming TCP connection which matches the matching rule will have its Sequence
number incremented by 1000 on the outgoing interface. The same thing will happen for
the ACK number. Using correctly these actions we will be able to synchronize the TCP
sequence and acknowledge numbers for the two separate TCP connections.

In addition to the modified SDN Forwarder we also needed our own SDN Con-
troller that we could easily modify. In the end we chose the Ryu SDN controller. It is an
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open-source SDN controller that is freely available, well documented and easy to
modify. This controller also fully supports the OpenFlow 1.3 protocol which allowed
us to re-use most of the needed functionality. The controller was also modified to be
able to track the state of the session in order to get more visibility into what is
happening in the network.

These two components allowed us to fully test our method. The testing also shower
that in addition to proving that the method actually works, it also has the following
benefits:

• Faster session establishment and shorter interruption in comparison with
application-level redirect methods

• No need for extra DNS queries
• No need to implement application-level redirect mechanisms
• Fully transparent to the client

5 Conclusion

We designed, implemented and thoroughly tested a new method of TCP connection
handover in the environment of SDN networks.

We have created a prototype SDN Forwarder and a prototype SDN Controller that
we used to prove the functionality of the method.

Our tests using these prototypes proved that we can achieve faster handover times
as compared to traditional application-level redirect methods that require a complete
re-establishment of TCP sessions. Furthermore this was all done in a manner that is
fully transparent to the client and requires no modification of the server application.

In the end the method proves that SDN technology is a great platform for imple-
menting interesting new functions into the network environment.
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Abstract. Digital television enables IP data delivery using various pro-
tocols. Hybrid television HbbTV enhances digital television with appli-
cations delivery. HBB-Next is an architecture which enhances HbbTV
with additional features. However it does not specify IP data delivery
despite it has access to both broadcast and broadband channel. This
paper proposes architecture and protocols for IP data delivery in HBB-
Next. To achieve this goal we designed new node (Application Data
Handler - ADH) in HBB-Next architecture and new communication
protocols (Application Data Handler Control Protocol - ADHCP, and
Hybrid Encapsulation Protocol - HEP) for data transmission. We cre-
ated Stochastic Petri Net (SPN) model of designed protocols and imple-
mented them in ns2 network simulator to verify our solution. Results
of SPN model simulation and ns2 network simulation are discussed and
HEP protocol is compared to existing encapsulation protocols used in
DVB systems.

Keywords: IP data encapsulation · HBB-Next · DVB · SPN ·
ns2 · Application Data Handler (ADH) · Hybrid Encapsulation Pro-
tocol (HEP)

1 Introduction

Evolution from digital television to hybrid television started with Multimedia
Home Platform (MHP) [1]. It was later surpassed by hybrid television stan-
dard - Hybrid Broadcast Broadband Television (HbbTV) [2]. HbbTV applica-
tions are CE-HTML based and can take advantage of broadband return chan-
nel. HbbTV applications can be interactive and mostly serve for TV providers
as enhanced EPG (Electronic Program Guide) applications (archive, informa-
tions about movies and shows, trailers etc.). HbbTV applications can not only
serve as TV information portals, but can be also used in other areas such as in
e-learning [3].
c© IFIP International Federation for Information Processing 2015
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To enhance HbbTV application capabilities, HBB-Next platform was designed
[4]. It provides additional features as user recognition (by face or voice etc.), con-
tent recommendation and user management. As in HbbTV, HBB-Next terminals
are connected to broadband Internet which is used for application data or media
streams delivery. In HBB-Next, service provider has access to broadcast channel,
but it is used only for media streaming.

HBB-Next platform does not specify IP data delivery. Protocols for IP data
delivery in digital television could be used, but they were not designed to utilize
both broadcast and broadband channel. In this paper we propose enhancement
to HBB-Next architecture and we design protocols to deliver IP data from appli-
cations to terminals using both broadcast and broadband channel. We compare
it to similar solutions and describe its advantages.

This paper is organized as follows: the second section describes protocols
used for IP data delivery in DVB systems and current state of next generation
of hybrid television. The third section proposes Application Data Handler (ADH)
node and ADH-Control Protocol (ADHCP). In fourth section Hybrid Encapsu-
lation Protocol (HEP) and HEP Hash Table (HHT) protocols are described.
The fifth section describes Stochastic Petri Net (SPN) model of designed com-
munication, its properties and results of simulations. The sixth section describes
implementation of designed protocols in ns2 network simulator and results of
simulations. The seventh section concludes this paper.

2 IP Data Delivery in DVB and in HBB-Next

In this section we describe current state of IP data delivery in DVB systems and
current state of HBB-Next architecture.

2.1 IP Data Delivery in DVB

Multi-Protocol Encapsulation (MPE) protocol was designed for IP data delivery
in first generation DVB systems (DVB-S/C/T) [5]. It is the most used protocol
to receive IP data over broadcast channel in areas without connection or with
limited broadband connection. MPE can work in two modes. In padding mode,
MPE frame’s unused data are filled with invalid data. In packing mode, MPE
frame’s unused data are filled with next packet. Padding mode is available to
all devices with MPE support, however MPE packing mode is optional. Packing
mode is more effective but is not supported by all end-devices.

Unidirectional Lightweight Encapsulation (ULE) protocol was designed as
lightweight alternative to MPE protocol [6]. It has reduced header (header size:
MPE - 16 B, ULE - 4 B) and is using packing mode by default.

For second generation DVB systems (DVB-S2 etc.), new protocol for IP data
delivery can be used [7]. Generic Stream Encapsulation (GSE) protocol is the
most effective in DVB-S2 systems, but it is not compatible with first generation of
DVB systems. Despite GSE’s highest efficiency, MPE is still used in many cases.
During transition to DVB-S2, providers stayed with MPE protocol because it had
wider support in consumers’ end-devices and was still used by DVB-S systems.
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2.2 HBB-Next

HBB-Next is platform of next-generation hybrid television. It was designed to
provide additional features to hybrid television. HBB-Next architecture consists
of three main layers: application provider, service provider and terminal (Fig. 1).

Fig. 1. HBB-Next architecture (high-level view)

Application provider layer represents application, its data and frontend. Appli-
cations can be HbbTV compatible and can take advantage of features of Service
provider layer.

Service provider is HBB-Next core architecture provider. Service provider
layer consist of multiple nodes. It is designed to provide advanced features such as
user recognition (Multi-modal Interface)[8], content recommendation, enhanced
identity management (IdM) and security management (SecM), and audio and
video synchronisation and delivery (CloudOffloading and AV Sync nodes).

Terminal is end-point device which is able to receive transmission on broad-
cast channel and is also connected to broadband channel. Broadband channel’s
bandwidth is not specified but HBB-Next terminal is considered to have enough
bandwidth for face recognition data and multimedia streaming reception.

Applications in HBB-Next can send data to terminal by broadband channel.
Broadcast channel is solely used for audio and video data delivery. However, this
channel could be used for delivery of other application data as well. To provide
this feature HBB-Next architecture need to be enhanced.

HBB-Next does not specify IP data delivery in its core. Standard DVB encap-
sulation protocols (MPE, ULE, GSE) could be used for IP data delivery in HBB-
Next only by bypassing its core. HBB-Next platform could take advantage of its
core and its connection to broadcast and broadband channels to transfer IP data
from applications to terminals.
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3 Application Data Handler (ADH) and ADH-Control
Protocol (ADHCP)

HBB-Next architecture is not suitable for delivery of application data through
broadcast channel. Only node which is connected to both broadband and broad-
cast channel is AV Sync node. For applications to be able to deliver IP data we
created a new node - Application Data Handler (ADH) in service layer (Fig. 2).

Fig. 2. HBB-Next architecture with ADH node

ADH node is used to receive application data and send them through appro-
priate broadcast or broadband channel according to applications’ needs.

Data are sent from application to ADH node using ADHCP protocol (Fig. 3).
This protocol was designed to allow application data encapsulation (data
field,<1435 B), link type selection (link type field) and addressing (address type
and address fields). Hash field in ADHCP headers is used as checksum for encap-
sulated data. ADHCP communication is based on request and reply messages
and they use two different header formats. Application is requesting data trans-
fer from ADH ((1) in Fig. 3). ADHCP request header consist of link type, address
type, address (optional), data (encapsulated data) and hash value (of encapsu-
lated data). ADH node response in case of failure with response ADHCP message
((2) in Fig. 3). ADHCP response header consists of hash value of message which
was not delivered correctly and response code. Response code is:

– 00 - refused: in case of ADH refuse to transmit data over selected link,
– 11 - retransmission request: in case any of terminals failed to receive data and

they are no longer in ADH cache,
– 01 and 10 - reserved.

In Fig. 3 part A there is ADHCP messages exchange when there is insufficient
bandwidth on broadcast channel (ADH refuses to send data). Part B shows
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correct data transmission with ADHCP to ADH. In part C ADHCP messages
exchange in case of transmission failure on broadcast channel is shown.

HBB-Next’s Application layer is considered to be connected with Service
provider layer with sufficient bandwidth. ADHCP is encapsulated in TCP/IP to
achieve reliable transmission.

Fig. 3. ADHCP messages flow

4 Hybrid Encapsulation Protocol (HEP) and HEP Hash
Table (HHT) Protocol

To transmit data from ADH to terminal, new lightweight protocol was designed.
Hybrid Encapsulation Protocol (HEP) can be used either in DVB broadcast
channels encapsulated in MPEG-TS or in broadband channel over TCP/IP.
Broadcast channels are not reliable medium. To check correct reception of
received data, HASH values are sent from ADH to terminal using HEP Hash-
Table - HHT ((1) in Fig. 4). HHT consist of list of items. One item consist of
fields (size of field in brackets):

– hash value (256 b) - hash value of data received from application,
– link type (4 b) - expected link to receive HEP frame,
– reception time (32 b) - expected time of HEP frame reception, in Unix time

format, and
– sequence number (20 b) - position in terminals reception stack.

One or multiple items may be send in one HHT message. HHT is sent to selected
terminal by broadband channel using TCP/IP and it consists only from items
addressed to selected terminal.

After HHT communication, HEP message is sent to terminal ((2) in Fig. 4).
HEP message consists of encapsulated data sent from ADH (originally from
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application). For HEP messages received from broadcast channel terminal counts
Hash value and check if the message was received correctly. Counted value is
compared to one terminal received in HHT. If received correctly, counted Hash
value will match to one from terminals HHT list. In case of transmission error,
counted Hash value will not match any of items in HHT list. Terminal peri-
odically checks reception time and requests frames ((3) in Fig. 4) which were
not delivered within reception time in terminals HHT. Requesting HEP message
consist of number of requested frames with their hash values following. After
ADH receives HEP request, it can either resend data (if still cached) or request
application for retransmission with ADHCP response ((4) in Fig. 4).

HEP encapsulation was designed to be more efficient then previously used
protocols. ULE protocol was designed to reduce MPE’s header to achieve higher
efficiency [9,10]. GSE protocol is even more efficient, but it is used only in sec-
ond generation DVB channels [11]. HEP’s encapsulation over broadcast channel
is more efficient as MPE, ULE or GSE because it has no header. It is using
HHT protocol instead which is solely transmitted over broadband channel and
therefore saves broadcast channel bandwidth.

Fig. 4. HHT and HEP communication

5 Petri Net Model of Communication

Petri Nets consist of places, transitions, arcs and tokens. Places are connected
to transitions by arcs. Firing a transition (t1 - Fig. 5) can move token between
connected places (from p0) in a direction of an arc (to p1). Stochastic Petri Nets
enable transitions to be fired with given probability or rate.
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Fig. 5. Communication model using Petri Nets

To verify properties of designed protocols, we created model of their com-
munication using Stochastic Petri Nets (Fig. 5, Table 1). We verified its selected
properties using PIPE tool [12]. Place pK was used to simulate broadcast link
capacity. Transitions tY and tN were stochastic transition set to simulate broad-
cast channel error rate - tY was executed every 2 times, tN was executed every
8 times what represents 20 % error rate on a broadcast channel.

Table 1. Places and transitions in SPN

p0 ADHCP request sent

p1 ADHCP request received

p2 HHT received

p3 HEP received

p4 correct data

pF full channel

pK link capacity

pR incorrect data, retransmision

t1 send ADHCP request

t2 send HHT

t3 send HEP frame

tY data check - correct

tN data check - incorrect

tR request for retransmission

tF denial of transmissin

Results showed that PN is not safe and can be dead-locked - which means that
sent messages can be delivered and halt in terminal’s last state p4 - correct data
reception. This is considered as correct protocol behavior, because it represents
that data can be delivered to final destination (p4 - correct data reception). There
was no other dead-lock identified. We tested boundedness for places representing
link capacity (pK) and results showed that these places are bounded, therefore
communication can not overload link capacity. Boundedness for whole model
was also tested and results showed that the whole model is bounded.

Using Snoopy [13] we simulated SPN model sending 10 and 1000 messages
(Fig. 6). Simulation results show correct reception of all messages - purple line
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Fig. 6. SPN simulation - 10 messages, 1000 simulations

of p4 place leads to sent messages count, and correct retransmission request in
case of an error on broadcast channel - highlighted red line of pR place.

6 Simulation in ns2

In order to simulate our protocols, we implemented their version using ns2
network simulator. Application (APP) was sending its messages using ADH
node broadcasting to 100 terminals through DVB gateway (DVB GW). We
set terminals’ error reception rate on broadcast channel to various percentages
(0–99 %). Terminal Term (0) had 0 % error rate reception, terminal Term (1) had
1 % error rate reception, and so forth. Simulation scenarion was set to requeste
every erroneous message again over broadband channel through IP gateway -
IP GW (Fig. 7).

Fig. 7. Simulated topology
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Results (Fig. 8) show dependence of received frames on broadcast channel
error. Red line represent percentage of messages received through broadcast
channel and green line represents percentage of messages received through broad-
band channel. Independently on broadcast channel error rate, summary of both
line (channels) gives 100 % reception of messages on terminal. Results verified
correct transmission and retransmission behaviour of designed protocols in net-
work simulator.

Fig. 8. Results of ns2 simulation

7 Conclusion

In this paper we proposed architecture and protocols for IP data delivery in
DVB broadcast channels in next generation hybrid television - HBB-Next. We
identified missing specification for IP data delivery in HBB-Next, which could
take advantage of broadband channel.

We designed new node in HBB-Next architecture - Application Data Handler
(ADH). ADH receives all application data and transmits them to terminals using
either broadcast or broadband channels. In order to communicate with ADH
we designed ADH-Control Protocol (ADHCP). For data delivery to terminals
through different channels we designed Hybrid Encapsulation Protocol (HEP)
and HEP Hash-Table (HHT) protocols.

We created Stochastic Petri Net (SPN) model of communication with
designed protocols. We analysed properties of SPN model and simulated its
behaviour. Results showed desired properties and simulations verified correct
transmission and retransmission of messages. Later we implemented our proto-
cols in network simulator and simulated communication with multiple terminals
with different error rate on broadcast channel. Results showed correct data trans-
mission over broadcast channel and retransmission over broadband channel.

Our work enables IP data delivery in HBB-Next from applications to termi-
nals over HBB-Next service provider layer. Applications can not only serve as
multimedia provider and HbbTV content provider, but with our changes they
can also behave as IP data providers. Our HEP encapsulation has also reduced
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frames’ header overhead on DVB broadcast channels. Instead it is using broad-
band channel to deliver HHT (header-like data).

Future work includes further comparison of SPN simulations with network
simulations, testing of parallel transmission in various complex scenarios and
implementation and testing on real hardware.
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Abstract. Presented work focuses onto proposal, implementation and evalua-
tion of the new method for detection and type identification of SYN flood
(DoS) attacks. The method allows distinguishing type of detected SYN flood
attacks – random, subnet or fixed. Based on Counting Bloom filter, the attack
detection and identification algorithm is proposed, implemented and evaluated
in KaTaLyzer network traffic monitoring tool. Proof of correctness of the
approach for TCP SYN flood attack detection and type identification is provided
– both in practical and theoretical manners. In practice, new module for KaT-
aLyzer is implemented and TCP attacks are detected, identified and network
administrator is notified about them in real-time.

Keywords: DoS detection � DoS identification � Counting Bloom Filter �
TCP � SYN � Flood attack � Network security

1 Introduction

Internet allows people to connect with each other in different ways. However, every
new functionality, service, new way of communication, new invention designed for the
benefit of humanity may pose a potentially exploitable threat which network and
systems’ administrators need to be aware of.

Computer network security and privacy has a lot of attention, it is currently of very
high importance-various detection algorithms or protection mechanisms are imple-
mented on various network layers, network devices and in operating systems (a good
example is the widespread use of VPN networks [1] and aims to enhance security in
mobile networks [12]). Despite of all mentioned facts, the very important issue remains
in information about currently ongoing attack which administrators need to have as
soon as possible to take an action. Development of new effective solutions to detect and
provide such information is thus open case [3, 4].

Among the most common DoS attacks there are flooding attacks which exploit
holes in used network protocols [5]. In our work we focus on proposal of modification
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of SYN flood attack detection mechanism and its implementation into KaTaLyzer.
KaTaLyzer is a network traffic monitoring tool developed at STUBA [6].

Based on existing Counting Bloom Filter (CBF) mechanism, our main contribution
described in this paper is modification of method utilizing CBF for attack detection.
With the aim of lower memory requirements we use modified CBF structure (one
vector) for storing counters of half-open TCP connections [8]. Along the possibility to
detect SYN flood attack, our method allows to distinguish the type of the attack. More
information about DoS SYN flood attack can be found e.g. in [7, 9].

After detection of ongoing SYN flood attack, network administrator is notified.
TCP SYN flood attacks can be distinguished into:

• Random – spoofed source IP address for each packet is generated randomly
• Subnet – spoofed source IP address is for each packet generated from specific

subnet range
• Fixed– several chosen IP addresses are used.

Section 2 of this paper describes Bloom filter data structure for storing data and its
modifications. In Sect. 3 description of CBF modification is presented while in Sect. 4
new S-Orthros algorithm is given. Section 5 with evaluation of proposed method is
followed by discussion and paper conclusion.

2 Bloom Filter and Its Modification

In the early 70’s of the 20th century, H. Burton Bloom [10] introduced new hash-coding
methods, which have become the cradle of a new approach to storing data into a data
structure, later called the Bloom filter. His efficient structure provides a way to reduce
space required for storing data, at the cost of false-positive members. As described in
[11], Bloom Filter data structure is widely used in today’s internet, viruses, worms and
network intruders which cause service damages with enormous economic impact. In
our approach it will be modified and used for storing data about attacking IP addresses.

2.1 Bloom Filter Algorithm

Mathematics behind the Bloom Filter data structure is following:
consider a set of m elements, in our case a set of m IP addresses

IP ¼ ip1; ip2; ip3; . . .ipmf g

The set will be after application of Bloom filter described by vector V which is
n bits long, it is initially set to n zeros:

V = ðv1; v2; . . .vnÞ ¼ ð0; 0; . . .0Þ
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Consider k independent hash functions which are used by the Bloom filter to
generate k hash values from each element from the IP set

Ki ¼ hi ipj
� �

; 1� i� k; 1� j�m

The hash functions output values are integers Ki 2 1; . . .; nf g
and represent index in the vector V. If x-th hash function hx, 1 ≤ x ≤ k, applied to one
member of set IP, ipj 2 IP, 1 ≤ j ≤ m results in value Kx, i.e. Kx = hx(ipj), K-th bit of the
V vector is set to 1

V = ðv1; v2; . . .vk; . . .vnÞ ¼ ðv1; v2; . . .1; . . .vnÞ

For each element ipi 2 IP, 1 ≤ i ≤ k, K-th bit of V vector is set to 1, while
K = hi(ipj), for each 1 ≤ j ≤ m, 1 ≤ i ≤ k. This way k hash functions applied to m
members of IP set change k bits in vector V (true, if the K index is always different). If
two or more hash functions result in the same index K, the bit in vector V is not
changed more than once, it is set to 1 once.

To find out whether an IP address H was not a member of set IP, the hash functions
are applied to it and appropriate bits in vector V are checked. If even one of these bits is
set to 0, H was not a member of IP set. Due to overlapping possibility of setting bits by
hash functions to 1, Bloom filter does not provide reverse information, i.e. whether the
H was a member of IP set.

According to relations among the hash functions and overlapping of their results,
bits in V vector can be set to 1 multiple times. However, only the first setting of the bit
to 1 changes the value of the bit.

2.2 Counting Bloom Filter

Assume a situation in which the elements of IP set change periodically and thus they
are being inserted to and deleted from the data structure. Inserting elements is a simple
process which has been described above. However, during deletion of an element from
Bloom Filter data structure, we need to set the corresponding bits to zero. It is possible
that this operation will affect bits which were set to 1 by hash function also for different
element of the IP set. In this situation the Bloom filter no longer provides correct
representation of the elements of the IP set. This problem has been solved in [2] which
outlined new data structure called Counting Bloom Filter (CBF). In this structure, bits
in vector V are replaced by long integers which are used as counters and each hash
function has its own vector of these counters. If we want to save a track of element ipx
in the data structure, each counter corresponding value of independent hash functions
will be incremented. During deletion of an element appropriate counters are
decremented.
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2.3 Independent Hash Functions

Finding well designed set of hash functions is important for the correct storage and
distribution of elements in the CBF data structure.Performance of the hash functions is
also important. In a comparative study performed by Chen and Yeung in [13], there are
independent hash functions designed which have low probability of collisions. 32-bit
IP address is used as a key for the hash functions.

The hash functions are defined as follows:

hi IPð Þ ¼ IPþ IP mod pið Þ mod n; 1� i� k

where mod denotes the modulus operation, n is the row length of the hash table, and pi
is a prime number less than n.

Following table from work of Chen and Yeung shows comparison of the proposed
hash function with other known hash functions [13] (Table 1).

In our work our examination resulted in setting variables of the above mentioned
function as follows: n = 1024, k = 4

3 New Proposal of Modified CBF (MCBF)

The biggest disadvantages of CBF data structure compared to Bloom Filter are:

• more memory space is needed to store data: consider k independent hash functions
which require one row (vector) of counters per function. In this case k = r, where
r is number of needed rows of counters. Next, consider n as number of counters in a
row. The complexity of the space needed for stored elements in the data structure
CBF can be expressed as n*r.

• possible overflow of counters may pose a risk especially with increased savings of
elements.

Simplification of the CBF data structure is one of our contributions in this paper.
Compared to CBF, we propose to use only 1 vector of counters (as in BF) where inde-
pendent hash functions increment valueswhile saving an IP address fromwhich half-open
TCP connection is initiated (SYNpacket is received). The counters are decrementedwhen
a connection is fully opened from the IP address (ACK is received) (Fig. 1).

As in our attack detection approach the data structure is cleared periodically after
defined time interval (see following chapter), one vector of long integer counters is

Table 1. Tested hash functions [13]

Hash function Consumed time (s) Number of collisions

Our function 0.187 0
Robert’s 32-bit function 0.188 3838
Robert’s 96-bit function 0.250 0
Cruth’s function 0.031 977
Hybrid function 0.328 0
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sufficient for storing IP addresses of half-open connections by incrementing and
decrementing the counters. It is designed to fit the proposed solutions to detect SYN
flood attack and these will be described in later section describing S-Orthros detection
algorithm.

4 Detection Module S-Orthros

Our method for detecting SYN Flood attack uses MCBF data structure. Modification of
the CBF data structure resulted into simplification and clarification of the solution and
also the method itself. The intention is therefore the evaluation of the conditions and
thus attack detection and evaluation in a given constant time interval.

4.1 S-Orthros in Nutshell

Consider the case where the detection algorithm cooperates with a measuring tool
which is used to capture and analyse network traffic in real time. At the beginning,
continuous process of capturing network traffic statistical data is started and runs as
continuous process.

After a defined time interval (set by administrator, usually 1 min), process ana-
lysing captured network traffic data is started. In this process, also data important for
S-Orthros detection algorithm are saved - source and destination IP addresses of SYN
and ACK packets. These IP addresses are saved using chosen hash functions to the
MCBF structure. It consists of two tables containing n long integer counters
(2*1024*4B).

The first table is used to store source IP addresses, the second table stores desti-
nation IP addresses. During the analysis, the detection algorithm S-Orthros collects
information about initiated connections (i.e. SYN packets) and confirmations of the
connections (i.e. ACK packets). If the analysis detects a SYN packet, the MCBF data
structures are incremented counters in both tables are incremented according to results
of hash functions applied to IP addresses. In case of receipt of ACK confirming
previous SYN packet, counters in data structures in both tables are decremented. If

Fig. 1. Storing data in MBCF data structure using 4 hash functions and counters
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there is no flood attack, the TCP handshakes are correct (i.e. number of SYN and ACK
packets are the same) and data structures remain empty.

In case of a flood attack, values in MCBF structure are rising fast. Threshold of
acceptable half-open connections has been according to experiences (e.g. settings of
CISCO routers [19] or different operating systems) set to 50. Attack detection process
checks the number of half-open connections against the threshold and alerts
administrator.

The data stored in the MCBF can be analysed and distribution of values can show
type of SYN flood attack - fixed, random, subnet (see following chapter).

5 Evaluation

For theoretical evaluation of our type of attack-distinguishing approach, we imple-
mented the algorithm in spreadsheet table processor Microsoft Excel. Regarding the
practical method, we used generated SYN flood DoS attacks which were detected by
our new SYN flood attack-detection module implemented in KaTaLyzer. Detected
attacks have proven correctness and functionality of the implemented detection
algorithm.

5.1 Theoretical Evaluation

Using MCBF we are able to simulate different variations of SYN flood attacks. We
have simulated 3 types Random SYN flood, Subnet SYN flood, Fixed SYN flood.

To obtain input data for simulations in Excel, it is necessary to define (in case of
Fixed attack) and generate (in case of Random and Subnet attacks) IP addresses from
which the hash functions calculate their values. These values are stored in the MCBF
data structure.

For our simulations, an IP address is represented by numeric representation of 32
bit number. For instance, well-known address 192.168.0.1 has been calculated as
follows:

1 � 2560 þ 0 � 2561 þ 168 � 2562 þ 192 � 2563 ¼ 3232235521

For Random and Subnet SYN flood attacks we have generated 250 000 IP
addresses in Excel (they represent number of half-open connections). We chose fol-
lowing ranges for particular attacks:

• Random – RANDBETWEEN(1; 4294967295) – covers whole range of IPs
• Subnet – RANDBETWEEN(3232235776; 3232236031) - covers IP addresses from

192.168.1.0 to 192.168.1.255

Both of these attacks can be distinguished thanks to the typical arrangement of IP
addresses stored in the used data structure. This arrangement of IP addresses has been
verified on sample of 250.000 IP addresses with proposed hash functions, which are for
Excel defined as follows:
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MOD((D1 + MOD(D1;307));1024),
where D1 represent cell containing IP address, 307 is prime number and 1024 is length
of vector.

The results of simulations are shown below in Figs. 2 and 3. As we can observe,
numbers of half-open connections in MCBF during simulated Random attack have
equal distribution – small amounts of half-open connections are measured for each IP
address. On the other hand, Fixed attack is typical with high numbers of half-open
connections for specific IP addresses. For Subnet attack it is typical that chosen range
of IP addresses have relatively high amount of half-open connections.

5.2 Practical Evaluation

There are number of tools for generating DoS attacks. Project Neptune is used to
generate SYN Flood attack, it can continuously send TCP SYN packets at a rate 248
SYN packets per second [14]. For our purposes we tested hping3 tool [15] sending
TCP SYN packets on port 443 to target host and sending TCP SYN packets with the
ACK flag set to target host. We also used Letdown tool [16] and Ev1syn [17].

To verify the basic functionality of our proposed and into KaTaLyzer implemented
detection method, a TCP SYN Flood attack has been executed using Ev1syn. As
expected, S-Orthros module was able to correctly detect even weak SYN Flood attack
(121 half-open connections).

Fig. 2. Theoretical results - Random and Fixed TCP SYN Flood attacks

Fig. 3. Theoretical results - Subnet TCP SYN Flood attack
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Fixed Attack Identification. Fixed TCP SYN flood attack was generated from 4 IP
addresses. They can be identified in the graph shown in Fig. 4 as 4 tipping points.
S-Orthros module stored information about each IP address in the data structure of
MCBF 4 times with 4 independent hash functions.

As expected, attack generated on real network had similar characteristics as the
theoretical run of the attack – compare Figs. 2 and 4. Minor measured variations are
caused by a variety of regular communications which were captured together with the
attack on the server – monitored network is connected to regular network.

Random Attack Identification. In the next step we evaluated detection of
Random SYN Flood attack. The test also evaluated stability of the implemented
module, as well as the stability of the measurement tool KaTaLyzer during high load.
All tools used for attack generation randomly generated the source IP address for each
packet, the destination IP address was the address of measuring server.

For more detailed comparison of theoretical and practical approaches we closely
investigated theoretical and measured attacks (see Fig. 5). It is necessary to take into
account that the algorithm used to generate random IP addresses in Excel and the
algorithm used to generate random spoofed IP addresses implemented in the attack
generator give us different but similar input data. Nonetheless, a way of storing data in
the MCBF data structure should be retained and therefore the results from both graphs
in Fig. 5 show uniformly stored data.

Fig. 4. Practical results – Fixed TCP SYN flood attack

Fig. 5. Detailed Random TCP SYN flood attack - theoretical and practical results
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6 Discussion

Security and protection against DoS attacks can be addressed at different levels. It is
even possible to avoid such threats in operating system by simple firewall settings [18].

Nevertheless, we can still find unsecured systems and security holes through which
the attack can be successfully performed. Network traffic measuring tool KaTaLyzer,
which runs 24/7, allows not only to analyze and to save the network traffic statistical
data. Thanks to the new implemented attack detection module it provides an additional
level of network protection. Obtained results show us, that network administrator
obtains almost immediate notification about ongoing SYN flood attack, thanks to
which he can take the necessary steps to mitigate or eliminate the ongoing attack. The
type of attack can be also distinguished.

Correctness, completeness and functionality of the proposed detection algorithms
are confirmed by the results obtained by practical methods and theoretical methods
described in this paper. Comparison of theoretical and practical results show similar
statistical characteristics of generated attacks. We generated TCP SYN flood attack for
several hours so that we not only verify the stability of the implemented module, but
also the entire measuring tool KaTaLyzer in which the module was added.

7 Conclusion

We proposed fast and memory-effective method for SYN Flood DoS attack detection
and type identification. It is based on modification of Counting Bloom Filter, multiple
vectors of counters are replaced by one vector. Appropriate counter in the vector is
incremented by new half-open TCP connection and decremented by successful TCP
connection establishment. Large number of half-open TCP connections evokes SYN
flood attack in progress. Without an attack, the counters remain empty.

Through modified Counting Bloom Filter, we are able to distinguish three main
TCP SYN flood attacks (random, fixed, subnet) which may significantly help the
network administrator to mitigate or avert the ongoing attack.

The new method has been implemented into new S-Orthros module for network
monitoring tool KaTaLyzer. After detection and identification of SYN Flood DoS
attack, the module informs network administrator.

Detection method has been verified by theoretical and practical methods for ran-
dom, subnet and fixed SYN flood DoS attack.
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Abstract. UnifyCore is a concept of SDN centric, OpenFlow based and access
agnostic network architecture, which changes the way networks are being built
today. It is designed in a way, so present access technologies can be easily
integrated in it. It provides set of architectural components and rules, which help
to easily decouple components of the access technology and put their func-
tionalities into UnifyCore building blocks. This simplifies the overall network
architecture and allows the use of common transport core for all access tech-
nologies. First proof of concept built on UnifyCore is the GPRS network, which
is a challenge for SDN, since it does not have split user and control plane
transport. In this paper we introduce and explain features that allow fully SDN
UnifyCore to be integrated with existing legacy network infrastructure
(switches/routers).

Keywords: 3GPP networks � GPRS � SDN � Software defined networking �
NFV � Network functions virtualization � OpenFlow � Signaling and user data
separation �Wireless networks � Cellular networks � PCU-ng � PCUng � ePCU �
vGSN � ReST � MAC tunneling � Ethernet tunneling � ICMP topology
discovery � ARP APN search

1 Introduction

One of the drivers behind software defined networking (SDN) trend was the inflex-
ibility of existing networking approaches and industry that limited the space for
innovation. On the other hand, researchers also struggled with black box networking
approaches and architectures, which limited the experimental capabilities of exist-
ing network equipment. Since then, SDN spread through wired networks and it is
making its way, together with network functions virtualization (NFV), to the network
operator world, where most of the industry struggles with network equipment, which is
often hard to integrate with existing infrastructure that does not provide open interfaces,
so complicated work arounds need to be done.

In UnifyCore architecture we are trying to address the heterogeneity and inflex-
ibility of the network infrastructure, which causes complicated network management,
control, new service deployment and orchestration. This is the case mainly with large
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network operators, who provide services over multiple technologies such as multiple
wireless technologies (GPRS/UMTS/LTE), xDSL and optical at the same time. Cus-
tomers naturally expect same look and feel of the service regardless of the technology
being used. With standard networking approaches, this hard and often expensive to
reach.

Our UnifyCore approach offers joint control by using open APIs on the central
SDN controller and access network control elements (access managers). By using this
approach, network operators can easily orchestrate and have better control of the
network.

The paper is structured as follows. First two sections give an overview of the
foundation of mobile networks and SDN. Next, state of the art in the area of mobile
software defined networks is briefly introduced. Rest of the paper focuses on
the UnifyCore architecture and its features. Last section concludes the paper.

2 Mobile Networks Basics

As general packet radio service (GPRS) was the first network technology we integrated
into UnifyCore, we will first introduce some essential concepts of this network. In this
paper we focus only on the packet switched part of the network, therefore we won’t
explain procedures and nodes of the circuit switched part of the network.

GPRS network consists of the radio access network (RAN) and the core network
(CN). In RAN, base transceiver station (BTS) and base station controller (BSC) are
located. BTS is a device which handles the radio interface. It is responsible for
modulation/demodulation, error checking and correction and communicates with BSC
on one side and mobile station (MS) on the other side. In BSC, all logic of the radio
access network is located. Multiple BTSs are controller by a single BSC. BSC connects
the RAN to the core network, more precisely to the serving GPRS support node
(SGSN). This node is responsible for mobility management, session management,
authentication and ciphering in the GPRS network. Further to the core network, SGSN
connects to the gateway GPRS support node (GGSN). As the name implies, this node
is a gateway from the mobile network to the external networks such as Internet or
corporate intranet/VPN.

A basic call flow in mobile network includes two main procedures. Fist attach
procedure is executed. During this procedure the mobile station is authenticated and
gets connected to the network. At this point, mobile station does not have any IP
connectivity. Circuit switched calls and SMSs are available (attach both to circuit
switched and packet switched part of the network is assumed). In order to communicate
for example with the Internet, second procedure called PDP context activation has to be
executed. In this procedure, the mobile station specifies the service, which is requested
by filling up the access point name information element (APN). If the procedure
succeeds, the network assigns an IP address to the mobile station and transfer of the
data across the network is possible.

Further details about GPRS and other mobile networks such as universal mobile
telecommunications system (UMTS) and long term evolution (LTE) technologies can
be found in respective 3GPP standards or books [1–3].
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3 Software Defined Networking

As mentioned before, the key driver behind SDN was situation in network industry,
that mainly used black boxes from different vendors, which provided only CLI or
SNMP for management and integration, and there was no standard APIs providing full
control over the network appliance. This situation made integration of network infra-
structure of different vendors very difficult and expensive. Such integration compli-
cated network automation and integration processes. It also led to a vendor lock-ins in
some cases. From the research point of view, black boxes provide little to no space for
experiments, so SDN was introduce to challenge these limitations.

SDN brings separation of user and control plane of the network appliance. By
doing this, each plane can evolve separately and can be optimized for its needs.
Moreover as these two functions formerly residing in the same box are split by SDN,
need for a communication protocol or API between these two planes was evident. Most
successful SDN approach is probably the OpenFlow protocol.

3.1 OpenFlow

OpenFlow, as the name induces, builds on the idea of network flows. A flow in the
network is specified by n-tuple of protocol header fields. Different set of protocol
headers and header fields are supported in each version of the protocol. OpenFlow
network is composed of OpenFlow controller which communicates with OpenFlow
switches or forwarders in other words.

Forwarder is composed by set of flow tables, where flow entries can be written and
by which packets are processed. In each flow entry, selected protocol header fields –
match fields are specified, and set of actions to be performed after match are associated
with it. Flow entries are installed by the SDN controller at any time. When a packet is
received by the OpenFlow forwarder, its header fields are compared against flow
entries and in case of match actions and instruction are executed. This way, any new
networking approach is dependent only at the logic in the controller, since the
OpenFlow protocol and OpenFlow switch capabilities are standardized and at atomic
level (network flow) [4].

There are many more SDN related approaches, both academic – I2RS [5], ForCES
[6], PCEP [7] and vendor specific – OnePK [8], but these have little relevance to our
work, moreover OpenFlow is the leader on the market and the academia.

4 Related Work

Most of the present work focusing on mobile SDN is addressing different kinds of
mobile gateway nodes decomposition or network functions placement [9, 10]. Then
there are approaches, which address network architectures in general and bring new use
cases and functionalities, which are enabled by OpenFlow [11]. Some of telco vendors
address mobile SDN with their specific approaches such OpenFlow’s mobile coun-
terpart MobileFlow [12] or extend standard OpenFlow protocol with mobile specific
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features [13]. Third part of the SDN mobile related research is the SDN
based/controlled RAN [14, 15].

The vast majority of the papers focus on the same technology – LTE. How-
ever GPRS, on which the UnifyCore demo is based, is the dominant technology for the
M2M services, thanks to its maturity and simple radio interface that enables low
terminal price that is crucial for massive M2M deployment. Finally, GPRS is expected
to continue to provide such services and an umbrella fallback network for next one or
two decades.

5 UnifyCore – Novel Core Network Architecture

UnifyCore architecture was developed with backwards compatibility and SDN focus in
mind. It is aimed to provide mobile services and features of packet core
(GPRS/UMTS/LTE), but can be also used as a transport core platform for aggregation
of traffic from different access technologies and provide umbrella control and auto-
mation platform.

In UnifyCore architecture, the access technology specific protocols are terminated
as close to the border between access network and core network as possible. The idea
behind this is to use a common transport core, which is not complicated by various
access technologies. Different access technologies such as GPRS, UMTS and LTE or
WiFi are controlled by dedicated control elements called access managers. These nodes
understand the signaling protocols used by the access network and terminals and
provide necessary operations such as mobility/session management and signaling. As
we mentioned before, common transport core is independent of access technologies
connected to it, thus is controlled by a logically separate element – SDN controller.
Core control SDN controller and access managers communicate via ReSTful API.

Traffic in the different access networks is usually encapsulated to various access
specific protocols, moreover some technologies combine control and user data in a
single stream of messages (for example GPRS, as shown later in the evaluation part).
For separation of user and control plane data, UnifyCore uses OpenFlow enabled
border forwarders called adaptors. Some of the access network protocols are not
compatible with present OpenFlow match rules, so we use OpenFlow extensions to
support such protocols. These extensions have to be supported on both access man-
agers and border forwarders (adaptors), however they do not have to be supported in
core, as it is access agnostic and based just on Ethernet tunneling [16]. This further
emphasized the aim for simple common core.

From the mobile networks architecture, UnifyCore borrows the APN concept. As
mentioned in the second section, in 3GPP mobile network, the APN is associated with
GGSN (P-GW in LTE) interface and signifies a service offered at that point. We use the
concept of APN, but as we do not have a GGSN or P-GW in our architecture, our
APNs may be located at any border forwarder Fig. 1.

Further details on the philosophy and architecture can be found in previous paper
on the topic [16]. In this paper, we focus on the backwards compatibility enablers of the
UnifyCore – mainly ICMP topology discovery and ARP APN search.
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5.1 ICMP Topology Discovery

In order to setup a MAC (Ethernet) tunnel, few procedures have to be executed. These
procedures include ICMP topology discovery (executed when a new OpenFlow for-
warder joins UnifyCore topology) and ARP discovery for localization of traffic egress
and ingress points (APNs). For the topology discovery UnifyCore uses its own
topology discovery method based on the ICMP protocol.

Process works in two phases. First phase includes bootstrap of OpenFlow enabled
forwarders. When a forwarder joins UnifyCore controller, it is asked to clear its whole
configuration. Next a new OpenFlow rule is installed to first flow table (Table 0 in our
case). This rule forwards all ICMP echo requests with given destination IP to the
controller. Together with this topology discovery flow rule, a rule for ARP discovery is
installed as well (explained in separate section of the paper). If this new node is an
adaptor type, extra rules are installed. These rules ensure adaptation of access network
user traffic for core network and routing of control plane messages to the access
network manager.

Second phase is the topology discovery itself and starts when controller constructs
ICMP echo request with encoded source forwarder ID (datapath ID) and source port ID
in the payload of ICMP message and injects them to all ports of newly joined for-
warder. As these packets reach the adjacent forwarders (these forwarders joined net-
work before), they are matched with the ICMP discovery rule and are forwarded back
to the controller. Controller examines the message that has been just forwarded to it and
extracts the source forwarder ID and source port from the OpenFlow header and
originator forwarder ID and port from the ICMP payload. From this information,
controller is able to construct a view of topology.

ICMP topology discovery method, same as MAC tunneling, is compatible with
standard featureless L2 switches. If a L2 switch (or group of switches) connects two
forwarders, incoming ICMP echo will be flooded to all ports of the switch and finally
will reach some adjacent OpenFlow forwarder, which will send the ICMP echo to the
controller. Controller will examine the content of the OpenFlow header and payload
and update the topology accordingly. In this case, the L2 switch connecting two

Fig. 1. High level UnifyCore architecture
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OpenFlow forwarders is considered to be a direct link between the sending and
receiving forwarder. However this L2 switch does not break the UnifyCore concept and
capabilities in any way. If there are more interconnected switches between two for-
warders, the ICMP echo may be received by the controller multiple times and multiple
connections may be discovered (Fig. 2).

5.2 ARP Search – Ingress and Egress Point (APN) Discovery

As mentioned before, the APN represents the ingress and egress point of the UnifyCore
domain.

At the very start, UnifyCore controller looks at its configuration file and finds all the
APNs (ingress and egress points) it is serving. Each APN name from the configuration
file gets resolved by the DNS lookups to an IP address. Next, when a forwarder joins
the network, together with ICMP topology discovery ARP search process is executed at
this forwarder.

The process has several phases. It starts with the deletion of the whole flow table
configuration (as mentioned earlier). This first step is common for ARP search and
ICMP topology discovery. Next, rules for ARP search are installed on this new for-
warder (together with ICMP discovery rules as mentioned before). First flow rule
installed is the redirection of all ARP replies to the controller. At this rule we match
Ethernet type 806 and ARP operation 2. Action for this flow rule is to forward ARP
replies to controller, where it could be further processed. It has to be noted, that from
the definition, OpenFlow forwarders do not feature ARP logic, therefore ARP message
processing has to be done in the controller (or non-standard OpenFlow extensions have
to be used).

Next, the controller sends an ARP request from each port of the forwarder. For each
APN in the database (from the configuration file) controller sends one ARP request per
forwarder port (target IP address of the APN). Following this approach, we expect, that
at the APN location (adjacent network domain) there is a non-SDN capable edge router,
thus we use a standard “legacy” ARP procedure. If a SDN capable domain was behind
the UnifyCore domain, we could have used some SDN inter-domain signaling. This
approach further improves UnifyCore compatibility with existing legacy networks.

Fig. 2. ICMP topology discovery (a) and ARP search (b).
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It has to be noted, that since ARP is a LAN protocol, the source IP address has to be
from the same subnet, as is the APN. Moreover different APNs can have and normally
they have different IP addresses from different subnets, therefore controller choses
addresses from these domains.

When these ARP request are sent out through all ports of newly added forwarder,
they are captured and processed by the adjacent forwarders or an edge router serving
the APN. In case of adjacent OpenFlow forwarder nothing happens and no ARP reply
is generated (because OpenFlow forwarders do not process ARP the way standard
routers do). In case of edge router with given IP address (serving the APN controller
was looking for), the router generates ARP response, which will be received by the
given forwarder and sent to the controller (ARP reply rule matched). Controller pro-
cesses the message and extracts the forwarder ID and port ID from OpenFlow header.
This way, the controller discovers APNs, their location in the network topology and
can construct tunnels for user traffic transport (Fig. 2).

When a new ingress or egress point (APN) location is found, controller starts tunnel
setup between all already discovered APNs and this newly discovered one. First a
shortest path algorithm is executed, which returns a set of forwarders and ports which
should be used along the way from one APN to another. If an ingress point is an
adaptor, first flow table is left for the traffic adaptation rules, which are set on a user
basis. Rules in this table will strip off the access specific headers and forward packets to
second table, which is the MAC tunnel table. Here the destination MAC address of the
Ethernet frame is set and the frame itself is forwarded to tunnel by assigned interface.
Next forwarders along the way perform very similar task. They match the destination
MAC address and forward the frame to respective port (given by the OpenFlow rule).
The very last forwarder in the way may change the destination MAC address to match
the MAC address of the egress point (APN). This is the case only when more MAC
tunnels are established to the same egress point (APN), for example for different QoS
classes or tunnels from different source. In case of single tunnel towards this given
APN, destination MAC address corresponds to the MAC address of the router in the
adjacent domain.

In the opposite direction (downlink), border router serving given APN in the
adjacent domain could search for MAC address of an IP address present in the access
network. As mentioned before, forwarders do not have the capability to respond to
ARP request, so this is forwarded to the controller by an OpenFlow rule. Controller
responds with the MAC address of the tunnel belonging to given end device in the
access network. After receiving the requested MAC address, the edge router sends
packet to the edge forwarder. This forwarder examines the destination MAC address
and forwards it to a given port, specified by the OpenFlow rule. Next forwarders in the
way to the access network forward the Ethernet frame in a similar manner. The access
edge forwarder (adaptor) finally appends the access specific protocol headers, and in
case there are more tunnels towards this endpoint, sets the destination MAC address to
the MAC address of the first network node in the access network.

It has to be noted, that uplink and downlink tunnels have different tunnel IDs (MAC
addresses), and so traffic can be routed in an asymmetrical manner.

Presence of tunnels even before any need for data transfer further enhances the
session setup time. In comparison with for example GPRS or UMTS, where the tunnels
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are created in a dynamic manner based on mobile station requests. Tunnel setup by
exchange of signaling messages between SGSN and GGSN takes naturally more time,
than proactive tunnel setup at UnifyCore start.

6 Evaluation

For our initial UnifyCore proof of concept, we chose a rather specific use case – GPRS
over UnifyCore. As mentioned before, most of the mobile oriented SDN research
papers deal with LTE or UMTS. However, both technologies share the split user plane
and control plane approach, thus introduction of SDN to such system is rather trivial.

Our work focuses on GPRS, which is basically the oldest packet based 3GPP
network. Despite its age, it is still being heavily used around the globe. Moreover
development on this technology continues and for example release 13 GPRS/EDGE
terminals and networks bring further enhancements for the M2M use cases [17]. This
indicates that even now, GPRS is highly relevant network technology and integration
of GPRS and SDN is an interesting topic.

We implemented the UnifyCore GPRS architecture in the following way. We
removed SGSN and GGSN from the architecture and split their logic between SDN
controller and GPRS access manager called vGSN (virtual GPRS Support Node).
Session management (tunnel management) functions are centralized in the SDN con-
troller and GPRS signaling (mobility management, signaling and authentication) is
performed on the vGSN. This function split is following the UnifyCore concept
introduced in one of previous paper [16]. In user plane we use a GPRS adaptor (GPRS
enabled OpenFlow forwarder), which first splits GPRS message stream into user plane
data and signaling messages. Next the signaling is sent to vGSN and user plane data is
adapted to pure Ethernet (MAC tunneling). In the downlink direction, the GPRS
adaptor encapsulates the pure Ethernet data into GPRS protocols and sends it to GPRS
radio access network (Fig. 3). We named the GPRS adaptor ePCU or PCU-ng. This
stands for enhanced PCU or PCU for next generation networks.

For the evaluation, we implemented the whole solution over the open-source
software. As a controller base, Ryu controller framework was used. In the controller,
OpenFlow extensions were added, in order to enable controller to command the ePCU
(GPRS protocol stack extensions). As a forwarder, ofsoftswitch13 was chosen. GPRS
protocol stack extensions were implemented here as well. The GPRS access manager
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Fig. 3. GPRS protocol stacks (user plane) in standard 3GPP architecture [1] (a) and in
UnifyCore based architecture (b).
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module is based on open-source code from a hacker community, which is focusing on
security holes in mobile networks – osmocom. Snippets of source code of two projects
– osmo-sgsn and openGGSN were combined in order to build our vGSN. In the GPRS
access network sysmoBTS hardware was used. This base station is compatible with
osmo-sgsn and compliant to standard 3GPP Gb interface signaling.

The setup was verified using off-the-shelf mobile phones of different types – from
smart phones to feature phones. During tests, terminals were not aware of any changes
in the core network, which was basically one of our most important goals and GPRS
data transfer was functional in both directions.

7 Conclusion

The transformation from classical network architectures to SDN based is inevitable.
However, very similar to IPv4 to IPv6 transition, for a certain time, classical networks
and SDN networks will coexist. First in the form of SDN islands inside classical
network sea, next the situation will be just the opposite. Finally, SDN will become the
dominant networking technology.

For this transition period, UnifyCore features set of approaches such as ICMP
discovery and ARP search, which enable it to integrate with standard router/switch
based transport architecture. These methods not only allow UnifyCore to communicate
with existing adjacent infrastructure, but also allow operators to protect past invest-
ments in the existing hardware with which is UnifyCore fully compatible.

Both ARP APN discovery and ICMP topology discovery mechanisms might seem
redundant, but it has to be noted, that pure OpenFlow forwarders do not support
standard features of switches or routers such as ARP message processing or Ethernet
broadcast forwarding/flooding. Processing of such messages has to be set by the
controller by OpenFlow match rules, actions and instructions.

From the 3GPP mobile network point of view, the UnifyCore easily integrates with
standard 3GPP networks – end to end by Gb and Gi interfaces. Our prototype proves
that even complicated Gb interface (without user data and signaling separation) is easy
to integrate into UnifyCore with a flexible SDN approach.

At the time being we are starting with performance evaluation of the key features of
the GPRS prototype. As mentioned before, functional validation was already done with
real mobile phones, however such setup was unable to generate traffic load.

Performance of MAC tunneling implemented over user space forwarder application
(ofsoftswitch13) is being evaluated using common iPerf2 and iPerf3 tools. For the
GPRS related parts (signaling and user data separation, GPRS encapsulation/
decapsulation) we are not aware of any free open-source performance measurement
tools. Therefore, commercial tools such as Spirent LandSlide [18] or Ixia EPC test [19]
need to be used, or new tool for such evaluation has to be implemented from scratch.
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Abstract. In addition to algorithm- or concept-oriented training of problem
solving by computer programming, introductory computer science classes may
contain programming projects on themes that are relevant for young people. The
motivation for theme-driven programmers is not to practice coding but to create
a digital artefact related to a domain they are interested in and they want to learn
about. Necessary programming concepts are learned on the way (“diving into
programming”). This contribution presents examples of theme-driven projects,
which are related to text mining and web cam image processing. The devel-
opment and learning process is supported by metaphorical explanations of
programming concepts and algorithmic ideas, experiments with simple pro-
gramming statements, stories and code fragments.

Keywords: Computer science education � Programming � Metaphor � Text
mining � Image processing � Internet computing � Python

1 Diving into Programming

Computer science (CS) education at schools is supposed to “introduce the fundamental
concepts of computer science” (CSTA, [1]) and foster computational thinking [2],
which includes abstraction, modeling, problem solving and creating algorithms using
formal language. In contrast to information technology (IT) education, computer sci-
ence education is not just about using digital tools but about designing software [1].
Programming (the skill of writing a program to a given task) is considered as a new
literacy [3] and an important part of general education, since it is creative, constructive
and precise [4].

Programming is a problem solving activity and implies a transfer of knowledge to
new scenarios. Among other cognitive operations [5], transfer in problem solving
requires recognition (of an analogue problem or a well known general pattern),
abstraction (finding general structures by focusing the important aspects), mapping
(relating familiar concepts to a new scenario), flexibility (in applying a general pattern
on a special scenario) and embedment (combining elements to a whole program).
Developing programming skills means practicing knowledge transfer by writing pro-
grams and solving similar tasks again and again. Consider this programming task:

“Last rainy day. Develop a program for which the input is 365 integers indicating
the amount of rain in each day of the year; and the output is the (index of the) last rainy
day.” [6].
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I. Khalil et al. (Eds.): ICT-EurAsia 2015 and CONFENIS 2015, LNCS 9357, pp. 53–63, 2015.
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The solution is a special variant of a general pattern, a “max computation”, in
which all elements of a sequence have to be compared to a given value and a variable
eventually must be updated depending on the result of this comparison. Out of 95
Israeli 11-graders, 69 (73 %) were able to solve this task without any help after one
year of Java programming. [6] assume, that the others (23 %) had difficulties in
flexibility and failed to customize a general pattern to the specifics of a new situation.
I mention this example just to illustrate that writing a program from scratch without
external help is not easy and requires a lot of training and experience. It is a compe-
tence that is developed gradually in many exercises. Typical tasks for practicing
contain short and precise descriptions of pre- and post-conditions, which make it
possible to check the correctness of the solution. For each concept (algorithmic pat-
terns, language constructs) there are many variants of tasks embedded in scenarios from
different domains. Diversity is important (to practise transfer-related operations) but the
domains can be chosen rather arbitrarily. For practising search algorithms it does not
matter, what to search – the last rainy day in a sequence of weather documents or the
last phone call from Anna in a collection of telephone call metadata.

Computer science topics listed in curricula represent the teachers’ perspective: “To
be well-educated citizens in a computing-intensive world and to be prepared for careers
in the 21st century, our students must have a clear understanding of the principles and
practices of computer science.” (CSTA) But these “principles and practices” – as such
– are not necessarily interesting for high school students. For example in Germany the
requirements for final high school exams include topics like object oriented pro-
gramming (classes, inheritance, polymorphism, UML) and finite state automata.
Probably most 15 or 16 years old students, who have to decide whether or not they take
CS classes, do not even understand what these terms mean.

According to the international ROSE study, most young people in Europe and other
well developed countries have a positive attitude towards science and technology but
they have a problem with school science. “Topics that are close to what is often found
in science curricula and textbooks have low scores on the rating of interest” [7].
Science and technology topics are not interesting as such, but they can get fascinating
for young people, when they are embedded in a real life context. There are massive
differences between genders: Girls like to learn about body and health, boys are
interested in violent and spectacular contexts (e.g. chemical explosives). Both genders
are especially interested in unusual and mysterious things (most popular topic: The
possibility of life outside earth).

The motive for learning programming is not necessarily intrinsic. Someone might
be not interested in “the principles and practices of computer science” at all, but gets
involved because she or he wants to create something exciting.

Protagonists of constructionism [8, 9] claim that developing digital artefacts is a
very intense experience leading to deeper knowledge than just reading text books.
Programming is a way to elaborate knowledge. Construct something interesting and
learn on the way. This constructionist approach of “theme-driven programming” has
some major implications:

• Diving into programming. When the learner starts a project she or he possibly has
only little knowledge about programming and must learn a lot in a short time.
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• Once-in-your-life-experience instead of repetition. Creating a digital artefact is a
rich experience leading to a unique product. Richness implies that many things
happen and many circumstances came together to make the project possible:
Motivations that were satisfied through the project, an assignment, collaboration
with other persons. In contrast to this unique experience, practicing programming
implies repetition of similar activities.

• Priority of the artefact. The primary (subjective) goal of the learner is not to practise
programming but to create an artefact. Anna has seen something cool and wants to
make a similar thing. Opposed to the practicing approach the product has a higher
value than the process of implementation.

• Limitation to basic designs. Programs developed in the classroom differ from
professional programs. They are implemented as simple as possible.

• Using scaffolds. In contrast to the practicing approach the primary goal of a project
is not to gain fluency (it will happen anyway). The project is the reason for going
deeper into programming. Exploring new programming techniques requires “just in
time” explanations that open the mind.

• Tinkering. Learning by doing requires the possibility to experiment. The learner
modifies the code, runs the program and sees the effect.

Some programming languages/environments support “diving into programming”.
Python has a very “low threshold” which is easy to overcome by beginners. The line

print("Hello!")

is a valid Python program. In the interactive mode (Python shell) the user can
experiment by writing individual statements which are interpreted and executed after
having hit the ENTER-key. The result is displayed in the next line:

>>> len("Hello!")
6 

Scratch is a visual programming environment which allows users to “build” scripts
by moving block with the mouse on screen (https://scratch.mit.edu/). In this way syntax
errors never happen. Children can rather easily create videos, games or animations.

2 How to Support Diving into Programming

A challenge for teachers and text book authors is to create program examples that are
relevant (attractive) and easy to implement. A “dive-into” structure for text book units
and classroom activities is this:

1. Present a relevant context. The context is an informatics-related theme or field that
students consider to be interesting and important. The social aspects of technology
are pointed out; its impact on everyday life and the environment are made aware.
Since the interests of young people are diverse, the context should inspire to a
variety of concrete projects. For
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2. Explain relevant programming concepts and visualize those using metaphors.
According to Lakoff [10] metaphors can serve as vehicles for comprehending new
concepts. A structural metaphor is a mapping from one domain of knowledge
(source) to another domain (target). A variable (target) is a container for data
(source). Calling a function (target) is to delegate a job to a specialist (source).
Metaphors help understanding new concepts from a target domain, if the source
domain is familiar. Another facet of intuitive models is simplicity. Good metaphors
represent intuitive models, Gestalt-like mental concepts, which people are very
confident about. People use them when they try to understand, develop or explain
programs. Programmers may use different metaphors for the same programming
concept. For example, a function can be visualized by the metaphor of a factory,
which takes data as input, processes them und outputs new data. A different met-
aphor is a tool changing the properties of an object, which keeps its identity during
the process.

3. Give examples for individual statements (not context-related) for hands-on exper-
imenting and elaborating. Novices need to experiment with new commands or
functions. Often, just reading the language reference is not enough if you want to be
really confident about the meaning.

4. Give a very simple prototype project (“starter project”) that can be copied and
tested. This can be the starting point for the development of an extended, more
sophisticated program. A starter project is supposed to inspire students to do their
own project in this field. Scratch users find starter projects for several topics on the
Scratch website, a platform where Scratch users can publish their projects. Scratch
cultivates “remixing”, that is copying, changing and extending projects. For each
project the remixes (successors) and preceding projects are documented. In this way
ideas are reused but not stolen, since each contributor is mentioned in the history of
a piece of software. A problem of remixing is that “blind copying” does not help
understanding. Someone might take a program, change a small part and make it
look different still not understanding the other parts.

A starter project can initiate a development process in the style of agile program-
ming (Extreme Programming [11]). Students start with a very short program that
implements a basic story. They test it and debug it until it works and until it is fully
understood. This is the first iteration. Then they add a few lines of code to implement
the next story. They develop the project in a couple of very quick iterations and learn
on the way step by step. In that way – ideally – both programming competence and the
program (the digital artefact) grow in parallel.

It is essential to step on not before the present iteration works fine and is fully
understood. Debugging and testing is an essential part of the process. Beginners will
fail to find errors if the program is too complex and contains concepts they do not
understand. So the starter project must be really simple and is probably not attractive in
itself. Its beauty lies in the fact that it is the first step on the way to something
interesting.

56 M. Weigend



3 Text Mining

Generally speaking, text mining means making profit out of text documents that are
publicly available. The text is considered as a resource that can be exploited in order to
produces additional value. Text mining can be considered as a threat, when someone
searches for telephone numbers, names or e-mail addresses and misuses this infor-
mation. But there are many useful applications like searching for rhymes or traffic
information.

An important concept in text mining is regular expressions. Programming novices
have to learn two things, (a) the general idea of pattern matching and (b) specific formal
details of regular expressions (placeholders like the dot. or operators like + and *).

The general idea of pattern matching is used (in a naive way) in everyday live,
when we identify things or find things and separate them from others. Metaphors for
regular expressions are

• a sieve that separates certain objects from other objects
• a “grabbing-device” that can only interact with objects that have certain surface

properties (lock-key concept) (Fig. 1)

The formal details of regular expressions are best understood by reading the language
reference and experimenting with individual statements. The function findall() from
the Python module re takes a regular expression and a string as arguments and returns a
list of all matching substrings. Here is a mini series of experiments illustrating how to find
words that end with “eep”:

>>> text= "Keep it. Reeperbahn is a street in Hamburg." 
>>> findall("\w*eep", text) 
['Keep', 'Reep'] 
>>> findall("\w*eep ", text) 
['Keep '] 

Fig. 1. Two different metaphors illustrating the concept of finding strings with regular
expressions.
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3.1 Mining Mark Twain - Using Literature for Finding Rhymes

In the Project Gutenberg you can find 50 000 free e-books, including the entire works
of Mark Twain (http://www.gutenberg.org/ebooks/3200). Download the utf-8 text file
(15.3 MB) and store it in your project folder. This book (with 5598 pages) can be used
for finding rhymes. The following listing shows a starter program (Python). The call of
findall() in line #1 returns a sequence of words that end with the giving ending
(plus a space). Statement #2 transforms the list to a set (without duplicates) and prints
it on screen.

from re import *
f = open("marktwain.txt", mode="r", encoding="utf-8")
book = f.read()
f.close()
ending = input('Ending: ')
while ending:
    wordlist = findall("\w*" + ending + " ", book)  #1
    print(set(wordlist))                            #2
    ending = input('Ending: ') 

This is the output from an example run:

Ending: eep
{'sheep ', 'Weep ', 'Sheep ', 'deep ', 'asleep ', 'keep 
', 'steep ', 'creep '. ...} 

This program works nicely, but it has many obvious weaknesses. For example, the
output could be prettier (no curly brackets, commas etc.), capitalized duplicates should
be eliminated (just weep instead of Weep and weep), and the space-symbols at the
end of each word could be cut off. Learners can extend the starter project and
implement more stories in further iterations.

3.2 Mining Social Media

Small programs are not per se easy to understand just because they are small. Some
statements may adopt advanced programming concepts that are difficult to understand.
Let me discuss an example.

The Python module tweepy supports accessing twitter tweets. When someone
submits a tweet, this event is documented in a json-string that is publicly available.
This record contains the text of the tweet as well as information about the tweeter. If
you want to create an application for processing tweets, you need to register your
application on the twitter website. You get some keywords, which your program needs
for authentication (consumer key, consumer secret, access token, access secret). The
following program implements this story (1): Select all tweets about “gaming” and
“smart city” from a live stream and store them in a text file.

It runs until it is stopped by a keyboard interrupt. Within a few hours one can
collect thousands of tweets, which can be analyzed later.
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from tweepy import OAuthHandler
from tweepy.streaming import StreamListener
from tweepy import Stream

f = open('my_tweets.txt', 'w')
class MyListener(StreamListener):                   #1
    def on_data(self, data):
        f.write(data)
        f.flush()
        return True

auth = OAuthHandler('consumer key ', 'consumer secret ')      
auth.set_access_token('access token ', 'access secret ')      
listener = MyListener()                                     
stream = Stream(auth, listener) 
stream.filter(track=['smart city', 'gaming'])       #2

This is an object oriented program. It contains several object instantiations and
the definition of a derived class (#1). The programmer must override the method
on_data(), which processes each tweet that is taken from the firehose. The parameter
track defines a selection pattern. Twitter allows at most 1 % of all tweets in the
Firehose to be selected. Obviously, rather advanced programming concepts are
involved. How to explain this to a beginner, who is diving into this technology? (Fig. 2)

Figure 3 gives an intuitive model of the whole project. In Extreme programming
this is called a “project metaphor”. It is one holistic idea how to mine a Twitter live
stream. In addition one can map elements of the image to formal constructs in the
program text: The Stream-object is represented by a big pipe, the AuthHandler-object –
resposible for access to the Firehose – is visualized by a red pipe, the file storing tweets,
is a container (bottle, bucket or can) and so on.

The text file containing collected tweets can easily be analysed using the standard
methods of string objects. Example (Python):

>>> text = "This is a tweet."
>>> text.count("is")
2 

Fig. 2. Mining the Twitter Firehose
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Further stories could include these: (2) Check the frequency of tweets about topics
like “gaming” or “smart city”. (3) Estimate the average age of persons tweeting about
certain topics by analysing the language they use.

An approach to implement story 3 is searching for certain stylistic elements that are
age-dependent. For example, young tweeters use more often the words “I”, “me”,
“you”, capitalized words like “LOL” or “HAHA” and they use more often alphabetic
lengthening like “niiiice” instead of “nice”. Tweets from older users on the other hand
contain more hyperlinks and references to the family (“family”, “son”, “daughter”)
[12]. Table 1 shows the results of a “toy analysis” of tweets, which were collected
during the same time slot (14 h on May 17th 2015).

4 Web Cam Analysis

Webcams make live at certain places really public. In contrast to surveillance cams
which are accessible only by authorized persons, the images of public webcams can be
observed and analysed by everyone. Running webcam-related programs implies
interacting with the social environment. The input device is a public spot. This might
provoke thinking about legal, political and ethical aspects of public webcams and
digital technology (personal rights, security, and privacy).

Figure 3 shows screenshots from two different Python programs displaying and
evaluating images public webcams.

The first application observes two areas (marked by white rectangles in the lower
right quadrant of the image) and detects any motion at these spots by comparing the
present picture with a photo taken a few seconds earlier. The application uses the
marked areas for picking the answers of two teams in a quiz. Imagine questions with
two response options (yes and no). Each team answers “yes” by moving on “it’s spot”.
It selects the answer “no” by keeping the area free from any activity.

The second application observes a small rectangular area on a freeway, counts the
number of motions in ten minutes, and estimates the density of the traffic [13].

Both programs consist of approx. 60 lines of code. A student – say Anna – could
just copy such program from a text book. But if Anna is not familiar with the concepts
included, this would not necessarily lead to comprehension. An alternative to copying
letter by letter is reconstruction. Anna starts with a very simple nucleus, tests it until it
is fully understood and then extends and changes it in iterations (similar as in Extreme
Programming). This can be supported by the text book. Here is an example of a

Table 1. Results from a toy analysis of tweets containing CS-related phrases.

Phrase Number
of tweets

Average length
(words)

“Old” stylistic
elements

“Young” stylistic
elements

Smart city 226 24.6 2.8 % 7.4 %
Internet of
things

1718 27.9 4.4 % 11.2 %

Gaming 19928 26.4 3.6 % 11.6 %
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program which could be the first reconstruction step in both projects. Story 1: Get an
image from a webcam and show it on screen.

import io
from urllib.request import urlopen
from PIL import Image 
URL = "http://.../friedensplatz/current.jpg"
f = urlopen(URL)     
imgText = f.read()                
f.close()
imageBin = io.BytesIO(imgText)    
img = Image.open(imageBin)                        #1
img.show()

This linear program just demonstrates how to get an image from the internet on the
display of the computer at home. The image data must be transformed in several steps.
Finally (in line #1) a PIL.Image-Object has been created. Figure 4 illustrates the idea
depicting physical images printed on different materials and in different types of frames.
Different types of objects represent the same image. But they serve different purposes
and are processed in different ways using different methods.

Fig. 3. Screenshots from Python programs, showing and processing the live image of public
webcams at the Friedensplatz in Dortmund, Germany (left hand side) and at a freeway junction at
Frankfurt, Germany (right hand side).

Fig. 4. A chain of format changes
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Story 2: Draw something on the image, say a rectangle. This story is implemented
by adding a few lines of code:

from PIL import ImageDraw
...
A = (305, 375, 325, 395)            
...
draw = ImageDraw(img) #2  
draw.rectangle(A, outline="white")    #3 

These few lines of code demonstrate the idea of a PIL.ImageDraw-Object. In line
#2 a new ImageDraw-object (named draw) is created and connected to a PIL.Image-
object named img. When draw receives a message (like in #3) it changes the state of
the connected image.

Further stories (which can be used in both projects) are: (3) Show the image in an
application window and update it every x seconds. (4) Detect motion in two rectangular
areas. (5) Show the results of the motion detection on a label below the photo.

At some point refactoring is necessary. This means to improve the technical quality
of the program (without changing its functionality). The target program is a well
readable well structured object oriented program. Students will take the given program
as an inspiration and add their own ideas.

5 Conclusion

Making CS relevant for young people is a major challenge for teachers and text book
authors. Digital technology is omnipresent in our lives. But this does not guarantee that
young people are interested in taking CS classes at schools. Fundamental principles and
practices of CS must be imbedded in contexts that inspire young people. We need
interesting project ideas (stories) that can be implemented quickly in small programs
and media (images) that explain the idea of program code very quickly.
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Abstract. Understanding the states of learners at a lecture is expected
to be useful for improving the quality of the lecture. This paper is trying
to recognize the activities of learners by their brain wave data for esti-
mating the states. In analyses on brain wave data, generally, some partic-
ular bands such as α and β are considered as the features. The authors
considered other bands of higher and lower frequencies to compensate
for the coarseness of simple electroencephalographs. They conducted an
experiment of recognizing two activities of five subjects with the brain
wave data captured by a simple electroencephalograph. They applied
support vector machine to 8-dimensional vectors which correspond to
eight bands on the brain wave data. The results show that considering
multiple bands yielded high accuracy compared with the usual features.

1 Introduction

Understanding the states or emotions of learners is useful for improving the
quality of the lecture. Learners’ states are usually observed visually by the lec-
turer at the time or estimated by exams conducted after the lecture as a degree
of understanding. However, especially in massive or on-line lectures, it is diffi-
cult to know the state of each learner at the lecture. Detecting learners’ states
automatically and in real time is expected to innovate in the current style of
learning.

The aim of our research is to detect the states of learners from several kinds of
sensor data. On the assumption that some particular activities of a person cor-
respond to the states, we try to recognize activities to understand the states
of learners. Activity recognition has been widely explored using video data.
Recently, a spread of depth sensors enabled us to analyze the subject in terms
of 3-dimensional coordinates [4]. A camera with a depth sensor can recognize
some motions, facial expressions, and eye movements with high accuracy. How-
ever, the target of our study is learners who are sitting with small moves, and
hence we need another kind of sensor data in addition to image data for activity
recognition with high accuracy.

We focused on brain waves, electroencephalography (EEG), captured by a
simple electroencephalograph for activity recognition of learners as additional
data to video data. Generally, it is said that EEG changes by the influence of
c© IFIP International Federation for Information Processing 2015
I. Khalil et al. (Eds.): ICT-EurAsia 2015 and CONFENIS 2015, LNCS 9357, pp. 64–73, 2015.
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the emotion of the person. However, usual electroencephalographs have a lot of
electrodes and are not suitable for use by learners in a lecture. Moreover, some
expert systems are expensive and unsuitable for a large amount of use. Especially
for massive lectures, electroencephalographs are required to be easy to use and
cheap.

In this paper, we evaluated the validity of using multiple bands of brain
wave data captured by a simple electroencephalograph for activity recognition
of learners. In usual researches of activity or emotion recognition by EEG data,
some particular bands, called α and β waves, are used as features for analysis.
We considered other bands of higher and lower frequency in addition to the
usual features, α and β waves and their combinations, to improve low accuracy
of the activity recognition by simple electroencephalographs. In our experiment,
the subjects performed two activities, calculation and meditation, with a simple
electroencephalograph which can output a spectrum of brain waves with the
8 kinds of bands. Then, we applied support vector machine (SVM) [5] to the
8-dimensional vectors, and investigated the accuracy of the activity recognition
by comparison with scalar data based on the values of one or two bands.

As a result, the accuracy of the activity recognition by the data of the 8 kinds
of bands was high compared with considering one or two features. Additionally,
we confirmed that the simple electroencephalograph has a possibility of use for
the activity recognition of learners.

The rest of this paper is organized as follows. Section 2 surveys related work of
activity recognition of learners with EEG data. Section 3 describes the activities,
the collected brain wave data, and the data analysis in our experiments. Section 4
reports the results of the experiments. Section 5 shows considerations about the
results and future directions of our study.

2 Related Work

Our study is considering EEG data of learners captured by a simple electroen-
cephalograph for state recognition.

A viewpoint of this survey is EEG data of learners. Some studies indicated
a possibility of state or emotion recognition of learners by analyzing their EEG
data. Wan et al. [11] investigated the characteristics of EEG data of learners in
a Web-based lecture. Chaouachi and Frasson [3] showed a relation between EEG
data of learners and the response time to some questions. These studies were
using electroencephalographs with many electrodes rather than simple one.

The other viewpoint is EEG data by a simple electroencephalograph. Elec-
troencephalographs with a few (dry) electrodes are less accurate than expert
one, but those are easy to use for learners. Ishino and Hagiwara [6] proposed a
system which estimates the feeling of subjects by EEG data captured by a simple
electroencephalograph with three electrodes. Vourvopoulos and Liarokapis [10]
evaluated a usability of a commercial and simple electroencephalograph for
brain-computer interfaces. These studies were not necessarily considering learn-
ers as the target.
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The study by Yoshida et al. [13] is similar to ours in the sense of the two
viewpoints. They considered the changes of EEG data to evaluate the states of
learners who repeated simple calculations. Then, they reported that the ratio of
α wave to β wave was related to the activity in their experiment. Some recent
studies investigated more complex relations between emotional states and the
range of brain waves rather than the discriminated one such as the relation
between relaxation and α wave. For example, Wang et al. [12] classified EEG
data into some categories based on emotional states by machine learning. In
our experiment, we considered the difference between two kinds of activities and
compared the other kinds of waves in EEG data systematically in addition to α
and β waves and the combinations of the waves.

3 Methods

The purpose of this paper is to clarify whether considering multiple bands of
brain wave is useful for activity recognition compared with usual features based
on a single band or a scalar from a few bands. We collected brain wave data of
persons with two activities, and tried to recognize the activities from the data
with considering several kinds of features.

3.1 Collected Data

We collected brain wave data of five subjects with the two activities:

– Calculation of simple additions and
– Meditation with the eyes closed.

We used 10×10 matrixes with randomly chosen 20 single-digit numbers (Fig. 1)
for the activity of calculation. We prepared a sufficient number of matrixes
printed on papers, and the subjects tried to fill the matrixes as much as possible
in each trial. The time for a single trial of an activity was 2 min, and the sub-
jects repeated the two activities alternately 5 times for each with no interval.
Therefore, the total time of the experiment for a subject was 20 min.

We used a simple electroencephalograph MindWave Mobile (Fig. 2) by
NeuroSky1 for collecting brain wave data. The simple electroencephalograph
has only two electrodes and does not need any gel on the head of a subject for
capturing potential differences. One of the electrodes is placed at front polar
(the middle point of Fp1 and Fp2 in the international 10–20 system) and the
other is placed at left earlobe (A1 in the international 10–20 system). The elec-
troencephalograph (and an attached module) can output a spectrum of brain
waves with the following 8 bands:

– δ: 0.5–2.75 Hz,
– θ: 3.5–6.75 Hz,
1 NeuroSky, MindWave Mobile, http://mindwavemobile.neurosky.com/ (accessed in

May 2015).

http://mindwavemobile.neurosky.com/
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Fig. 1. An example of the matrixes used for the activity of calculation. The subject
fills each blank with the sum of the corresponding numbers.

Table 1. The numbers of the vectors for the five subjects and the two activities in the
sample set.

Calculation Meditation Total

Subject 1 602 605 1,207

Subject 2 602 625 1,227

Subject 3 602 609 1,211

Subject 4 604 622 1,226

Subject 5 601 628 1,229

Total 3,011 3,089 6,100

– Low-α: 7.5–9.75 Hz,
– High-α: 10–11.75 Hz,
– Low-β: 13–16.75 Hz,
– High-β: 18–29.75 Hz,
– Low-γ: 31–39.75 Hz, and
– Mid-γ: 41–49.75 Hz.

The sampling frequency was 512 Hz. The output rate of the spectrum was about
1 for a second. Therefore, we obtained about 6,000 (= 60×20×5) 8-dimensional
vectors with the label for one of the two activities. Table 1 shows the numbers
of the generated vectors for the five subjects and the two activities. We simul-
taneously took video data of the subject for adjusting the time of each trial to
the labels.

3.2 Data Analysis

We tried to recognize the two activities from the collected data. First, we con-
sidered the following 19 kinds of scalars:
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Fig. 2. The simple electroencephalograph MindWave Mobile used for collecting brain
wave data. The picture was downloaded from http://mindwavemobile.neurosky.com/
in May 2015.

– Each element of the 8 bands,
– The sum of low-α and high-α,
– The sum of low-β and high-β, and
– The ratio of β to α for the 9 combinations of (low-α, high-α, and the sum)

and (low-β, high-β, and the sum).

Next, we considered the 8-dimensional vectors by the 8 elements.
Additionally, we considered the simple moving averages of the collected data

with ranges 10 and 20. The simple moving averages of a time series data vt with
a range n is the time series data

ut =
vt + vt−1 + · · · + vt−n+1

n
.

Then, we obtained two data sets S10 and S20 in addition to the collected data
set S1.

For the 20 cases, we applied SVM with a linear kernel to the three data sets.
Concretely, we used the function ksvm in the package kernlab [8] for R2 with the
default values for the parameters. Then, we conducted 5-fold cross-validation [2],
where the accuracy of an activity recognition is the ratio of the numbers of the
vectors whose label was predicted correctly to the total number of the vectors.
We set each test set in the cross-validation to correspond to a single trial of
a subject, because vectors in the same trial tend to have similar values. The
activity recognition was conducted for each subject separately, and the accuracy
was calculated as the mean of the results for the 5 subjects.

2 The R Project for Statistical Computing, http://www.r-project.org/ (accessed in
May 2015).

http://mindwavemobile.neurosky.com/
http://www.r-project.org/
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Table 2. The accuracy of the activity recognition by SVM for the 20 kinds of features
with the three data sets S1, S10, and S20.

S1 S10 S20

8 bands 79.1 (%) 86.3 (%) 86.3 (%)

δ 69.1 78.7 76.6

θ 64.7 78.3 79.0

Low-α (α1) 55.3 64.7 66.3

High-α (α2) 57.2 68.3 72.9

Low-β (β1) 57.4 68.8 69.9

High-β (β2) 61.4 71.4 73.2

Low-γ 69.6 81.2 80.0

Mid-γ 68.8 78.1 76.4

α3 = α1 + α2 54.2 62.0 64.1

β3 = β1 + β2 60.6 71.6 72.0

β1/α1 50.4 51.0 50.4

β2/α1 51.9 57.4 55.2

β3/α1 51.5 53.7 53.8

β1/α2 57.5 67.8 70.1

β2/α2 59.6 70.4 72.1

β3/α2 59.7 71.0 72.6

β1/α3 56.8 65.5 67.0

β2/α3 59.8 71.1 70.5

β3/α3 59.6 70.7 70.6

4 Results

Table 2 shows the accuracy of the activity recognition for the 20 cases with the
three data sets. The accuracy by considering the 8 bands was higher than other
19 cases for any data set, the accuracy was the highest (86.3 %) with S10 and
S20. The accuracy by low-γ was the highest in the 8 bands for the three data set.
The accuracy by considering the ratio of β to α was not high in any combination
even compared with each case of the 8 bands. The graphs for some cases showed
5 peaks which correspond to the change of the activities. Figure 3 is an example
of the graph for the change of brain wave data over time. We can see from the
graph that the data of low- and mid-γ divide the two activities.

5 Discussion

5.1 Major Conclusion

We found that the two activities could be recognized with high accuracy by con-
sidering multiple bands in brain wave data compared with usual features. At the
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Fig. 3. The changes of the brain data over time, where the values are for the 8 bands
with the simple moving average of the range 20 of a subject.

same time, we confirmed that brain wave data obtained by the simple electroen-
cephalograph includes useful information for this kind of activity recognition.

5.2 Key Findings

The optimal length of the range of the simple moving average was 16. By Table 2,
the accuracy was improved when we considered the average of the data for
10 or 20 s for any criterion. We additionally investigated the relation between
the accuracy and the range of the simple moving average for the case of the 8
dimensional vectors. Figure 4 shows the accuracy against the range. The accuracy
was the highest (86.9 %) when the range was 16. Considering the average of data
for about 20 s seems to be suitable for the activity recognition, which corresponds
to the same analysis on another kind of activity recognition with EEG by a simple
electroencephalograph [1].

We experimentally conducted personal identification by the collected data.
In the experiments, we observed differences of brain waves between the subjects.
Table 3 shows the results of the personal identification. We applied SVM with a
linear kernel and 5-folds cross-validation as the activity recognition. We could not
earn high accuracy for the personal identification with the data. The accuracy
by the data for the activity calculation (43.9 %) was better than meditation
(28.8 %). The results indicate that we need other techniques to utilize the EEG
data for personal identification.
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Fig. 4. The accuracy of the activity recognition against the range of the simple moving
average with the 8 dimensional vectors.

Table 3. The confusion matrix of the personal identification with the five subjects
by S20.

Predicted\Actual 1 2 3 4 5 Precision (%) F-measure (%)

Subject 1 83 106 42 27 84 24.3 29.1

Subject 2 66 79 2 50 26 35.4 35.1

Subject 3 14 18 70 30 14 47.9 37.5

Subject 4 22 11 113 90 7 37.0 38.3

Subject 5 42 13 0 30 96 53.0 47.1

Recall (%) 38.6 34.8 30.8 39.6 42.3 36.8

5.3 Future Directions

The original goal of our research is to recognize the states of learners such as
being concentrated or absentminded. In this paper we found that the collected
brain wave data could divide the two activities, calculation and meditation,
with a degree of accuracy, however there are some deviations between the activ-
ities and the states of the subjects. For example, we can consider the following
noises: the brain wave data might have effects of (1) the move of the hands
and (2) whether the eyes were closed. Therefore, our future work includes extra
experiments with other activities such as

(1) Calculation without writing, or moving the hand and
(2) Meditation with the eyes opened, or opening and closing the eyes.

We are also planning to use EEG data for activity recognition with data
collected by other sensors. Kamizono et al. [7] conducted a similar experiment of
activity recognition of learners using video data with depth information. They
considered four activities with great moves of the face (meditation, reading texts,
looking away, and talking to another person). Moreover, it is possible to capture
the heart rate of the subject from video data [9]. Therefore, we can expect
improvement of the accuracy of activity recognition by combining these kinds of
data with EEG data.
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6 Conclusion

We evaluated the validity of using brain wave data with multiple bands for activ-
ity recognition of learners in a lecture. We conducted the experiments of activity
recognition for two activities, calculation of simple additions and meditation
with the eyes closed, with a simple electroencephalograph. We found that two
activities could be recognized with high accuracy by considering multiple bands
in the collected brain wave data compared with usual features. Additionally, we
confirmed that brain wave data obtained by the simple electroencephalograph
includes useful information for this kind of activity recognition.
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Abstract. Biometric-based authentication system offers more undeniable ben-
efits to users than traditional authentication system. However, biometric features
seem to be very vulnerable - easily affected by different attacks, especially those
happening over transmission network. In this work, we have proposed a novel
multi-factor biometric based remote authentication protocol. This protocol is not
only resistant against attacks on the network but also protects biometric tem-
plates stored in the server’s database, thanks to the combination of fuzzy
commitment and non-invertible transformation technologies. The notable fea-
ture of this work as compared to previous biometric based remote authentication
protocols is its ability to defend insider attack. The server’s administrator is
incapable of utilizing information saved in the database by client to impersonate
him/her and deceive the system. In addition, the performance of the system is
maintained with the support of random orthonormal project, which reduces
computational complexity while preserving its accuracy.

Keywords: Remote authentication � Biometric template protection � Biometric
authentication � Fuzzy commitment � Orthonormal matrix

1 Introduction

In modern world, services for people’s daily needs are being digitalized. E-commerce
happens everywhere, in every aspect of life. As e-commerce is being used as widely as
of today, an essential need for its long survival, beside quality, is security. The first
security method to be mentioned is authentication. Traditional authentication method
that most e-commerce providers are using is username/password. However, this
method is revealing its natural setbacks. Password cannot identify legal user with an
imposter who is able to access to user’s password. Besides, the more complicated –

more secured a password is, the harder it is for users to remember. That is to say, a
“true” password is difficult for people to remember but easy for computer to figure out.
Especially, with recent technology development, computer ability is being enhanced;
meaning password cracking chance is rising too. For that reason, biometric based
authentication method was born; with its advantages, this method is gradually replacing
its predecessor. The first advantage to be mentioned is that biometric (such as face,
voice, iris, fingerprint, palm-print, gait, signature,…) reflects a specific individual
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which helps preventing multi-user usage from one account [1]. Moreover, using bio-
metric method is more convenient for users since they do not have to remember or
carry it with them.

However, advantages are accompanied with challenges. Usage of method related to
biometric requires technology to eliminate interferences happening when the sensor
process biometric features. Beside, concerns of security and privacy, especially in
remote architecture, are also put on table. The fact that human has a limited number of
biometric traits makes users cannot change their biometric over and over like password
once it is compromised [2]. Moreover, some sensitive information could be revealed if
biometric templates are stored in database server without strong security techniques. In
this case, the user’s privacy could be violated when the attackers can track their
activities by means of cross-matching when a user employs the same biometrics across
all applications. Therefore, all the authenticating servers should not be trustworthy to
process a user’s plaint biometric, and the level of trust of these servers should be
discussed more. Last but not least, the network security is also the important compo-
nent in biometric based remote authentication scheme. When the authentication process
is carried out over an insecure network, anyone with their curiosity can approach the
biometric information transmitted [3].

The goal of this study is to present an effective approach for preserving privacy in
biometric based remote authentication system. Concretely, biometric template stored in
database is protected against the leakage private information while preserving the
revocability property. Besides preventing the outside attacks, proposed protocol is also
resistant to the attacks from inside.

The remaining parts of this paper are organized as follows. In the Sect. 2, related
works is briefly reviewed. We show what previous works have done and their limi-
tations. From that point, we present our motivation to fill the gap. In Sect. 3, we
introduce the preliminaries and notations used in the proposal. In the next section, our
proposed protocol is described in detail. In the Sect. 5, the security analysis is presented
to demonstrate for our proposal. Finally, the conclusion and future work are included in
the Sect. 6.

2 Related Works

Over the years, there have been plenty of works which research on preserving privacy
in biometric based authentication system. Biometric template protection is one of
indispensable part to this research field. In [4], Jain et al. presented a detailed survey of
various biometric template protection schemes and discussed their strengths and
weaknesses in light of the security and accuracy dilemma. There are two approaches to
deal with this issue, including feature transformation and biometric cryptosystem. The
first approach identified as feature transform allows users to replace a compromised
biometric template while reducing the amount of information revealed. However, some
methods of the approach cannot achieve an acceptable performance; others are unre-
alistic under assumptions from a practical view point [3]. The other approach tries to
combine the biometrics and cryptography technique in order to take advantages of
both. The schemes employing these methods aim at generating a key, which derived
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from the biometric tem-plate or bound with the biometric template, and some helper
data. Both the biometric template and the key are then discarded, only the helper data is
stored in the database for reproducing the biometric or the secret key later. Never-
theless, the biometric cryptosystem seem to lose the revocability property that requires
the ability to revoke a compromised template and reissue a new one based on the same
biometric data. On this account, some recent studies tend to integrate the advantages of
both approaches to enhance only the security but also the performance of the system.
The combination of secure sketch and ANN (Artificial Neural Network) was proposed
in [5]. The fuzzy Vault was combined with Periodic Function-Based Transformation in
[6], or with the non-invertible transformation to conduct a secure online authentication
in [7]. The homomorphic cryptosystem was employed in fuzzy commitment scheme to
achieve the blind authentication in [8]. In this paper, we try to integrate the ideal of
fuzzy commitment and the non-invertible transformation to guarantee the security for
user’s biometric template.

In recent years, many biometric based remote authentication protocols have been
proposed. However, most previous protocols only protect the client side and the
transmission channel, neglecting the server side. In [9], the authors utilizes Biometric
Encryption Key (BEK) to encrypt Private Key and safeguard Private Key. The BioPKI
system proposed in the paper turned around the security of private key, and left the
biometric feature out security aspect.

In 2010, Kai Xi et al. proposed a bio-cryptographic security protocol for remote
authentication in mobile computing environment. In this protocol, fingerprint was used
for verification, and the genuine points were protected by the fuzzy vault technique
which inserts randomly a great number of chaff points into the set of genuine points.
All elements in the newly created set were given index numbers. The server only stored
the index numbers of all genuine points. The communication between client and server
was protected a Public Key Infrastructure (PKI) scheme, Elliptic Curve Cryptography
(ECC) which offered low computational powers with the same security strength as the
RSA. However, the authors focused only on the security of the client side (mobile
devices) and the transmission channel. The server was supposed to have higher security
strength, so the authors did not care about the attacks on the server or even the attacks
from the server. In addition, the authors argued that to prevent replay attack and brute
force attack, a biometric-based session key was generated separately from the set of a
genuine points; nonetheless, the server only had the list of index numbers of these
points so it was unable to generate the key independently as described in [10].

In 2013, Hisham et al. presented another approach that combined steganography
and biometric cryptosystem in order to obtain the secure mutual authentication and key
exchange between client and server in remote architecture [11]. In this paper, the
authors provided some references for proving that hiding biometric data in a cover
image based on steganography technique can increase the security of transferring
biometric data between unsecure networks [12]. Moreover, in order to protect biometric
template stored in the authentication server while preserving the revocability property,
the protocol employed the invertible transformation technique using random ortho-
normal matrices to project biometric feature vectors into other spaces while preserving
the original distances. The new approach obtained not only the secure mutual
authentication but also the immunity from replay and other remote attacks. However,
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the authors have not considered the ability that the authentication server itself stoles the
data in its own database to impersonate its users in order to conduct the illegal
transactions. This attack will be particularly dangerous in case that server is bank. The
bank with its dark intention is totally free to impersonate its customers. It abused its
privileges to login into customers’ accounts, draw all money and leave no guilty
evidence. Nonetheless, almost current researches only focus on biometric template
protection or how to defend against the attack from outside; they have not spent enough
concerns for the attacks from inside yet. More concretely speaking, the ability that the
server accesses into the system on behalf of a user and carries out some criminal actions
should be taken into account.

In addition, the scalability property needs to be discussed more in the remote
authentication architecture. When the number of users and the number of servers is
growing, the number of templates which belongs to a user is large, and each server has
to remember every user’s template. That design makes the system vulnerable and
wastes our resources. To guarantee the scalability properties, Fengling et al. presented a
biometric based remote authentication which employed the Kerberos protocol [13].
A biometric-Kerberos authentication protocol was suitable for e-commerce applica-
tions. The benefit of Kerberos is that expensive session-based user authentication can
be separated from cheaper ticket-based resource access. However, the Achilles’ heel of
the proposed scheme is Key Distributed Center (KDC) – authentication server which is
supposed to be trusted. Therefore, there were no techniques protecting the private
information of client against the insider attacks.

The contribution of this work is that we propose the biometric-based remote
authentication protocol which has the ability to prevent an authentication server from
impersonating its clients. In addition, the proposal is resistant to the outside attacks
from an insecure network by combining the orthonormal random project with the fuzzy
commitment scheme. The mutual authentication and the key agreement are also
guaranteed in this protocol.

3 Preliminaries and Notations

3.1 Fuzzy Commitment Scheme

Fuzzy commitment scheme as proposed in [14] belongs to the first class of biometric
cryptosystem approach. It is the combination two popular techniques in the areas of
Error Correcting Codes (ECC) and cryptography. To understand how fuzzy commit-
ment scheme works, we have to learn about ECC. Formally speaking, ECC plays a
central role in the fuzzy commitment scheme. An ECC contains a set of code-words
{�f0; 1gn and a function to map a message to a code-word before it is transmitted
along a noisy channel. Given the message space M ¼ f0; 1gn, we define the trans-
lation function (or encoding function) g : M ! {, and the decoding function
f : f0; 1gn ! M. Therefore, g is a map from M to {; however, f is not the inverse
map from { to M but a map from arbitrary n-bit strings to the nearest code-word in {.

In fuzzy commitment scheme, a biometric data is treated as a corrupted code-word.
During registration stage, a client provides biometric template B to server. Server
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randomly picks a code-word c then calculates ¼ B� c, and the hash version of
code-word c. Next, server stores the pair of d;Hash cð Þð Þ into the database. During
authentication stage, a new biometric with noise B’ is distributed to server by the client.
From its side, server calculates c

0 ¼ B
0 � d, proceeds decoding c’, then compares hash

version of the result with Hash cð Þ previously stored in the database. If the two are
matched, client is authenticated. This process is demonstrated in Fig. 1.

3.2 Orthonormal Random Projection

Random Orthonormal Projection (ROP) is a technique that utilizes an orthonormal
matrix to project a set of points into other space while preserving the distances between
points. In the categorization of template protection schemes proposed by Jain [4], ROP
belongs to the non-invertible transformation approach. It meets the revocability
requirement by mapping a biometric feature into a secure domain through an ortho-
normal matrix. The method to effectively deliver orthonormal matrix was introduced in
[15]. It can be used to replace traditional method of Gram-Schmidt. Given the bio-
metric feature vector x of size 2n, orthonormal random matrix A of size 2n� 2n,
random vector b of size 2n, we have the transformation y = Ax + b.

The orthonormal matrix A of size 2n� 2n owns a diagonal which is a set of
n orthonormal matrix of size n� n. The other entries of A are zeros. We present the
example of matrix A in (1) where the values h1; h2; . . .; hnf g are the random numbers in
the range 0 : 2p½ �

A ¼

cos h1 sin h1
� sin h1 cos h1

0 0
0 0

0 0
0 0

0
0

0
0

cos h2 sin h2
� sin h2 cos h2

0 0
0 0

0
0

0
0

0 0
0 0

cos hn sin hn
� sin hn cos hn

2
666664

3
777775

ð1Þ

Fig. 1. Fuzzy commitment scheme.
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By using this technique to produce the orthonormal matrix, there is no need for a
complex process such as Gram-Schmidt. Beside its effectiveness in computational
complexity, it can also improve the security while guaranteeing intra-class variation.
When client is in doubt of his template getting exposed, he only needs to create another
orthonormal matrix A to gain a new transformed template.

3.3 Notations

In the rest of the paper, we will use the following notations:

• B is a biometric feature vector of a client
• M is an orthonormal matrix that a client creates.
• BTC is a transformed biometric stored in the database as a template.
• H(m) is the hash version of the message m.
• BL is a biometric lock of a client.
• P is a permutation
• Pu & Pr are respectively the public key and the private key of a cryptosystem.
• EPuX(m) is the encryption of the message m using the public key of X.
• KA is the authentication key generated randomly by the client.
• EkA(m) is the symmetric encryption of the message m using the secret key KA.
• S is the mobile serial number provided by the client.
• ST is the mobile serial number of the client which is stored in the database.
• C is a client.
• S1, S2 are respectively the first server and the second server.

4 Proposal Protocol

4.1 Enrollment Phase

In the enrollment phase, the client employs a random number Km stored on the his/her
device to generate the random orthonormal matrix M (based on the technique described
in Sect. 3.2). After being extracted, the feature vector B is combined with matrix M to
produce the cancellable version BTC of B which is sent to server S1 after that. In
addition, the client also needs to register a secret number PIN to server S1. The hash
version of PIN is then stored in the database by server S1. Parallel to that process, the
client has to send serial number of his/her mobile device to another server (server S2).
The act of dividing client’s information into two different databases is meant to reduce
workload for the server; more importantly it serves to limit the control of server over
client’s private information. The process is illustrated in Fig. 2.

4.2 Authentication Phase

In this phase, we apply the ideal of fuzzy commitment scheme to obtain the secure
biometric based remote authentication. Instead of transmitting the plain biometric data
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over the insecure network as the original scheme, client sends a biometric lock (BL) or
a helper data to a server. At the server side, a biometric lock is combined with the
component Y related to the client’s biometric which is stored in database at the
enrollment phase. The result of this combination is the authenticated key. The process
is presented by the Fig. 3.

More details of the authentication phase are described in the Fig. 4. The authen-
tication function is undertaken by the second server S2. Meanwhile, the first server S1
takes the responsibility for computing the encryption of the authentication key and then
sends the result to S2 to do the next steps.

In authentication phase, the client sends request to server S1. This server creates a
random number (Nonce – Number used ONCE) Na, then sends it to the client. Note
that all messages between the client and the server over transmission network are
protected by asymmetric cryptosystem (PKI – Public Key Infrastructure). In the mean
time, the client generates transformed biometric feature BC from biometric feature B’

Fig. 2. Enrollment phase.

Fig. 3. The fuzzy commitment in the proposal authentication phase.
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which is extracted in this phase, and orthonormal matrix M from KM. From the same
client, biometric feature B in registration phase and B’ in authentication phase cannot
be identical due to noises. Calculated BC combines with Na to produce another version
of transformed biometric – BO. This step is done to ensure every time the client sends
his/her request, a different version of BO is created to avoid replay attack. This BO’s
items are permuted through permutation P which is generated from the hash version of
PIN. This operation results in Y. It is meant to improve security by eliminating the
characters of each biometric feature, enabling random distribution of biometric fea-
ture’s value. Following that, Y and the encryption of the authentication key KA become
inputs of the fuzzy commitment process to generate biometric lock BL (described in
Fig. 3.). Client then sends BL to server S1 for authentication purpose.

At server side, after generating the NONCE NA, S1 retrieves the BTC and h(PIN)
from the database. The one time version of biometric template BTO is created from the
combination between BTC and NA. Some parts of this process are similar to the process
at client side. After BTO, server generate YT by shuffling BTO using P which is computed
from h(PIN). Then, YT is used to unlock the BL to reproduce the encryption of
authentication key KA.

At step fourth, client retrieves the mobile serial number S, hashes it twice to have h
(h(S)), encrypts the result by the authentication key, and encrypts once more time by
the public key of the server S2 before sending to S2. Together with this step, at the step

Fig. 4. Authentication phase.
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4’, server S1 sends the encryption of the authentication key using public key of server
S2 to S2. S2 uses its private key to obtain the authentication key KA. Server S2 uses its
private key as well as the newly achieved KA to decrypt the message from the client. If
the decryption process is successful, it also means the biometric the client provided
matches with the transformed biometric template stored in the database of server S1.
The result of this decryption is compared with the double hashed version of ST stored in
the database of S2. If they are matched, the client is authenticated; otherwise, the
authentication is failed.

For the mutual authentication purpose, the protocol is not stopped here. After
successful authentication, server S2 computes h(ST), then encrypts it with the authen-
tication key KA before sending the result back to the client. The client decrypts the
message. If the decryption is successful, he/she can be sure that the authentication
server also possesses the same key. The client carries out the comparison between the h
(S) of client and the h(ST) of the server. If they are match, the server is authenticated.
The client can feel secure about the authentication server which he/she communicated
with. Once the mutual authentication is successfully accomplished, KA is used to
protect the communication between the client and the server.

5 Security Analysis

The protocol indicates that the authenticity of the client needs following factors:

• Client’s biometric data
• The number used once NA

• The token that holds the key KM to generate the random orthonormal matrix
• The PIN
• The mobile serial number S.

The multi-factor authentication enhances security since the ability that an attacker
steals client’s authentication information to enter the system is reduced. In this section,
we analyze in detail how the proposal protocol is robust against some main attacks.

5.1 Biometric Template Attack

The original biometric is protected by the non-invertible transformation function.
Server keeps the transformed version, but it is impossible for server to infer the client’s
original biometric from this template. Using orthonormal matrix as a non-invertible
function ensures the revocability of biometric template. In case the client is in doubt
that his/her biometric template is compromised, he/she only needs to alter parameter
KM to produce new orthonormal matrix, then registers the new transformed biometric
template to the server. This process is similar to that of changing password in tradi-
tional authentication system.

Another useful factor helps against biometric template attack is the permutation.
A one-time version of the transformed biometric feature BO is re-ordered by a per-
mutation P. This operation is meant to improve security by eliminating the characters
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of each biometric feature, enabling random distribution of biometric feature’s value.
This, eventually, weakens the ability of attacker to infer the value of biometric feature.

5.2 Replay Attack

Replay attack happens when attackers reuse old information to impersonate either
client or server with the aim to deceive the other side. This attack is prevented by using
NA and session key KA which are used only once. The system only collapses once the
attackers steal private key. In that case the attacker is able to obtain the 3rd message in
authentication phase (see Fig. 4) to calculate BL. After that, the attacker reuses the BL
to deceive server in a new session. The proposed protocol is immune from this type of
attack as the BL generated every time the clients request contains new NA produced by
the server. In the event of attacker using old BL, the authentication process cannot
calculate exact authentication key KA.

More concretely speaking, in authentication phase, the transformed biometric
features, BC at client side and BTC at server side, are combined with the same number
NA by a simple addition operation. This action creates a one-time version of the
transformed biometric feature; therefore, attacker cannot reuse the old transformed
biometric feature to delude the server. Thanks to that, the security of the entire protocol
is strengthened without scarifying the accuracy. The accuracy is maintained because
addition operation does not modify intra-class variation of the biometric features,
which results in unchanged distance between transformed biometric feature & its
original. In other words, the error rate stabilizes while security is strengthened.

5.3 Man-in-the-Middle Attack

MITM (Man-in-the-middle) attack considers as an active eavesdropping, attackers
make an independent connection and replays messages between client and server in
order to impersonate one side to delude the other side. Concretely speaking, the
communication in this case is controlled by attacker while client or server still believes
that they are talking to each other over a private connection.

MITM attack happens when the attacker catches the messages between client and
server then impersonates one side to communicate with the other side. In our proposed
protocol, this type of attack cannot occur since the protocol presents mutual authen-
tication requirement, not only does it requires the server to authenticate its right client
but also enables the client to perform its own process to confirm requested server.

5.4 Insider Attack

This type of attack happens when the administrator of authentication server exploits
client’s data stored in the database to legalize his authentication process on behalf of
the client. The proposed protocol is capable of reducing the risk from insider attack by
splitting authentication server into two different servers. Each server has its own
function and data. Server S1 stores transformed biometric template and some
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supporting information to generate authentication key. Authentication function is
carried out by server S2. To perform this function, server S2 has to receive authenti-
cation key calculated by server S1 and authentication information provided by the
client. Consequently, server S2 can only store authentication information (client’s
mobile serial number) to proceed authenticating client (described in Sect. 4.2). At the
same time, such information is used by client to reversibly authenticate server.

6 Conclusion

In this paper, we have presented an unsusceptible biometric based remote authenti-
cation protocol to most of sophisticated attacks over an open network. The proposed
protocol combines client’s biometric with the other authentication factors to achieve the
high level of security. Thanks to the combination of fuzzy commitment and
non-invertible transformation technologies as well as a mutual challenge/response, the
protocol is resistant to some main attacks to biometric-based authentication system
such as biometric template attack, replay attack, man-in-the-middle attack. The
remarkable point of this work is that we solved the problem at the unsecure server. We
reduce the ability that the administrator utilizes the client’s authentication information
saved in the database to impersonate him/her and cheat the system. By using the
random orthonormal project instead of traditional orthonormal project, the computa-
tional complexity is reduced while the accuracy is remained.
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Abstract. Nowadays, smartphone has been a life style for many people in the
world and it has become an indispensable part of their live. Smartphone pro-
vides many applications to support human activity which one of the applications
is web browser applications. People spend much time on browsing activity for
finding useful information that they are interested on it. It is not easy to find the
particular pieces of information that they interested on it. In this paper,
user-profiler is presented as way of providing smartphone users with their
interest based on their browsing history. In this study, we propose a Modified
Hierarchical Agglomerative Clustering algorithm that uses filtering category
groups on a server-based application to aid provides smartphone user profile for
interests-focused based on browsing history automatically. Based on experi-
mental results, the proposed algorithm can measure degree of smartphone user
interest based on browsing history of web browser applications, provides
smartphone users interests profile and also outperforms the C4.5 algorithm in
execution time on all memory utilization.

Keywords: Smartphone � User interests � Modified Hierarchical Agglomera-
tive Clustering

1 Introduction

Today, many vendors such as Google and Yahoo store historical data in a users’ browser
to understand the type page that user is visiting. This information is used to show ads
that might appeal to users based on their inferred interest categories. For example, if a
user browses many sport-related websites displaying AdSense ads or watch sport-related
videos on YouTube, it means Google and Yahoo may associate a sport interest category
with their history and show the user sport-related ads. Information about user interests is
useful both for users and service providers, user can easily find the information that they
needed so they do not spend time to find it and in point of view service providers, they
can also easily to provide advertisement and recommendation to the users who use their
service. It is not easy to find the particular pieces of information that users interested on
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it. In this paper, we implement a server-based application to provide smartphone user
profile based on browsing history of web browser application. We propose a Modified
Hierarchical Agglomerative Clustering algorithm that is inspired by Hierarchical
Agglomerative Clustering algorithm. Our method can automatically provide smart-
phone user profile for interests-focused based on browsing history of web browser
applications. First, we extract the useful information of historical web browser appli-
cations from smartphone users. Second, we use a distance function to calculate simi-
larity distances between the extracted data. Third, we use Modified Hierarchical
Agglomerative Clustering algorithm that use filtering category groups to provide
smartphone user profile for interests-focused. The reminder of this paper is structured
follows. The Sect. 2 describes the previous studies. The data extraction and user pro-
filing algorithm is presented in Sect. 3. We then show the experimental results and
evaluations of our work in Sect. 4. Finally, we conclude our findings and suggestions for
future research in Sect. 5.

2 Related Work

In this section, we will review some existing works on web log data mining. Previous
researchers have investigated how to generate user profile based on web server data
logs using various data mining technique. Most of the approaches concerned on user
classification (supervised) method and clustering (unsupervised) method based on
useful information from web server data logs. In Jian’s et al. work [1], classification
(supervised) method is used to predict users’ gender and age from web browsing
behavior. Santra et al. [2] research about identification interested users using naïve
Bayesian classification based on web log data and also comparison between decision
tree algorithm C4.5 and Naïve Bayesian Classification algorithm for identifying
interested user. JinHua Xu et al. [3] used KMeans algorithm for clustering web user
based on web data logs. Xia Min-jie et al. [4] research using clustering technique based
on web logs and users’ browsing behavior to implement an ecommerce recommen-
dation system. Neetu et al. [5] used classification technique to predict kid’s behavior
based on collected internet logs. Li et al. [6] focused on web log data processing to
analyze and research the user’s behavior. Shuqing et al. [7] provided novel algorithm to
extract user’s interest based on web log data and describes including long term interest
and short term interest. Tsuyoshi et al. [8] described in his paper a method for clarifying
user’s interests based on an analysis of the site keyword graph. In this paper, we
concern on how to provide smartphone user profile automatically using Modified
Hierarchical Agglomerative Clustering Algorithm based on their historical logs of web
browser applications in smartphone.

3 Data Extraction and User Profiling

In this section, we will describe about data extraction and each process to provide
smartphone user profile for interest-focused based on browsing history of web browser
applications.
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3.1 Data Extraction

In this work, we use browsing history data of 30 smartphone users that is collected
during one month. In this study, we develop an android application that can be used to
collect browsing history from all browser applications and then we install that appli-
cation on each user’s smartphone. The structure of collected data from user’s smart-
phone is shown in Table 1.

Based on the Table 1, each row of collected data represents the URLs that the user
visits. Attributes of the data include user ID, visit time, and URL data. A URL
(Uniform Resource Locator) is the unique address of documents and other resources on
the World Wide Web. The first part of URL structure is called a protocol identifier
which indicates what protocol that is used, and the second part is called a resource
name which specifies the IP address or domain name where the resource is located. In
our work, we extract collected data to derive a resource name part of URL structure
which is useful information to analyze user interests and after that the Modified
Hierarchical Agglomerative Clustering algorithm is assigned to provide smartphone
user profile for interest-focused.

3.2 Modified Hierarchical Agglomerative Clustering Algorithm

In this study, we have Modified Hierarchical Agglomerative Clustering to aid in
providing smartphone user profile for interest-focused. We use Levenshtein distance
function to measure minimum distance between two extracted URL data. We use
Levenshtein distance to measure minimum distance between two extracted URL data.
Levenshtein distance between two extracted URL data url1, url2 is given by
disturl1;url2ð url1j j; jurl2jÞ; where,

disturl1;url2 i; jð Þ ¼
max i; jð Þ if min i; jð Þ ¼ 0;

min
disturl1;url2 i� 1; jð Þ þ 1
disturl1;url2 i; j� 1ð Þ þ 1
disturl1;url2 i� 1; j� 1ð Þ þ 1ðurli;6¼urljÞ

8<
: otherwise:

8>><
>>:

Where, 1ðurli;6¼urljÞ is the indicator function equal to 0 when urli = urlj and equal to 1
otherwise.

Table 1. The example of collected data

User ID Visit time URL

10 1399652396.55 http://www.kakao.com/fightingkorea
7 1399809440.79 http://cyber.kepco.co.kr/ckepco/
1 1400251354.06 http://asked.kr/ask.php?id=1927949
5 1399553574.34 http://m.winixcorp.com/
5 1399637818.62 http://www.dalkomm.com/
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The Modified Hierarchical Agglomerative Clustering algorithm that is implemented
in our work is following below.
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First is start by assigning each extracted URL data to a cluster, if we have n URLs,
it means we have n clusters. Second, we compute the minimum distance between each
cluster using Levenshtein distance function. Third, we find the closest (most similar)
pair of clusters and merge them into a single cluster. Forth, we filter element of clusters
using URL filtering categorizes. URL filtering categorizes will filter clusters based on
keywords of users’ interests. Fifth, we compute distances between the new cluster and
each of the old clusters. We repeat steps 3, 4 and 5 until all extracted URL data has
been clustered into a category of users’ interests. After that we calculate interest degree
for each category groups.

In our real work, we classify URL filtering categories into four main categories.
The categories and their category type are shown on Table 2. Filtering categories
consists of business category group, communications and search category group,
general category group, and life style category group. The matrix C of size 4� n to
represent filtering categories can denoted as

C4xn ¼
key1;1 key1;2 . . . key1;n
key2;1 key2;2 . . . key2;n
key3;1
key4;1

key3;2
key4;2

. . .

. . .
key3;n
key4;n

2
664

3
775

Where rows represents category group of users’ interests and columns represent
keywords on each category group. We categorize the clustered results into category
group based on keywords on matrix of filtering categories.

4 Experimental Results

In our study, we collected browsing history data of 30 smartphone users during one
month continuously. Browsing history data was tested on log files stored by the server.
We extracted collected data and then use proposed algorithm which is called by
Modified Hierarchical Agglomerative Clustering to provide smartphone user profile for
interests-focused. In our experiment, we compare the performance between our method
and C4.5 algorithm.

Table 2. URL filtering categories

Category group Category type

Business Business/Economy, Job Search/Careers, real estate, and shopping
Communications and
search

Blog/Web Communication, social networks, email, and search
engines/portals

General Computer/Internet, education, news/media, and reference
Lifestyle Entertainment, games, arts, humor, religion, restaurants/food, and

travel
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Figure 1 presents the execution time results of Modified Hierarchical Agglomer-
ative Clustering algorithm (MHAC) and C4.5 algorithm. Our method consistently
outperforms the C4.5 algorithm on all memory utilization in execution time. The results
of degree of smartphone users’ interests for each category are shown on Fig. 2. Finally,
the results of smartphone user profile for interests-focused based on the highest degree
for each user is shown on Fig. 3.

Fig. 1. Execution time comparison with C4.5 algorithm

Fig. 2. Degree of smartphone user interests
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5 Conclusion and Future Work

In this paper, we have implemented a server-based application that can be used to
provide user profile for interests-focused based on browsing history of web browser
applications. In our approach, we propose a Modified Hierarchical Agglomerative
Clustering to cluster extracted data which can automatically provide an interests profile
of smartphone users. Based on experimental results, the proposed method can measure
degree of users’ interests based on browsing history of web browser applications,
inferring particular pieces of information that they interested on it, and outperforms the
C4.5 algorithm in execution time on all memory utilization. Because amount of data
that will be processed is increased, so in the future we need to implement Map-Reduce
algorithm on Modified Hierarchical Agglomerative Clustering to enhance performance
of clustering algorithm.
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Abstract. Collected data must be organized properly to utilize well and
classification of data is one of the efficient methods. Individual data or
an object is classified to categories and annotated with labels of those
categories. Giving ranks to labels of objects in order to express how close
objects are to the categories enables us to use objects more precisely.
When target objects are identified by a set of labels L, there are various
strength of relationship between objects and L. This paper proposes
criteria for objects with two rank labels, primary and secondary labels,
such as a label relates to L, a primary label relates to L, every primary
label relates to L, and every label relates to L. The strongest criterion
which an object satisfies is the level of the object to express the degree
of the strength of relationship between the object and L. The results for
two rank objects are extended to k rank objects.

Keywords: Multi-labeled data · Ranks of labels · Levels of data ·
Criteria for the strength

1 Introduction

With increasing various kinds of data such as numerical data, texts, images, and
movies, utilization of collected data is becoming more important [4,11,12]. Such
data must be organized properly to utilize well and classification of data is one of
the efficient methods [3,8]. Individual data is classified to a category by a certain
attribute, for example, region or industry, and the data is annotated with the
label of the category [1].

When data relates to multiple categories, the data is classified to those cat-
egories and annotated with the set of labels [9]. However, the strength of rela-
tionship between data and categories is different in general. Ranks of the labels
which express how close the data is to categories enable us to use the data more
precisely. Suppose that data are classified by business categories and annotated
with sets of labels of the categories. If ranks are given to the labels of a data
according to the financial figures (net revenues, net income, etc.) of the relating
c© IFIP International Federation for Information Processing 2015
I. Khalil et al. (Eds.): ICT-EurAsia 2015 and CONFENIS 2015, LNCS 9357, pp. 99–108, 2015.
DOI: 10.1007/978-3-319-24315-3 10
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business field, users can compare the data of automobile and finance as primary
categories with the data of automobile as a primary category and finance as a
secondary category.

Although ranks of labels give us richer information, target data identified by
a set of labels are not clear because there are various strength of relationship
between the data and the set of labels. Even if users need the data which relate to
a set of labels more closely, there are cases that the strength can not be decided.

Example 1. For the strength of relationship between data and a set of labels
L1 = {Transportation, Electronics}, it is not decided clearly whether the data on
the company where automobile, mobile phone, and finance are primary relates to
L1 more closely than the data on the company where only automobile is primary
and mobile phone and finance are secondary. While the former data relates to
L1 more closely if the primary categories related to L1 are evaluated before the
unrelated category to L1, the latter data is closer to L1 if the primary categories
after the unrelated category.

Criteria for the strength of relationship between data and a set of labels
enable to evaluate the degree of the strength. The purpose of this paper is to
propose such criteria by discussing the strength of relationship between data
and a set of labels. This paper also refers to the strength of the criteria and
introduces levels of data, which is decided by the strongest criterion that the
data satisfies.

Ranks in classification of data have been studied in the field of information
retrieval mainly. Those researches focus on the accuracy and the efficiency of
automatic ranking of data [5,6]. After ranking, personal preferences of queries
are measured and the ranks of data based on those numerical values are applied
to the advanced information retrieval [10]. Many researches focus on ranking data
known as Top-k, where significant data are selected by measuring the degree of
relationship between data and a set of labels [2,7]. While their purpose is to
evaluate data on a specific domain quantitatively to develop applications, the
purpose of this paper is to build fundamental theories of multi-labeled data by
evaluating data qualitatively.

This paper is organized as follows. Section 2 refers to the strength of rela-
tionship between data without ranks and a set of labels, and introduces criteria
to decide the strength. In Sect. 3, criteria for data with ranks are discussed.
Section 4 proposes the strength of the criteria and the levels of data to express
the degree of the strength. The discussions of Sects. 3 and 4 are for two rank
data, which are extended to k rank data in Sect. 5. Section 6 concludes the paper.

2 Strength of Relationship Between Objects and Labels

Individual data or an object is classified by a certain type of characteristic, which
is called an attribute. For example, an object is classified to manufacturing,
transportation, automobile, etc., where the attribute is industry. This paper
assumes that an object is classified to the lowest category to which the object is
related in a given classification hierarchy.
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Let o be an object, L be a label, and L = {L1, L2, · · · , Ln} be a set of labels.
When o is classified to multiple categories, o is annotated with the set of labels
of those categories, which is denoted by L(o) and called a set label of o.

For labels L1 and L2, L1 is lower than L2 (L2 is higher than L1) if the
category of L1 is a lower concept of the category of L2, and L1 � L2 denotes
that L1 is lower than or equal to L2. L1 relates to L2 if L1 � L2 and a label
L relates to a set of labels L if L relates to a label of L. Label Transportation
relates to label Manufacturing because Transportation � Manufacturing.

For sets of labels L and L′, the set of the labels of L which relate to L′ is
described by RelL′(L) = {L | L ∈ L,∃L′ ∈ L′, L � L′}. Let L be a set of labels
to be used to identify target objects. If there is such a label in L(o) that relates
to L (RelL(L(o)) �= φ), o relates to L. Let L be the set of objects relating to L.

There are several kinds of objects in L such as objects which relate to multiple
labels of L, objects which relate to other labels than L, and so on.

Example 2. For a set of labels L2 = {Transportation}, L2 includes object o1
such that L(o1) = {Automobile}, object o2 such that L(o2) = {Automobile,
Motorcycle} where multiple labels of L(o2) relate to L2, object o3 such that
L(o3) = {Automobile, Finance} where Finance does not relate to L2, etc.

There are various ways to decide the degree of how strong an object o relate
to L, and the number of labels relate to L may not be affected on the strength
of relationship between o and L. This paper focuses on the qualitativeness of
relationship and does not mention the number of the labels which relate to L.

There are several kinds of objects identified by L, and the strength of rela-
tionship between objects and L is different in general. Criteria for the strength
enable us to select proper objects according to their purposes.

For objects o1 and o2, o1 <L o2, o1 < o2 if L is obvious, denotes that o2
relates to L more closely than o1. A condition cnd is a criterion for strength of
relationship between a set of labels and an object if o2 satisfies cnd and o1 does
not for any objects o1 and o2 such that o1 <L o2.

3 Criteria for the Strength of Relationship

This section introduces ranks to express how close objects are to the categories.
The more number of ranks give us the richer information and allow more precise
analysis. This section discusses the cases where the number of ranks is two for
simplicity. The discussions for two rank objects are extended to k rank objects
in Sect. 5.

Let the ranks of labels of set labels be primary and secondary.

– Primary labels: If an object is classified to a category and relates to the
category mainly, the label of the object is a primary label.

– Secondary labels: If an object is classified to a category and relates to the
category but not mainly, the label of the object is a secondary label.
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For an object o, let P (o) and S(o) be the set of the primary labels and the
set of the secondary labels of L(o), respectively.

Property 1. L(o) = P (o) ∪ S(o).

Property 2. P (o) ∩ S(o) = φ.

Property 3. P (o) �= φ.

The rest of this section discusses criteria for two rank objects. It is reasonable
to think that an object o1 relating to a set of labels L (RelL(L(o1)) �= φ) relates
to L more closely than an object o2 not relating to L (RelL(L(o2)) = φ). Thus
the condition whether a label of L(o) relates to L is a criterion for the strength
of relationship between o and L.

cndLE: For a set of labels L and an object o, there exists a label of L(o) which
relates to L, that is, RelL(L(o)) �= φ.

Since it is acceptable to think that an object o1 relating to a set of labels
L mainly (RelL(P (o1)) �= φ) relates to L more closely than an object o2 not
relating to L mainly (RelL(P (o2)) = φ), the condition whether a primary label
of L(o) of an object o relates to L is a criterion for the strength of relationship
between o and L.

cndPE: For a set of labels L and an object o, there exists a primary label of L(o)
which relates to L, that is, RelL(P (o)) �= φ.

There are cases that secondary labels of L(o) affect the strength of relation-
ship between o and L. If RelL(P (o)) = φ, the strength by S(o) is equivalent to
cndLE . Suppose RelL(P (o)) �= φ. For an object o1 such that RelL(P (o1)) �= φ
and RelL(S(o1)) �= φ and an object o2 such that RelL(P (o2)) �= φ and
RelL(S(o2)) = φ, both o1 and o2 do not relate to L more closely than the
other.

Example 3. Suppose the labels of object o1 and object o4 are P (o1) =
{Automobile}, S(o1) = φ, P (o4) = {Automobile}, and S(o4) = {Mobile Phone}
for set of labels L3 = {Manufacturing}. Although Mobile Phone of L(o4) relat-
ing to L3 is a secondary label, it is not acceptable to think that o1 relates to L3

more closely than o4 because o1 and o4 have primary label Automobile for L3,
namely, both of them relate to Manufacturing mainly.

For object o′
4 such that P (o′

4) = {Automobile,Mobile Phone} and S(o′
4) = φ,

it is not reasonable to think that o4 relates to L3 more closely than o′
4 because

Mobile Phone of L(o′
4) is a primary label and Mobile Phone of L(o4) is a sec-

ondary label. Since the number of the labels which relate to L3 does not affect
the strength, the strength of relationship between o′

4 and L3 is the same as the
strength of relationship between o1 and L3.

For a set of labels L and objects o1 and o2, it can be regarded that o1 relates
to L more closely than o2 if L(o1) does not include other labels than L and L(o2)
includes such labels.
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cndLN : For a set of labels L and an object o, there does not exist a label of L(o)
which does not relate to L, that is, RelL(L(o)) = L(o).

It is also acceptable to think that an object o1 relates to L more closely than
an object o2 if P (o1) does not include other labels than L while P (o2) includes
other labels than L.

cndPN : For a set of labels L and an object o, there does not exist a label of P (o)
which does not relate to L, that is, RelL(P (o)) = P (o).

For the criteria for secondary labels of L(o) which relate to other labels than
L, if there are labels of P (o) which relate to other labels than L, such labels of
S(o) do not affect the strength of relationship.

Example 4. Suppose object o3 such that P (o3) = {Automobile,Finance} and
S(o3) = φ and object o′

3 such that P (o′
3) = {Automobile, Finance} and

S(o′
3) = {Education} are evaluated for L3 = {Manufacturing}. Although o′

3

has secondary label Education which relates to other labels than Manufacturing,
it is not acceptable to think that o′

3 relates to L3 more closely o3.
For object o′′

3 such that P (o′′
3) = {Automobile,Finance,Education}, it is

not acceptable to think that o′′
3 relates to L3 more closely than o′

3 because
o′′
3 has primary label Education. Thus o′

3 < o′′
3 is not satisfied. The strength

of relationship between o′′
3 and L3 is the same as the strength of relationship

between o3 and L3 because both of them have primary labels relating to L3.

If there are no labels of P (o) which relate to other labels than L, the strength
of relationship is decided by whether there exist labels of S(o) which relate to
other labels than L. If there exist such labels in S(o), it means that there exist
labels of L(o) which relate to other labels than L, and this condition is equivalent
to cndLN .

This section gave the criteria for the strength of relationship between o and L.
cndLE and cndPE are based on relationship between L(o) and the labels of L,
and cndLN and cndPN are based on relationship between L(o) and other labels
than L.

4 The Strength of the Criteria

This section discusses the strength of the criteria. When the strength of relation-
ship between an object o1 and a set of labels L is compared with the strength
of relationship between an object o2 and L, a criterion cnd2 is stronger than a
criterion cnd1 for L if the strength can be decided by whether an object satisfies
cnd2 rather than cnd1. In other words, if o1 < o2 for o1 and o2 such that o1 dose
not satisfy cnd2 and o2 satisfies cnd2 regardless of whether o1 or o2 satisfies cnd1,
cnd2 is stronger than cnd1 for L. That’s because the strength can be decided
if o1 does not satisfy cnd2 while o1 may be relate to L more closely than o2
by cnd1.
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Definition 1. For a set of labels L and criteria cnd1 and cnd2, cnd2 is stronger
than cnd1 for L if o1 <L o2 for any objects o1 and o2 such that o1 satisfies cnd1
but not cnd2 and o2 satisfies cnd2, denoted by cnd1 <L cnd2, or cnd1 < cnd2 if
L is obvious.

The set of the objects of L which satisfy a criterion cnd is denoted by Lcnd

(={o | o ∈ L, o satisfies cnd}). The strength of criteria can be decided by the
inclusion relation among the set of the objects which satisfy each of the criteria.

Lemma 1. For a set of labels L and criteria cnd1 and cnd2, cnd1 < cnd2 if and
only if Lcnd2 ⊆ Lcnd1 .

Proof. For objects o1 in Lcnd1 and o2 in Lcnd2 , if o1 �∈ Lcnd2 , o1 < o2 because
cnd2 is a criterion. Since o1 satisfies cnd1 but not cnd2 and o2 satisfies cnd2,
cnd1 < cnd2.

If Lcnd2 ⊆ Lcnd1 is not satisfied, there exists such an object o2 that o2 ∈ Lcnd2

and o2 �∈ Lcnd1 . o2 satisfies cnd2 but not cnd1. On the other hand, o2 < o1 for
such an object o1 that o1 ∈ Lcnd1 and o1 �∈ Lcnd2 because cnd1 is a criterion.
Although o2 satisfies cnd2 and o1 satisfies cnd1 but not cnd2, cnd1 < cnd2 is not
satisfied because o1 < o2 is not satisfied. Thus Lcnd2 ⊆ Lcnd1 if cnd1 < cnd2.

If a criterion cnd1 implies a criterion cnd2 (cnd1 ⇒ cnd2), Lcnd1 ⊆ Lcnd2 and
vice versa. Thus the strength of cnd1 and cnd2 is decided by implication of cnd1
and cnd2 because Lemma 1 shows that the strength of cnd1 and cnd2 is decided
by the inclusion relation of the objects satisfying cnd1 and cnd2.

Theorem 1. For criteria cnd1 and cnd2, cnd1 < cnd2 is equivalent to cnd2 ⇒
cnd1.

Proof. If cnd1 < cnd2, Lcnd2 ⊆ Lcnd1 by Lemma 1. If Lcnd2 ⊆ Lcnd1 , cnd2 ⇒
cnd1 because objects satisfying cnd2 also satisfy cnd1. On the other hand, if
cnd2 ⇒ cnd1, Lcnd2 ⊆ Lcnd1 . Lemma 1 shows that cnd1 < cnd2 if Lcnd2 ⊆ Lcnd1 .

If one criterion implies another criterion, those criteria are based on the same
point of view, which means that the criteria can be used to evaluate the strength
of relationship of objects and sets of labels consistently by Theorem1. The rest
of this section discusses implication of the criteria to decide the strength of the
criteria.

If an object o satisfies cndPE , there exists a label of P (o) relating to L, which
is a label of L(o) and o satisfies cndLE too.

Lemma 2. For cndPE and cndLE, cndPE ⇒ cndLE.

Proof. For an object o which satisfies cndPE , since RelL(P (o)) �= φ by satisfying
cndPE and L(o) = P (o)∪S(o) by Property 1, P (o) ⊆ L(o). Thus RelL(L(o)) �= φ,
and o satisfies cndPE .
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If o satisfies cndLN , there is no label of L(o) which relates to other labels
than L. It means that there is no label of P (o) which relates to other labels than
L and o satisfies cndPN too.

Lemma 3. For cndLN and cndPN , cndLN ⇒ cndPN .

Proof. For an object o which satisfies cndLN , RelL(L(o)) = L(o), in other words,
L(o) does not include a label relating to other labels than L. Since L(o) =
P (o) ∪ S(o) by Property 1, L(o) does not include labels which relate to other
labels than L, and RelL(P (o)) = P (o). Thus o satisfies cndPN .

If o satisfies cndPN , there is no label of P (o) which relates to other labels
than L. Since there always exist labels of P (o), there are labels of P (o) which
relate to L and o satisfies cndPE too.

Lemma 4. For cndPN and cndPE, cndPN ⇒ cndPE.

Proof. For an object o which satisfies cndPN , RelL(P (o)) = P (o), in other words,
P (o) does not include a label relating to other labels than L. Since P (o) �=
φ by Property 3, there always exists a label of P (o) which relates to L, and
RelL(P (o)) �= φ. Thus o satisfies cndPE .

The strength of the criteria is decided by implication of cndLE , cndPE ,
cndPN , and cndLN as shown by Lemmas 2, 3, and 4.

Theorem 2. For cndLE, cndPE, cndPN , and cndLN , cndLE < cndPE <
cndPN < cndLN .

Proof. cndLN ⇒ cndPN ⇒ cndPE ⇒ cndLE because cndLN ⇒ cndPN ,
cndPN ⇒ cndPE , and cndPE ⇒ cndLE by Lemmas 3, 4, and 2, respectively.
Thus cndLE < cndPE < cndPN < cndLN by Theorem 1.

Since Theorem 2 shows the strength of the criteria, the strongest criterion
satisfied by o is to express the strength of relationship between o and L, which
is defined as the level of o for L. Levels of objects enable us to evaluate the
strength of the objects for L.

Example 5. For L1 = {Transportation, Electronics}, object o′
5 such that P (o′

5) =
{Finance} and S(o′

5) = {Automobile,Mobile Phone} satisfies only cndLE and
o′
5 is at the lowest or the weakest level on the strength. Since object o′′

5 such
that P (o′′

5) = {Automobile,Finance} and S(o′′
5) = {Mobile Phone} includes

primary label Automobile for L1, o′′
5 satisfies cndPE too, namely, o′′

5 is at
the second level on the strength. Moreover, object o′′′

5 such that P (o′′′
5 ) =

{Automobile,Mobile Phone} and S(o′′′
5 ) = {Finance} satisfies cndPN because

o′′′
5 does not have the primary labels which relate to other labels than L1,

and o′′′
5 is at the third level on the strength. Finally, object o′

4 (P (o′
4) =

{Automobile,Mobile Phone} and S(o′
4) = φ) satisfies cndLN because o′

4 has
no label which relates to other labels than L1, and o′

4 is at the highest or the
strongest level on the strength. Thus o′

5 < o′′
5 < o′′′

5 < o′
4.

By Lemma 1, the inclusion relation of objects according to the levels is shown
in Fig. 1 and users can select the range of the objects on their purposes.
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LcndPE

LcndPN

LcndLN

LcndLE

Fig. 1. Inclusion relation of objects satisfying each of the criteria

5 k Ranks

The discussion for two rank objects is extended to k rank objects. Let k ranks
be R1, · · · , Ri, · · · , Rk (1 ≤ i ≤ k?jwhere Ri is stronger than Rj (i < j). In the
case of k = 2, R1 = P and R2 = S. For an object o, let Ri(o) be the set of labels
of L(o) whose rank is Ri, and R∗

i (o) =
⋃

j=1,i Rj(o) be the set of labels of L(o)
whose ranks are stronger than or equal to Ri.

The properties of set labels of two rank objects in Sect. 3 are extended to k
ranks.

Property 4. L(o) =
⋃

i=1,k Ri(o).

Property 5. Ri(o) ∩ Rj(o) = φ (i �= j).

Property 6. R1(o) �= φ.

The rest of this section discusses the criteria for k rank objects. The criteria
for the strength of relationship between a set of labels L and the set labels of
an object o can be divided into two types, which are the criteria for relationship
between L and the labels of L(o) and the criteria for relationship between L and
other labels than L(o). Each of them is extended for k rank.

cndRiE (1 ≤ i ≤ k): For a set of labels L and an object o, there exists a label
of L(o) which relates to L and whose rank is stronger than or equal to Ri,
that is, RelL(R∗

i (o)) �= φ.
cndRiN (1 ≤ i ≤ k): For a set of labels L and an object o, there does not exist a

label of L(o) which relates to other labels than L and whose rank is stronger
than or equal to Ri, that is, RelL(R∗

i (o)) = R∗
i (o).

Lemmas 2, 3, and 4 correspond to the following lemmas for k rank objects.

Lemma 5. For cndRiE (2 ≤ i ≤ k), cndRi−1E ⇒ cndRiE.

Proof. For an object o which satisfies cndRi−1E , RelL(R∗
i−1(o)) �= φ. Since

R∗
i−1(o) ⊆ R∗

i (o), RelL(R∗
i (o)) �= φ, and o satisfies cndR∗

i E
.



Strength of Relationship Between Multi-labeled Data and Labels 107

Lemma 6. For cndRiN (2 ≤ i ≤ k), cndRiN ⇒ cndRi−1N .

Proof. For RelL(R∗
i (o)) = R∗

i (o). Since R∗
i−1(o) ⊆ R∗

i (o), RelL(R∗
i−1(o)) =

R∗
i−1(o), and that o satisfies cndR∗

i−1N
.

Lemma 7. For cndR1N and cndR1E, cndR1N ⇒ cndR1E.

Proof. For an object o which satisfies cndR1N , RelL(R1(o)) = R1(o), in other
words, R1(o) does not include a label relating to other labels than L. Since
R1(o) �= φ by Property 6, there always exists a label of R1(o) which relates to
L, and RelL(R1(o)) �= φ. Thus o satisfies cndR1E .

Since implication of the criteria is shown by Lemmas 5, 6, and 7, the following
theorem on the strength of the criteria is satisfied.

Theorem 3. For cndRiE and cndRiN (1 ≤ i ≤ k), cndRkE < cndRk−1E < · · · <
cndR1E < cndR1N < · · · < cndRk−1N < cndRkN .

Proof. cndRkN ⇒ cndRk−1N ⇒ · · · ⇒ cndR1N ⇒ cndR1E ⇒ · · · ⇒ cndRk−1E ⇒
cndRkE because cndRiN ⇒ cndRi−1N , cndR1N ⇒ cndR1E , and cndRi−1E ⇒
cndRiE by Lemmas 6, 7, and 5, respectively. Thus cndRkE < cndRk−1E < · · · <
cndR1E < cndR1N < · · · < cndRk−1N < cndRkN by Theorem 1.

6 Conclusion

This paper introduced the criteria for the strength of relationship between an
object o and a set of labels L, which are cndLE , cndPE , cndPN , and cndLN . o
satisfies cndLE , cndPE , cndPN , and cndLN if o relates to L, L mainly, only L
mainly, and only L, respectively. Referring to the strength of the criteria, it was
shown that cndLE < cndPE < cndPN < cndLN . Thus the strongest criterion
which o satisfies can be used as the levels to express the degree of the strength.
Those results can be applied to k rank objects.

The strength of the criteria is decided by implication of the criteria. If one
criterion implies another criterion, both of them can be used to evaluate the
strength of relationship between objects and sets of labels because their criteria
are based on the same point of view. The criteria proposed in this paper enable
to evaluate data with ranks qualitatively and consistently. Thus users can select
the range of data at each of levels based on the criteria according to the purpose
of the utilization of data. In general, the range of data is decided by changing the
set of labels to identify the data. For example, if users want to utilize data widely,
lower concept labels are replaced by higher concept labels or additional labels
are inserted. In such utilization of data, originally intended purpose may not be
realized because the set of labels itself has been changed. The levels based on
the criteria solve this issue because the range of data can be changed according
to the levels even if the set of labels is no change.



108 M. Kuzunishi and T. Furukawa

References

1. Cardoso-Cachopo, A., Oliveira, A.: Semi-supervised single-label text categoriza-
tion using centroid-based classifiers. In: Proceedings of Symposium on Applied
Computing, SAC 2007, pp. 844–851 (2007)

2. Chakrabarti, K., Ganti, V., Han, J., Xin, D.: Ranking objects by exploiting, rela-
tionships: computing top-k over aggregation. In: Proceedings of ACM SIGMOD
International Conference on Management of Data, SIGMOD 2006, pp. 371–382
(2006)

3. Ding, B., Wang H., Jin, R., Han, J., Wang, Z.: Optimizing index for taxonomy
keyword search. In: Proceedings of ACM SIGMOD International Confernce on
Management of Data, SIGMOD 2012, pp. 493–504 (2012)

4. Fazzinga, B., Flesca, S., Furfaro, F.: RFID-data compression for supporting aggre-
gate queries. ACM Trans. Database Syst. 38(2), 11–45 (2013)

5. Kim, J., Croft, B.: Ranking using multiple document types in desktop search. In:
Proceedings of ACM International Confernce on Research and Development in
Information Retrieval, SIGIR 2010, pp. 50–57 (2010)

6. Lopez, V., Prieta, F., Ogihara, M., Wong, D.: A model for multi-label classification
and ranking of learning objects. Expert Syst. Appl. 39(10), 8878–8884 (2012)

7. Lu, J., Senellart, P., Lin, C., Du, X., Wang, S., Chen, X.: Optimal top-k generation
of attribute combinations based on ranked lists. In: Proceedings of ACM SIGMOD
International Confernce on Management of Data, SIGMOD 2012, pp. 409–420
(2012)

8. Silla, C., Freitas, A.: A survey of hierarchical classification across different appli-
cation domains. Data Min. Knowl. Disc. 22(1–2), 31–72 (2011)

9. Tang, L., Rajan, S., Narayanan, V.: Large scale multi-label classification via metal-
abeler. In: Proceedings of the International Confernce on World Wide Web, WWW
2009, pp. 211–220 (2009)

10. Wang, H., He, X., Chang, M., Song, Y., White, R., Chu, W.: Personalized ranking
model adaptation for web search. In: Proceedings of ACM International Confernce
on Research and Development in Information Retrieval, SIGIR 2013, pp. 323–332
(2013)

11. Zhang, X., Yang, Y., Han, Z., Wang, H., Gao, C.: Object class detection: a survey.
ACM Comput. Surv. 46(1), 10–53 (2013)

12. Zhu, X., Song, S., Lian, X., Wang, J., Zou, L.: Matching heterogeneous event
data. In: Proceedings of ACM SIGMOD International Confernce on Management
of Data, SIGMOD 2014, pp. 1211–1222 (2014)



Online Ad-fraud in Search Engine Advertising
Campaigns

Prevention, Detection and Damage Limitation

Andreas Mladenow1, Niina Maarit Novak2(&), and Christine Strauss3

1 Secure Business Austria, Favoritenstr. 16, 1040 Vienna, Austria
amladenow@sba-research.org

2 Institute of Software Technology and Interactive Systems, Vienna University
of Technology, Favoritenstr. 9-11, 1040 Vienna, Austria

niina.novak@ifs.tuwien.ac.at
3 Department of e-Business, Faculty of Business, Economics and Statistics,
University of Vienna, Oskar-Morgenstern-Platz 1, 1090 Vienna, Austria

christine.strauss@univie.ac.at

Abstract. Search Engine Advertising has grown strongly in recent years and
amounted to about USD 60 billion in 2014. Based on real-world data of online
campaigns of 28 companies, we analyse the incident of a hacked campaign-
account. We describe the occurred damage, i.e. (1) follow-up consequences of
unauthorized access to the account of the advertiser, and (2) limited availability
of short-term online campaigns. This contribution aims at raising awareness for
the threat of hacking incidents during online marketing campaigns, and provides
suggestions as well as recommendations for damage prevention, damage
detection and damage limitation.
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1 Introduction

From the viewpoint of information economics peoples’ attention is seen as a scarce
commodity [1–4]. Through the use of search engine advertising (SEA), companies aim at
improving their visibility among the search engine results in order to attract the attention
of potential customers [5]. It is a global phenomenon that companies tend to invest more
and more in sponsored search in electronic markets. It is estimated that in 2014 busi-
nesses have spent USD 60 billion in Search Engine Marketing (SEM) [6]. From an
international perspective, Google was the undisputed global leader in 2014 with a market
share of more than 90 % in Germany and 65 % in the US, which allowed the company to
increase its revenues from advertising by 17 % compared to the prior year [6].

Quality, costs and time are major drivers on key success factors. For this reason, it
is for many companies one of the main motivational reasons to perform online-
campaigns [7–9]. Unlike traditional marketing campaigns, online campaigns provide
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the advertiser with fast information on the campaign’s effectiveness. Moreover, online
campaigns are highly flexible and allow a custom-tailored and targeted advertising
approach. The flexibility and the time savings of online campaigns rely on fast
transaction processes, based on the usage of tools such as Google AdWords [10] and
Bing Ads [11] which allow to create online campaigns within a couple of minutes, and
which allow to evaluate the campaigns’ success within a few hours by means of
predefined and built-in analysis functions [10, 11].

However, whereas these advantages seem to be quite obvious for the success of a
marketing campaign, dealing with online campaigns often results in facing different
kinds of problems such as trust and security issues. In this regard, advertisers and
search engines representatives are confronted with the topic of ad-frauds. In the liter-
ature, this subject has mainly focussed on the so-called “click-fraud” problem [12–16],
while other issues concerning ad-frauds have been neglected.

Against this background, this paper contributes in filling this research gap by
providing a typology covering current types of ad-frauds as well as analysing the
neglected topic of ad-frauds caused by unauthorized access to campaign accounts,
so-called “hacks”. What happens to hacked advertising accounts in the context of
short-term online campaigns using the example of Google AdWords? What are the
alternatives of action for campaign providers in the event of a hacker attack? Are there
any prophylactic security controls to be set? Hence, this paper is structured as follows:
the next section pinpoints theoretical insights of both, online ad-campaigns using the
Google search engine tool AdWords as well as a typology of ad-fraud. Section 3
analyses scenarios based on real-world data. Section 4 provides a discussion, and the
final section summarizes major findings and gives a brief outlook on future
developments.

2 Online Campaigns and Ad-Fraud Using AdWords
Accounts

2.1 Online Ad-Campaigns

When battling for customers’ attention, businesses seek for the best ranking position –

and thus visibility – in the results’ list of search engine queries. In addition to the
possibility of improving the organic search results through search engine optimization
(SEO), which very often turns out to be highly time-consuming, search-engine
advertisements (SEA) allow to address the customer in a rapid and targeted manner.
The display of advertisements in search engines follows the keyword-principle, which
allows buying an advertisement-position on the first page of the search engine results
based on specific keywords. In the case of the big players, including Google, Yahoo
and Bing, paid advertisements are grouped together in a commercial
advertisement-block and are thus visually separated and highlighted from the unpaid
(organic) results [cf. 10, 11].

Since the beginnings of text-based advertisement in search engines, advertisers aim
to create specific advertisements matching query results, hoping to create a highly
effective advertising tool. In contrast to traditional advertising (where costs incur when
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placing an advertisement) in SEA one does not pay for impressions, but for clicks
made. This is referred to as cost per click (CPC) or pay per click (PPC) [7, 9].

Paying for SEA is performance-based advertising [8]. Thus, the advertiser has to
pay only for the click, and – as a consequence – only if a user visits the advertised
website. Impressions are free of charge. This concept seems to be highly effective as
auction-based text advertisements are by far the largest source of income for search
engines, and there are still no signs indicating that this will change in the foreseeable
future [8].

In the case of Google the AdWords tool supports the development of effective
SEA-campaigns. When it comes to SEA, the positioning of an advertisement-candidate
related to a specific search term is based on the willingness of the advertiser to pay a
certain amount, previously specified by the advertiser. The entire set of advertiser
candidates takes part in an auction for the entered search term of the Internet user. The
order of display, or the positioning of advertisements is (for example in the case of
Google) determined through an “advertisement-ranking procedure”, a weighted second
price auction. This ranking-position is further determined by the maximum amount for
the homepage visit set by the advertiser and by Google’s advertisement quality score
(QS), an indicator which is highly influenced by the performance of the advertiser.

Typical advantages of online campaigns include factors such as elimination of
geographic barriers, cost-efficiency, target group precision, measurability of the
response, and personalization [8]. But what are the challenges and limitations of online
marketing campaigns for companies? Experts agree that the integration of search
engine marketing and more traditional forms of marketing is one of the biggest
challenges [17]. Multi-channel marketing often require coordinated action in terms of
content and time. In this regard, the design and creation of online marketing campaigns
require specific competences and different strategic and operational approaches com-
pared to conventional marketing. In their effort to reach potential consumers, adver-
tisers are facing several risks. Besides the possibility to have advertisements blocked
by the consumer, e.g. through software-based AdBlocker applications, online-
advertising accounts may be the target of unauthorized usage through hacking activ-
ities leading to considerable loss of money and/or reputation. In the case of a hacker
attack advertisers are confronted with problems of loss of integrity and reputation, lack
of face-to-face communication, violation of privacy-issues, lack of trust and security.
Moreover, advertisers and clients depend on the availability and reliability of the
provided online tools.

2.2 Types of Ad-Fraud

Two types of ad-fraud in the context of online campaigns are to be distinguished, i.e.
hacking and click-fraud. A third type of ad-fraud are so-called customer-misleading
ads, which is beyond the scope of this paper due to the fact, that it is not directly
targeting a certain advertiser. Furthermore, we refer to the most widely used search
engine, i.e. Google (cf. Fig. 1).

Hence, Fig. 1 locates the two types of online ad-fraud in the case of AdWords
within the pattern of interaction of four involved parties: the advertiser, the consumers,
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the publisher, and the hacker. The advertiser holds a Google AdWords account. Con-
sumers surf on websites or use the search engine to perform search queries. Adver-
tisements are displayed either via the search engine network or via website or blog of a
publisher from the display network. Ad-fraud in such a context may include one or
both of the two following activities: (1) hacking and/or (2) click-fraud. Hacking refers
to a direct attack on an advertiser‘s AdWords account aiming at taking over control on
that account. Click-fraud in contrast, involves taking on the role of a consumer either
directly (personally) or indirectly (software-supported). In the case of click-fraud the
goal of the attacker is an increase of the advertisers’ costs by artificially increasing the
number of clicks per ad. Click-fraud is a method frequently used by both, publishers
and competing businesses, with the intention to significantly damage and downgrade a
competitors ranking-position or/and improving one‘s own search engine
ranking-position.

3 Ad-Fraud by Hacking Online-Campaign Accounts

Whereas click-frauds are difficult to be detected and revealed by the advertiser, hacking
very often implies the difficulty for the advertiser to regain access to his/her own
account, third party control through account blocking and limited or no access to the
online campaigns. This may result in disrupting short-term online-campaigns, which
might have been carefully orchestrated with other marketing activities e.g. in
multi-channel campaigns, or which were launched with the intention to promote a
specific time-dependent event.

Against this background, we analyse an ad-fraud scenario, which is based on
real-world data selected from a set of a total of 28 online campaigns that were per-
formed between 2013 and 2015 from the Google online marketing challenge [18] each

Fig. 1. Click-fraud and hacking
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during a three-week period. In the following selected companies and their usage of
SEA will be described in detail, based on their necessity for marketing campaigns with
short-term availability. During these campaigns, one account was hacked. Hence, we
describe this event of campaign account hacking and the perceived difficulty to regain
access [19–21] for the remaining campaign time in Subsect. 3.2. The selected cases had
to be anonymised to protect the involved parties. The selected examples shall give an
insight into the importance of time-critical availability of campaign-tools during certain
time-windows due to either event-driven necessities (Case3 and Case4) or
multi-channel ad-strategies (Case1 and Case2).

3.1 Four Exemplary Cases for Short-Term Online Campaign

Case1 is a family-owned brand of fur products based in Vienna, Austria, originally
established in 1948 in Prague. The company’s core business is the manufacturing of
fur-based products, including coats, jackets, blankets, pillows, accessories and
custom-tailored products. The company positions its own brand as a high quality brand
and expert for fur products. Although the company possesses a license for trading its
products online, the company’s online presence and penetration could be described as
modest mainly depending on the company’s website created in 2008, a Facebook-fan
page, Pinterest and Instagram accounts in addition to an email newsletter and a
cooperation with the online shop platform case1partner.com. As case1.com relies
heavily on the local customer base in its three main cities (Vienna, Budapest and
Bratislava), the client database generated by using case1partner’s online presence
offers the company the possibility to acquire global customers.

Case2 was originally founded in August 2010 in order to satisfy the local demand
for limited, exclusive and edition-specific sneakers in Vienna. Since April 2012 the
business runs as well an online-shop. Besides sneakers the company sells a small
selection of T-shirts, shoelaces and shoe-cleaning kits. In addition, customers have the
possibility to sell and trade their private and limited editions of sneakers that are no
longer commercially available for sale via the online-shop. This feature represents a
marketing tool for case2.at and generates traffic for the online-shop. The company’s
website, customer-management and social media presence (including Facebook,
Google+, Twitter, Tumblr, Instagram and Pinterest) is maintained by the company
itself. Currently the larger amount of sales is done over-the-counter, highlighting the
company’s necessity for an online-marketing campaign with the goal of increasing
online sales. Both case1.com and the Case2 operate in a small but highly competitive
niche segment of the fashion industry. In these niche segments companies rely strongly
on local customer bases and word-of-mouth. A company such as Case1, having a long
tradition of operating in the fur segment of the fashion industry, undergoes by defi-
nition some seasonality. AdWords campaigns are thus especially used to promote
after-season products, as well as to announce sales and new season or product lines.
Furthermore, they allow for targeting not only German-speaking customers but also
customers e.g. from Czech Republic, Hungary, Slovakia and Russia. Case2 utilizes
AdWords campaigns to target specific consumer-groups and to promote their online
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shop as well as special sales and products, which allows the company to differentiate
itself from big players of the industry segment (e.g., Zalando, Foot Locker, etc.).

Case3 is a website reporting on all games of the Austrian amateur soccer-league
and is available free of charge. More than 100 private editors (“fans”) cover the various
national leagues. The company has four employees only who maintain the website and
perform online marketing. This highlights that the website is fully dependent on the
work of private individuals, or fans to report the latest news. The website has its own
self-administered content management system, which delivers the latest information to
readers (e.g., game reports, photos, previews, headlines, etc.). Particular attention
should be paid to the so called “live ticker” covering even the smallest soccer-
league-games in real time. The live ticker is also available as a mobile-app to keep
readers 24/7 up-to-date. Since 2009 when Case3 was founded, the number of users had
continuously increased and large social media communities around the topic of the
amateur-soccer-league with multiple thousands of participants had been formed.
Besides the information-portal the company also operates a web-shop, selling soccer
related sport products. As Case3 is a website which heavily relies on advertising to
finance itself, a high website traffic is crucial for its success. Thus targeted AdWords
campaigns generating website-traffic through website promotion and its special features
such as the live ticker, are of paramount importance. Furthermore, due to the fact that
AdWords campaigns can be used to promote time- and date-specific events during a
short time-window (e.g., final game of a sports tournament) emphasizes the importance
of perpetual availability of this marketing tool.

Case4, is a famous and exquisite party and bar location offering a relaxed and
beach-like atmosphere. At Case4 one can enjoy delicious Israeli dishes together with
various cocktails or drinks. The owners cooperate with an advertising agency to pro-
mote the location using various media channels. For restaurants no longer it is just
about quality of food, beverages and services but also about location and about image
and reputation. Diversification is an important strategy in a saturated market. One way
to do so is to organize special events such as in the case of Case4, which organises
special viewing parties, e.g. for the finals of the Eurovision Song Contest. These kind
of events, which are planned on a short-term basis, are best promoted through short
time advertisements. Based on the fact that individuals use online search engines in
order to find out what is happening in town tonight and where to go, AdWords cam-
paigns are the self-evident choice. Another argument strongly suggesting the use of
AdWords campaigns is the fact that these events are weather-dependent open-air
events.Thus, the chosen media channel needs to be very flexible in order to stop or
change the advertisement in case the event has to be cancelled, substituted or
postponed.

3.2 Hacking a Campaign-Account

In one of the described cases the campaign-account had been subject to unauthorized
access, i.e. hacking. Due to the fact that the verification process of new advertisements
and keywords normally takes some time the hacked account was not in use during a
period of about 12 h. During this time window the account has been hacked and a new
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advertisement in Russian language and Cyrillic writing was implemented and approved
by Google. The fast approval by Google was the result of setting the newly created
advertisement budget as: ‘Budget delivery method set to accelerated: show ads as
quickly as possible’, which in turn may accelerate the approval procedure of Google.
The campaign created produced stunning numbers in less than 18 h: 1,646,824
impressions and 6,190 clicks, generating costs of 207.66$. Achieving these amazing
performance index figures in such a short period of time reveals professional skills and
malicious intentions as drivers of such an activity.

After reporting the attack to Google, the AdWords account was deactivated and all
AdWords campaigns were put on hold. Since the investigation process lasted longer
than the remaining campaign-window (i.e., two weeks) the campaigns could not be
restarted until Google finished the investigation process and had re-credited the amount
lost due to the attack. Creating a new account to run another short-term campaign
would have involved considerable amount of additional time, effort and expenses. To
put it in a nutshell: the attack resulted in the loss of potential sales revenues as the
AdWords campaigns had to be suspended.

In addition to the experience gained by the advertisers, a desk research revealed that
AdWords seems to be an attractive target for hacking activities as many entries on web
pages, in blogs and IT journals can be found on the internet. It is to be assumed that
security mechanisms have not provided sufficient protection for the advertisers of the
hacked campaign-accounts.

4 Prevention, Detection and Damage Limitation

Since its launch in the year 2000 Google AdWords [22] developed into Google’s main
source of revenue but became at the same time a target for online ad-fraud. From
various incident reports and forum entries can be concluded that in most cases the
Gmail-account address and password were used for unauthorized access to the
campaign-account. In the case of Google AdWords most hacks follow a simple but
effectual pattern involving (i) brute-force login, (ii) phishing carried out via email
spoofing and very similar looking phishing websites asking the user to sign-in, as well
as (iii) spy- and malware tools in order to acquire the user’s account details [23]. Once
the fraudsters have gained access to a campaign-account they typically duplicate
campaigns, add a vast variety of keywords aimed to generate high amounts of clicks
and redirect the target URL to some African airfare company [24], a Spanish online
shop or some Russian website advertising bracelets [25].These practices cause fraud-
ulent charges on users’ credit cards quite often in the amount of several thousand
US-Dollars caused by a single fraud-campaign over a time frame of less than 24 h.
Furthermore, for people and businesses depending on Google AdWords to generate
traffic for example to their online shops for direct sale purposes, considerable amounts
of money are also lost in terms of revenue, reputation and benefits from historical
account performance [26].

What can be done to prevent an attack? Choosing strong passwords is the most
obvious and effective measure. Choosing a complex and long password involving not
only letters but also numbers and special characters as well as changing the password
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on a regular basis increases security and protects the account owner from simple
attacks. Checking for spyware and using browsers with phishing filters [27], especially
when signing into a Google-account from an unsecured Wireless Fidelity(WIFI)
connection are highly recommended. Moreover, for businesses it is advised to have a
contingency advertising-plan to be able to counter possible revenue drops caused by
fraudulent campaigns [28].

How to detect an attack? Checking ones’ account several times per day is not only
a good practice to improve the performance and the cost-benefit ratio of the campaign
itself. At the same time frequent checks protect from possible money and reputation
losses caused by an attack. Best practice involves close monitoring and analysing the
performance of each individual AdWords campaign several times per day.

How to behave during an attack? What happens after an attack? If the advertiser is
able to access his/her own account the immediate activity is to change the password.
This action will lock-out hackers. Ongoing campaigns shall be suspended or deleted. If
access to the advertisers account is denied, the hacker may have changed the password,
preventing the account owner from regaining access to his/her own account [29]. In
such cases the account owner needs to contact the Google AdWords Support either per
email or via the live help desk and report the incident. Google typically reimburses the
fraud-victim for the money lost during the attack, following a thorough investigation.
Moreover, it should be mentioned that Google AdWords has an inherent
fraud-detection mechanism disabling the account [30] once a possible fraud is detected
based on unusual activity, preventing both the display of campaigns created by hackers
and further money loss of the user [30].

Based on our analysis of online campaigns of 28 companies in the following we
suggest several methods, focusing on authentication, notification and budget limitation,
aimed to increase the security of online campaigns and to protect users from ad-fraud.

Authentication. Unauthorized access to online advertising accounts could be impeded
by use of encryption (adoption of best practice for security from online banking),
digital signatures or a mandatory two-step verification process for each login-process
(e.g., including username, password and for example a code sent to the user by email or
SMS).

Notification. Push messages, SMS or E-Mail notifications for defined activities which
are sent automatically and with the intention to inform advertisers about signification
changes and performance details of their online campaigns could help to detect
fraudulent activities in a timely manner and could thus prevent losses.

Budget limitation. Pre-setting a fixed daily maximum budget per campaign or a total
maximum budget for the whole account prevents from considerable financial losses.

5 Conclusion and Outlook

Paid search marketing through Google AdWords exists now for more than 15 years and
has been established as an essential and indispensable advertising channel. In every
industry and every sector local, regional and global advertisements are placed in search
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engines, the majority of advertisements are placed in Google. AdWords has become a
widespread and widely accepted tool characterized by high reliability and flexibility.
The analysis provides a typology of occurring ad-frauds and points to potential flaws in
account handling that might be used for hacker attacks. When it comes to the inte-
gration of online marketing activities temporarily blocked accounts can cause financial
losses. Ultimately, the understanding of search engine developments dependent on the
dominant search-engine market providers represents a challenge for companies.

In the future the risk of ad-fraud seems to remain a major challenge for advertising
companies, search engines and ad campaigners. Whereas ad-centers from Google,
Yahoo and Microsoft have developed large data mining systems to score traffic quality,
some types of ad-fraud are still to be resolved. More research needs to be addressed to
all types of occurring ad-fraud. In the context of online marketing campaigns this
includes not only click-fraud, but also problems such as hacking ad-campaign
accounts.
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Abstract. The 3-tower problem is a 3-player gambler’s ruin model
where two players are involved in a zero information, even-money bet
during each round. The probabilities that each player accumulates all
the money has a trivial solution. However, the probability of each player
getting ruined first is an open problem. In this paper, the 3-tower prob-
lem recursions are modeled as a directed multigraph with loops, which
is used to construct a Markov chain. The solution leads to exact val-
ues, and results show that, unlike in other models where the first ruin
probabilities depend only on the proportion of chips of each player, the
probabilities obtained by this model depend on the number of chips each
player holds.

Keywords: Markov chains · Graph theory · Discrete mathematics ·
3-dimensional gambler’s ruin · Applied probability · Tower of Hanoi

1 Introduction

The gambler’s ruin problem for two players is solved using recursion when the
bets are even money. The solution gives the expected time until one player is
ruined, and the probabilities each player acquires all the money. The multiplayer
problem presents more difficulties. Consider a three-player game and let the
amount of money (or chips) of the players be S1, S2, S3. Let S = S1 + S2 + S3.
In each time step, a game is played, with winners and losers. Suppose that each
game involves exactly two players, each one having a 50% chance of winning
the bet. The model goes as: fij is chosen randomly with probability 1/6, where
i, j = 1, 2, 3 and

fij : (Si, Sj) �→ (Si + b, Sj − b). (1)

If the bet is fixed at b = 1 and the stacks are positive integers, the resulting model
is the 3-tower game. The 3-tower model is loosely based on the tower of Hanoi
problem, with no constraints on the order by which the chips are stacked. One
application of this model is tournaments that involve the accumulation of chips
or wealth, for example, poker tournaments. In such cases, a partial information
game may be modeled as a zero information games to determine players’ equities
independent of skill. Other forms of the gambler’s ruin for three players are the
symmetric problem [8,9] and the C-centric game [4]. The time until a player is
ruined in the 3-tower problem has been solved [1,2,10,11] and is given by
c© IFIP International Federation for Information Processing 2015
I. Khalil et al. (Eds.): ICT-EurAsia 2015 and CONFENIS 2015, LNCS 9357, pp. 121–128, 2015.
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T =
3S1S2S3

S
. (2)

The probability that each player is ruined first is an open problem [4].
Ferguson used Brownian motion to numerically approximate the probability of
ruin [3], and Kim improved on this by using numerical solutions to Markov
processes [6]. An alternative method for calculating placing probabilities is the
Independent Chip Model (ICM), credited to Malmuth-Harville [7], although no
proofs of the method are found. Let n be the number of players, Xi be the ran-
dom variable denoting the placing of Player i, and Si be the current stack size
of Player i. Then the probability of player i placing 1st is

P (Xi = 1) = Si/S (3)

where S = S1 + S2 + . . . + Sn. To obtain the probability of placing 2nd, con-
ditional probabilities are used for each opponent finishing 1st, and from the
remaining players the probability of placing 2nd (which is essentially 1st among
the remaining n − 1 players) is the proportion of player i’s stack to the total
stack not including the stack of the conditional 1st place finisher. Thus,

P (Xi = 2) =
∑
j �=i

P (Xj = 1)P (Xi = 2|Sj = 0) =
∑
j �=

Sj

S

Si

S − Sj
. (4)

Continuing, the probability of Player i finishing 3rd is

P (Xi = 3) =
∑
j �=i

∑
k �=i,j

Sj

S

Sk

S − Sj

Si

S − Sj − Sk
. (5)

It should be emphasized that ICM does not make any assumptions about the
bet amount, hence is slightly different from the 3-tower problem.

In the 3-tower model, the probability of finishing 1st is easily solved by recur-
sion. The result is exactly the same as (3). A method of calculating 3rd place
probabilities (and hence, 2nd place probabilities) for the 3-tower problem is pre-
sented here using Markov chains constructed using directed multigraphs with
loops.

2 Methods

Consider a 3-player model where the players are involved in even money bets.
We define a state as an ordered triple (x, y, z) with x ≥ y ≥ z ≥ 0. Because the
games in each round are all fair and random, the probabilities of becoming ruined
first of each player depends only on the amount of money each player has in a
given state. We also define chip position (or simply, position) to be the number
of money (or chips) a player has in a given state. Let us also define the function
p(u|v, w) to be the probability that a player with a given chip position u in the
state (u, v, w) will finish 3rd, or become ruined first. If the state is understood
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from context, we will simply write this as p(u). If v and w are positions in the
same state such that v = w, then it is assumed that p(v) = p(w).

A terminal state is one wherein the probabilities of placing 3rd are known.
There are two types of terminal states.

1. If one of the three positions is zero, i.e. z = 0
2. If all three positions are equal, i.e. x = y = z.

Note that for the terminal state (x, y, 0), then p(x) = p(y) = 0 and p(0) = 1.
For the terminal state (x, x, x), p(x) = 1/3 using the previous assumption.

A state (x, y, z) is adjacent to a state (u, v, w) if the former state can move
to the latter state in one round. A state that is adjacent to a terminal state is
called a near-terminal state.

Lemma 1. A state (x, y, z) with x ≥ y ≥ z that satisfies one of the following is
a near-terminal state:

(i) z = 1
(ii) x = y + 1 and z = y − 1.

In constructing the multigraph, all possible states of S are represented by
nodes. The transitions between adjacent states are given by directed edges. The
states are arranged such that all states (x, y, z) with a fixed value of z are aligned
vertically, with the highest value of x in the topmost position, in decreasing order
going down (i.e. from North to South), while y is increasing at the same time.
All states (x, y, z) with fixed x are aligned horizontally, with y in decreasing
order from left to right (i.e. West to East) and z increasing at the same time.
Consequently, all states with fixed y are aligned diagonally, with x decreasing and
z increasing as the states move from Northwest to Southeast. An example of the
resulting multigraph is given in Figs. 1 and 2. From the construction, it is clear
that for a given node, its adjacent nodes are the ones located to its immediate
top, bottom, left, right, top left and bottom right positions (i.e. North, South,
East, West, Northwest and Southeast). A state may be adjacent to itself if the
following holds:

Lemma 2. A state (x, y, z) is adjacent to itself if y = x − 1 and/or z = y − 1.

In the “and” case in Lemma 2, the state is doubly adjacent to itself. The state is
also doubly adjacent to itself for states of the form (x, x, x−1) and (x, x−1, x−1).
This and the following Lemma can be proved using the definition of adjacent
nodes and (1) with b = 1.

Lemma 3. A state of the form (x, y, y) or (x, x, z) is doubly adjacent to its
adjacent nodes.

There is always at least one edge from a non-terminal state to its adjacent state.
A state that is doubly adjacent to another state has two edges going to that
other state. If a state A is doubly adjacent to a non-terminal state B, it does
not follow that B is doubly adjacent to A.
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3 Results and Discussion

Based on the multigraph, we construct the Markov chain. Let τ be a relation
that maps a position from one state to a position in another non-terminal state.
We can think of τ as directed edges that connect specific positions within states
to other positions in other states (or possibly within the same state). Let the
function φ denote the ruin probability of the position in one move. Note that
the unique non-terminal positions are exactly the transient states in the Markov
chain, while φ gives the probability of absorption to the first-ruined state. The
Theorem below follows from the previous Lemmas.

Theorem 1. Let the state corresponding to a non-terminal vertex be denoted by
(x, y, z) where x ≥ y ≥ z such that z ≥ 1. Let S = x + y + z and let (u, v, w) be
an adjacent non-terminal vertex.

(i) If z = y − 1, then τ(x) → u, τ(y) → w, τ(z) → v
(ii) If y = x − 1, then τ(x) → v, τ(y) → u, τ(z) → w
(iii) If z = y, then τ(x) → u twice, τ(y) → v and τ(y) → w
(iv) If y = x, then τ(z) → w twice, τ(x) → u and τ(x) → v.

In all other cases, the transitions are τ(x) → u, τ(y) → v and τ(z) → w.

Remark 1. If the state is self-adjacent, then the corresponding transition of posi-
tions within the same state in Theorem 1(i),(ii) are given by

(i) τ(x) → x, τ(y) → z, τ(z) → y
(ii) τ(x) → y, τ(y) → x, τ(z) → z.

Each mapping of positions by τ gives a transition probability of 1/6, except
when the mapping occurs twice, as in the 3rd and 4th cases in the Theorem,
then the transition probability is 2/6. These values are then used to generate
the transient matrix Q in the Markov chain. For the absorption probabilities,
we use the following:

Theorem 2. Given a position u, then φ(u) = 1/3 when u = 1. If u > 1,
then φ(u) = 0, the only exception is for the state (u + 1, u, u − 1), wherein
φ(u + 1) = φ(u) = φ(u − 1) = 1/18.

If S = 6, then in the state (3, 2, 1), φ(1) = 1/3 + 1/18, by combining the two
cases in Theorem 2. The values of φ on the various positions are then used to
construct the vector r. Finally, we solve the system

(I − Q)p = r (6)

where the vector p gives the probabilities of first ruin for each position and I
is the identity matrix with the same dimension as Q. It is easy to show the
transient matrix I − Q is invertible [5].
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Fig. 1. Multigraph with loops for S = 4.

Example 1. To illustrate the method, we first consider the simplest case
S = 4 with only one non-terminal state (2, 1, 1) and two terminal states
(3, 1, 0), (2, 2, 0). The multigraph is shown in Fig. 1. Note that by Lemma 2,
(2, 1, 1) is adjacent to itself, and by Lemma 3, it is doubly adjacent to its adja-
cent nodes including itself. We use a combination of Remark 1 and Theorem 1
(iii) to get τ(2) → 1 twice, τ(1) → τ(2) once and τ(1) → τ(1) once. This gener-
ates our transient matrix Q. Using Theorem 2, φ(2) = 0 and φ(1) = 1/3. This
produces the vector r. Thus

Q =
1
6

(
0 2
1 1

)
, r =

(
0

1/3

)
. (7)

Substituting (7) in (6), we obtain the solution p = (1/7, 3/7)T , i.e. the probabil-
ities of being ruined first are p(2) = 1/7, p(1) = 3/7. The 2nd place probabilities
are thus 10/28 and 9/28 for positions 2 and 1, respectively. In comparison, [3]
obtained (0.35790, 0.32105) using a Brownian motion model, which are good
approximations of the true values obtained by our method. The computed ICM
values are (1/3, 1/3), which are slightly different from the 3-tower values.

Fig. 2. Directed multigraph (with loops) of state transitions for S = 9.

Example 2. Figure 2 illustrates the various states for S = 9. In this example,
there are 6 non-terminal states and a total of 15 unique positions. For label-
ing purposes, letters are affixed to the position in cases when there are two



126 G. David

or more unique states with the same position value. Starting from the top left
non-terminal state moving downwards (or South), the non-terminal states are
(7, 1a, 1a), (6, 2a, 1b), (5a, 3a, 1c), (4a, 1d, 1d), (5b, 2b, 2b), and (4b, 3b, 2c). The
unique positions are then arranged starting from the x positions in each of the
states above, then the y positions, and then the z positions, skipping the non-
unique positions as needed. Thus our indices correspond to 7, 6, 5a, 4a, 5b, 4b,
1a, 2a, 3a, 1d, 2b, 3b, 1b, 1c and 2c, respectively. For example, index i = 1 of Q,
r and p corresponds to values for position 7 from the state (7, 1, 1), while index
i = 15 corresponds to the state-position 2c from the state (4, 3, 2). In construct-
ing Q, note that by Theorem 1(iii), τ(7) → 6 twice, and using the 1 and 2-index
for positions 7 and 6, respectively, we have Q12 = 2/6. Because all other transi-
tions of 7 are towards terminal states, then Q1j = 0 for j �= 2. From Theorem 2,
r1 = φ(7) = 0 because 7 is not a near-terminal position. For position 6, we have
τ(6) → {7, 6, 5a, 5b} using Theorem 1(i), hence Q21 = Q22 = Q23 = Q25 = 1/6.
For position 5a in the state (5a, 3a, 1c), the ’regular’ case of Theorem 1 applies,
hence τ(5a) → {6, 5b, 4a, 4b}. The rest of the entries are computed similarly,
using Theorems 1 and 2. The transient matrix Q and absorption vector r in (6)
are obtained as follows:

Q =
1
6

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 1 1 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 1 0 0 1 0 1 0 0 0 0
0 2 2 0 0 2 0 0 0 0 0 0 0 0 0
0 0 1 1 1 1 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 1 1 0 1 0 0 0
0 0 0 1 0 0 0 1 0 1 1 0 0 0 0
0 0 0 0 0 0 0 1 1 0 1 1 1 0 1
0 0 0 1 0 1 0 0 1 1 0 0 0 0 1
0 0 0 0 0 0 1 1 0 1 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1 0 1 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 2 0 2
0 0 0 0 0 0 0 0 0 1 1 0 1 1 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(8)

and
r = (0 0 0 0 0 1/18 1/3 0 0 1/18 0 1/3 1/3 1/3 1/18)T . (9)

The solution of (6) using (8) and (9) then produces the 3rd place probabilities
of the various positions. For example, given the state (5, 3, 1), the probabilities
of placing 3rd are p(5) = 0.075227, p(3) = 0.196310, and p(1) = 0.728463. The
results are similar to the values obtained using numerical solutions to Markov
processes, which were given to 4 decimal places [6]. The corresponding ICM
values are (0.0972, 0.2083, 0.6944).

Unlike ICM or other methods, the actual number of chips of each player,
rather than just the proportion of the chips to those of the other players, affects
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that player’s probability of first ruin. The accuracy of the method allows very
minute differences in probabilities to be observed. As an illustration, the 3rd
place probabilities for states in multiples of (3, 2, 1) are shown in Table 1. As
x, y and z increase, the ruin probabilities approach a limiting value. The ICM
values are shown for comparison.

Table 1. Probabilities of placing 3rd for given states (x, y, z), where x : y : z are in
the ratio 3 : 2 : 1. The ICM values are shown for comparison.

(x, y, z) p(x) p(y) p(z)

(3, 2, 1) 0.12690355 0.25888325 0.61421320

(6, 4, 2) 0.12672895 0.25857077 0.61470028

(12, 8, 4) 0.12671616 0.25854223 0.61474162

(24, 16, 8) 0.12671533 0.25854029 0.61474439

(48, 32, 16) 0.12671528 0.25854016 0.61474456

(96, 64, 32) 0.12671527 0.25854016 0.61474457

ICM 0.1500 0.2667 0.5833

The time until first ruin can also be calculated from the model. For this
purpose, we adjust the transient matrix Q when S mod 3 = 0 by regarding the
state (S/3, S/3, S/3) as non-terminal. The time until ruin is calculated from the
row sum of N = (I−Q)−1. In Example 1, for the state (2, 1, 1), Q given by (7)
and I the 2 × 2 identity, we obtain

N =
1
14

(
15 6
3 18

)
(10)

and the row sum for both positions is 3/2, exactly the same value using the time
until ruin formula (2).

4 Conclusion

In this paper, a method of solving players’ first-ruin probabilities in the 3-tower
problem or gambler’s ruin with three players was presented. The assumptions
were that each player started with some nonzero number of chips and during
each round, two players were randomly selected in an even-money bet with a
randomly chosen winner winning one chip from the loser. One application of this
is computing equities in a partial information game (e.g. poker tournaments)
modeled as a random game. A multigraph of the various states given S total
chips was constructed. The method specified how to obtain the state transitions
and absorption probabilities, as given by Theorems 1 and 2. The resulting linear
system of the Markov chain were then used to solve the 3rd place (and thus
2nd place) probabilities of any state in S. Although a closed form formula was
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not derived for the probabilities, the method produces exact solutions instead
of numerical approximations. This made it possible to show subtle differences
in probabilities of first ruin as S was increased, while preserving the relative
chip ratios. In contrast, other methods, such as ICM or Brownian models, only
depend on the proportion of chips each player has, thus are independent of
any scaling factor. The calculated results were similar to previous numerical
approximations using Brownian motion, but differed from ICM by up to 15%,
although as mentioned, ICM and the 3-tower problem do not use the same
assumptions.

The 3-tower model may be extended to one wherein bet sizes are not fixed.
The multigraph form of such a model would be much more complex because the
number of edges and adjacent nodes is not limited to six. The model may also be
applied to other forms of the three-player gambler’s ruin such as player-centric
and symmetric games. An extension to an N -tower problem may be done but
the increase in complexity of the graph is expected to be significant.
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Abstract. We study the fitness function of the artificial bee colony algo-
rithm applying to solve the uncapacitated facility location problem. Our
hypothesis is that the fitness function in the artificial bee colony algo-
rithm is not necessarily suitable for specific optimization problems. We
carry out experiments to examine several fitness functions for the arti-
ficial bee colony algorithm to solve the uncapacitated facility location
problem and show the conventional fitness function is not necessarily
suitable.

Keywords: Swarm intelligence · Artificial bee colony algorithm · Unca-
pacitated facility location problem · Fitness function

1 Introduction

Efficient supply chain management has led to increased profit, increased mar-
ket share, reduced operating cost, and improved customer satisfaction for many
businesses [8]. For this purpose, it is getting more and more important in infor-
mation and communications technologies to solve optimization problem such
as the uncapacitated facility location problem (UFLP) which is a combinator-
ial optimization problem. The objective of the UFLP is to optimize the cost of
transport to each customer and the cost associated to facility opening, when
the set of potential locations of facilities and the customers are given, whereas
UFLP is known to be NP-hard (see [6]). In the context of performing economic
activities efficiently, various objects have been considered as facilities, such as
manufacturing plants, storage facilities, warehouses, libraries, fire stations, hos-
pitals or wireless service stations. Several techniques have been applied to the
UFLP such as the swarm intelligence algorithms or a meta-heuristics algorithm;
particle swarm optimization (PSO) [3], ant colony optimization (ACO) [5], arti-
ficial bee colony algorithm (ABC) [9], and genetic algorithm [7].

The method of simulating swarm intelligence is inspired by the movement
and foraging behavior in herd animals [10]. As typical examples, particle swarm
optimization was inspired by the behavior of groups of birds and fish, ant colony
optimization was inspired by the foraging behavior of ants. These have been
applied to a wide range of computational problems like data mining and image
c© IFIP International Federation for Information Processing 2015
I. Khalil et al. (Eds.): ICT-EurAsia 2015 and CONFENIS 2015, LNCS 9357, pp. 129–138, 2015.
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processing [1] in addition to numerous optimization problems like the traveling
salesman problem and the flow shop scheduling problem.

Inspired by the foraging behavior of honey bee swarm, D. Karaboga [4] pro-
posed the artificial bee colony (ABC) algorithm, which is an optimization algo-
rithm developed for a function optimization. In the ABC algorithm model, a
honey bee swarm consists of three types of bees which carry out different tasks.
The first group of bees are called employed bees. They have a potential solution,
evaluate its fitness value and keep the better solutions in their memory. The
second group of bees are called the onlooker bees. They choose potential solu-
tions on the basis of information provided by the employed bees. If a potential
solution has high fitness value, many onlooker bees choose the solution. The
third group of bees are called the scout bees. They explore new potential solu-
tions randomly. An employed bee whose potential solution has been abandoned
becomes a scout bee. The ABC algorithm is operated in an iterative manner by
these three groups of artificial honey bees to search a better solution. The ABC
algorithm is applied to many real-world problems, however, its mechanism has
not been understood in detail. In this paper we examine the fitness function that
is an important piece of the ABC algorithm by implementing several variants
and comparing with the original fitness function.

The paper is organized as follows. In Sect. 2 we review the uncapacitated
facility location problem and application of the ABC algorithm to the UFLP.
In Sect. 3 we show the results of our experiments and we examine the fitness
function of the ABC algorithm applied to the UFLP. In the last section, we
summarize our findings.

2 Artificial Bee Colony Algorithm for the Uncapacitated
Facility Location Problem

2.1 Uncapacitated Facility Location Problem

In the UFLP, a finite set F of facilities can be opened and a finite set D of
customers are present. Each facility i in F has a fixed opening cost fi ∈ R+,
where R+ stands for the set of positive real numbers. For each pair of i in F and
j ∈ D, a transport cost cij ∈ R+ for serving the customer j from facility i is
specified. It is possible to open any number of facilities and to assign each user
to any of the facilities opened that will serve for the user. The task of the UFLP
is to minimize the sum of the opening costs of the facilities and the transport
costs for each customer, that is, to minimize

∑
i∈X

fi +
∑
j∈D

cσ(j)j

where X ⊆ F is a subset of facilities to be opened and σ : D → X is an
assignment of each customer to an appropriate facility.
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2.2 Artificial Bee Colony Algorithm

In the UFLP with n potential facilities, that is |F | = n, for each employed
bee k is given the open facility vector Yk = [yk1, yk2, yk3, ..., ykn] representing a
potential solution, where yki = 1 if the i-th facility is open and yki = 0 otherwise.

For the open facility vector Yk of an employed bee k, X is defined to be the
set of facilities i in F such that yki = 1. Then the allocation σ : D → X for Yk

from each customer in D to an appropriate facility in X is uniquely determined
for the transport costs cij as follows. For each j in D, σ(j) is defined to be
i ∈ X so that cij is the smallest among {chj | h ∈ X}. If there are several such
i, we choose one of them randomly. The total cost xk for each employed bee k
is computed as the sum of the fixed cost of opening facility determined by the
open facility vector Yk and the transport cost of each customer to the opened
facilities.

Table 1. Open facility vector for an employed bee k

Facility A B C D E

Open facility vector Yk 1 0 0 1 1

Opening cost 10 8 4 7 3

Customer (Transportation costs) a 1 4 3 10 12

b 9 8 7 4 3

c 8 12 6 5 7

d 15 10 6 10 13

Let us see a concrete example shown in Table 1. In this example, 5 facilities
A, B, C, D, E and 4 customers a, b, c, d are given and the open facility vector Yk

for an employed bee k is given as [1, 0, 0, 1, 1]. The total cost xk for the employed
bee k is calculated as follows:
xk

= open facilities fixes costs
+ min (cost of supply from open facilities to customer)
= (10 + 7 + 3) + min(1, 10, 12)
+ min(9, 4, 3) + min(8, 5, 7) + min(15, 10, 13)
= (20) + (1 + 3 + 5 + 10)=20 + 19=39.

The fitness value fitness(xk) of the potential solution of the employed bee
k is calculated from its total cost xk by the formula below that is given in [4].

fitness(xk)
{

1
1+xk

if xk ≥ 0
1 + abs(xk) if xk < 0

(1)

where abs(xk) stands for the absolute value of xk. We remark that a larger fitness
value is better.



132 Y. Watanabe et al.

Step 1: Initialization. First, each entry in the open facility vector Yk of each
employed bee k is initialized to either 0 or 1 at random. We compute the fitness
value fitness(xk) by the formula (1) for each employed bee k in the population
B1 of employed bees. We remark that we do not use the later part 1 + abs(xk)
in the formula (1) because xk is always a positive number in case of the UFLP.

Step 2: Employed Bee Phase. In each iteration, each employed bee k obtains
a new potential solution candidate by manipulating the current potential solu-
tion. The open facility vector for k is updated by randomly selecting one facility
i in F and switching the bit corresponding to the selected facility (see Fig. 1). If
the fitness value of the new open facility vector for k is larger than the fitness
value of the previous vector for k, we update the open facility vector for k.

Fig. 1. Update of open facility vector

Step 3: Onlooker Bee Phase. To update onlooker bees, we select stochas-
tically one of the potential solutions, that is, one of the open facility vectors of
the employed bees, according to the probability pk determined by the following
formula:

pk =
fitness(xk)∑B1
l=1 fitness(xl)

(2)

Note that the selection follows the probability above and so employed bees
with larger fitness value have more bigger chance to be chosen. Like the process
similar to Step 2, if the open facility vector of the selected employed bee has
larger fitness value than the onlooker bee’s current solution, then we replace the
potential solution of the onlooker bee with the open facility vector of the selected
employed bee. This procedure is repeated for all onlooker bees in the population
B2 of the onlooker bees.

Step 4: Scout Bee Phase. For a cut limit c which is determined in advance,
if the fitness value of the open facility vector of an employed bee is not improved
during c times iteration, then the employed bee is discarded. We harvest the
employed bee whose open facility vector was discarded and turn it into a scout
bee by giving a new random open facility vector. This operation prevents the
search from falling into local optima.
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Step 5: Termination Condition of Iteration. The termination condition is
determined by the number N of iterations set in advance. When the program
reaches N , it outputs the open facility vector whose fitness value is the largest
and execution stops.

Begin
Initialize solution randomly (Step1)
Do

For Each employ bee (Step2)
search the new solution
If the solution is improved

Update the solution
For Each Onlooker bee (Step3)

Choice a solution by probability
search the new solution
If the solution is improved

Update the solution
For Each solution (Step4)

If it is not updated
search new solution randomly and update

While (Maximum Iteration is not reached) (Step5)
End

Algorithm. Pseudocode of the ABC algorithm for UFLP.

3 Experimental Results

We examine the fitness function given by (1) when we implement the ABC
algorithm for the UFLP to investigate the adequateness of the fitness function.

The ABC Algorithm was coded in C# language using Visual Studio and
run on an Intel Core i3 3.07 GHz Desktop with 2.0 GB memory. We used 12
data sets (cap 71, 72, 73, 74, 101, 102, 103, 104, 131, 132, 133, 134) of bench-
mark problems from OR-Library [2] compiled by J.E. Beasley. UFLP is called
Uncapacitated Warehouse Location Problem in the OR-Library. There are three
groups of benchmark problems of size m×n, where m is the number of customers
and n is the number of facilities: 50 × 16 (cap 71, 72, 73, 74), 50 × 25 (cap 101,
102, 103, 104), 50 × 50 (cap 131, 132, 133, 134), and the optimal solutions for
those instances are known. The performance of our program was evaluated by
average relative percent error (ARPE), hit to optimum rate (HR) and average
computational processing time (ACPU) that are introduced in [3].

ARPE is the average of the difference from the optimum expressed in per-
centages, and the lower ARPE shows it produces better solutions. HR represents
the number that the algorithm finds the optimal solutions across all repetitions
and the higher HR shows better performance. HR takes a value from 0.00 to
1.00 where 1.00 implies that the algorithm finds the optimal solution with prob-
ability 1. ACPU represents the time (in seconds) that the algorithm spends to
output one solution and the lower ACPU shows better performance.
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Table 2. Benchmark

Data set Size(m × n) Optimum

cap71 16×50 932615.75

cap72 16×50 977799.40

cap73 16×50 1010641.45

cap74 16×50 1034976.98

cap101 25×50 796648.44

cap102 25×50 854704.20

cap103 25×50 893782.11

cap104 25×50 928941.75

cap131 50×50 793439.56

cap132 50×50 851495.33

cap133 50×50 893076.71

cap134 50×50 928941.75

ARPE is defined by

ARPE =
R∑

i=1

(
Hi − U

U

)
× 100

R
(3)

where Hi denotes the i-th replication solution value, U is the optimal value
provided by [2], and R is the number of replications. In Table 2, we summarize
the data sets we used for our experiments. It shows the size of data sets and the
optimal solutions.

3.1 Experiment 1

We conducted an experiment to investigate 5 different candidates for fitness
value as follows:

fitness(xk) = 1 (4)

fitness(xk) =
1

1 + xk
(5)

fitness(xk) =
1

1 + (xk − x∗)
(6)

fitness(xk) =
1

1 + (xk − x∗)
2 (7)

fitness(xk) =
1

1 +
√

xk − x∗
(8)
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where x∗ represents the best solution obtained so far. Note that the formula (5)
is the original fitness function given in [4].

The results obtained in this experiment are shown in Figs. 2 and 3. For the
benchmark problem cap131, we set a population of employed bees B1 = 50, a
population of onlooker bees B2 = 200, and the number of repetitions N = 100
and the cut limit c ranges between 5 and 50. The x-axis of the graph represents
the cut limit c and the y-axis of the graph represents HR in Fig. 2 and ARPE
in Fig. 3, respectively. Comparing the formulas (4) and (5), we found that the
two formulas show almost the same results. This implies that the formula (5)
does not have a desired property as a fitness function. The formulas (6), (7) and
(8) are designed so that the fitness value is affected largely by the value of xk.
If the cut limit c is set small, we obtain better results in the formulas (6), (7)
and (8) than the formula (5), on the other hand, the cut limit c gets larger, then
the formula (5) gives a better result. This indicates that we can obtain a better
result in a shorter computation, although the search may fall in a local optimal.

Table 3. Experimental Results of the proposed fitness value

Problem fitness(xk) =
1

1+xk
fitness(xk) =

1
1000+(xk−x∗)

ARPE HR ACPU ARPE HR ACPU

cap71 0.000 1.00 0.1610 0.000 1.00 0.1674

cap72 0.000 1.00 0.1462 0.000 1.00 0.1490

cap73 0.000 1.00 0.1214 0.000 1.00 0.1215

cap74 0.000 1.00 0.1148 0.000 1.00 0.1173

cap101 0.000 1.00 0.2384 0.000 1.00 0.2482

cap102 0.000 1.00 0.2120 0.000 1.00 0.2231

cap103 0.000 1.00 0.2001 0.000 1.00 0.2061

cap104 0.000 1.00 0.1819 0.000 1.00 0.2065

cap131 0.349 0.06 0.5044 0.143 0.24 0.5357

cap132 0.214 0.03 0.4599 0.039 0.41 0.4976

cap133 0.173 0.04 0.4348 0.040 0.36 0.4501

cap134 0.039 0.73 0.4206 0.000 1.00 0.4360

3.2 Experiment 2

Considering the results of Experiment 1, we propose the following formula for
the fitness value:

fitness(xk) =
1

Q + (xk − x∗)
(9)

where Q is an arbitrary constant, given as a parameter to the algorithm.
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Fig. 2. Experiment 1: HR

Fig. 3. Experiment 1: ARPE

Figures 4 and 5 show how the value of cut limit c between 5 and 50 affects HR
and ARPE for the benchmark problem cap131 with bee populations B1 = 50,
B1 = 20 and the number of iterations N = 100. If Q = 106 or 108, the fitness
value of (5) is almost the same as the one for (9). If Q = 1, the fitness value
of (9) is almost the same as the one for (6). If Q = 104, the fitness value of
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Fig. 4. Experiment 2: HR

Fig. 5. Experiment 2: ARPE

(9) is better than (5). As a result of the experiment, we believe that the ABC
algorithm operates more efficiently by the fitness formula (9) with Q = 104.

Finally, we show the result of performing the proposed fitness value and
conventional fitness value for each set of benchmark problems in Table 3, where
we set the population of employed bees B1 = 50, the population of the onlooker
bees B1 = 200, the cut limit c = 20 and the number of repetitions N = 100.
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4 Conclusions

In this paper we discussed the fitness function of the ABC algorithm for the
UFLP by carrying out experiments of several variants and comparing with the
original fitness function. Our experiment indicates the conventional formula (5)
for the fitness value of the ABC algorithm is almost same as the fitness of a
constant function given by (4) for the benchmark problems and so it seems
inadequate for the UFLP. Therefore, we proposed a new formula (9) which can
appropriately weight the fitness value according to problem instances. Using the
formula (9) with a smaller value of Q, we can find more open facility vectors
whose total costs are low and it makes the search efficient. However, we consider
that the algorithm falls in a local optima when we use a too small value of Q and
the algorithm does perform adequately. In our experiment, the ABC algorithm
with the fitness function (9) with Q = 104 performs best and exceeds the original
formula (5). The new candidate for the fitness function is worth being applied
to other problems, although we do not know how to adjust the value of Q for
specific optimization problem. It will be our future research to study how to
adjust the value Q for a specific optimization problem such as TSP.
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Abstract. The game of Amazons is a combinatorial game sharing some
properties of both chess and Go. We study programs which play Amazons
with strategies based on Monte-Carlo Tree Search and a classical search
algorithm, Alpha-Beta pruning. We execute several experiments to inves-
tigate the effect of increasing the number of searches in a Monte-Carlo
Tree Search program. We show that increasing the number of searches is
not an efficient method to strengthen the program for Amazons. On the
other hand, augmenting the algorithms with a choice of several evalua-
tion functions fulfills has great influence on playing strength.

Keywords: Amazons · Two player games · Monte-Carlo tree search ·
UCT · Game programs · Playouts · Alpha-Beta pruning · Evaluation
function

1 Introduction

Artificial intelligence is an important technology in our digitalized society. There
are many applications of artificial intelligence to industry, e.g., data mining in
big data processing, natural language processing, robotics, intelligent agents and
machine learning, etc. One of the most important applications, as well as proving
grounds for artificial intelligence methods is to create game playing programs for
board games like chess or Go. Monte-Carlo Tree Search is one of the simple, yet
often efficient approaches along this line. We shall study the performance of
a simple Monte-Carlo Tree Search program playing Amazons compared with
traditional artificial intelligence methods like Alpha-Beta pruning.

Alpha-Beta pruning is a search algorithm that applies an evaluation func-
tion to each leaf node in the game tree and selects the node with the highest
evaluation based on the Mini-Max principle. It has been widely studied for a
long time as a search program for two player games such as Shogi and Reversi.
When applying this method, it is important to use strong evaluation functions
[11] and enhanced pruning techniques of the game tree [10]. Monte-Carlo Tree
Search (MCTS for short) is a search algorithm based on probability statistics,
c© IFIP International Federation for Information Processing 2015
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and it can create a strategy without using an evaluation function which is first
implemented by Coulom [6]. This property made it a prime candidate for games
for which it is difficult to create an evaluation function such as Go [8] and
Arimaa [20]. For instance, it was considered difficult to write a strong program
for Go using conventional Mini-Max search technique. However, programs such
as CrazyStone [7], based on MCTS, were able to win computer Go tournaments,
proving the validity of the approach.

The game of Amazons (Amazons for short) is a two player game [24] sharing
some attributes with both chess and Go, but also being different from them in
crucial ways. There are more legal moves in each turn in the game of Amazons
than in chess. A strong game playing program must explore the game tree to
great depth. However, searching deeply in Amazons with a simple Alpha-Beta
pruning is ineffective, because the state space is huge; the number of legal moves
is so great that doing a full width search is impractical throughout at least the
first two thirds of an Amazons game [3]. Therefore, creating a strong player using
only Alpha-Beta pruning is impossible.

Amazons has been extensively studied, see, for instance, the analysis of 2×n
Amazons [4], the analysis of endgames [5,13,14], the Amazons opening book
[16], and a study of creating strong programs by combining an evaluation func-
tion and MCTS [12]. Nobody succeeded in creating a strong game playing pro-
gram of Amazons based on simple MCTS. Kloetzer et al. [15,17] gave much
stronger approaches by combining MCTS and an evaluation function in the
search process. They also showed that the strength of MCTS combined with an
evaluation function for Amazons can be enhanced by increasing the number of
simulations. However, we are not aware of any previous analyses of direct play
between simple MCTS not using an evaluation function and Alpha-Beta prun-
ing. As such a study would emphasize the gain brought by combining evaluation
functions with MCTS, we conducted experiments in this direction.

We will carried out experiments in which a simple MCTS program not using
an evaluation function plays against an Alpha-Beta pruning program using the
classical evaluation function. We recorded how many times the MCTS program
won against the Alpha-Beta pruning program and the average time that each
program took to output a move. Our experiment showed that Alpha-Beta prun-
ing is stronger than the simple MCTS program and increasing the number of
simulations in a simple MCTS is inefficient for strengthening the strategy for
Amazons.

2 The Game of Amazons

The game of Amazons is a combinatorial two-player game invented in 1988 by
Zamkauskas [24] and first published (in Spanish) in issue 4 of the puzzle magazine
El Acertijo in 1992. Amazons is played on a 10× 10 chess-style board. The game
starts by placing four black and white queens on the specified cells on the board.
The first player (PW ) selects and moves one of the white queens according to the
movement of a queen in chess (vertical, horizontal and diagonal straight lines on
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the board). Then, PW chooses any empty cell in the range of the queen moved
and thwarts it. No piece can be placed on the thwarted cell nor pass through it
thereafter. Similarly, the second player (PB) selects and moves one of the black
queens and chooses any empty cell in the range of the queen moved and thwarts
it. The players PW and PB move alternately and the player who can no longer
complete their moves (both moving a queen and thwarting a cell) loses the game.
Amazons resembles Go in that it is considered good strategy for one to create
their own territory, while the movement of the pieces on the board is borrowed
from chess. It should be noted, that while Amazons originally uses a 10× 10
board, the game can also be considered in a more general manner on an n × n
board as a variant. Figure 1 shows the initial setting of an Amazons game and
the board after the first player made their first move.

Fig. 1. From initial placement to the first movement of PW

Amazons is known to have a very large number of legal moves in a given turn
compared with other board games such as chess, Shogi or Go. For example, the
number of legal moves of a player in their turn in chess is about 35 on average
(see [1]), in Shogi it is 80 (see [22]) and in Go it is 361 on a 19× 19 board. In
contrast, in the first turn of Amazons the starting player has 2176 legal moves,
and each player has 400 legal moves per turn on average even during the game.
Therefore, the evaluation of the game tree involves many more states than in
the case of previously mentioned board games and creating a strong computer
player for Amazons is considered difficult [3].

3 Alpha-Beta Pruning

The game tree for a two-player game is a directed graph whose nodes are states
in the game and whose edges are legitimate moves. Alpha-Beta pruning is an
algorithm to find the best move from a state according to an evaluation function
and the Min-Max principle (see [18]) by analyzing part of the game tree. The
algorithm has been studied since J. McCarthy showed an idea in 1956. It is a
widely used algorithm in the field of two player games; notable examples includes
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chess and Reversi. First, Alpha-Beta pruning expands the game tree until a
specified search depth. After that, it applies the evaluation function to the child
nodes of the portion of the game tree expanded up to then. The evaluation of the
nodes higher up in the tree is done by the Mini-Max principle. After obtaining
the evaluation of all the nodes, the algorithm selects the move leading to the
child node with the highest value.

Alpha-Beta pruning can lead to a stronger strategy if one increases the
allowed search depth. However, since Amazons has a very large number of legal
moves on average, it is difficult to explore the game tree to a large depth because
of time and memory limitations. The Alpha-Beta pruning program in our exper-
iment used depth-first search for evaluating the nodes to a depth of 2. Several
different heuristics for Amazons have already been studied [9]. For the Alpha-
Beta pruning programs we used the three evaluation functions given in [21] and
described below. In what follows, by turn player in a state we mean the player
whose turn it is to move in that state and by opponent we mean the other. When
not specified explicitly, by evaluating a state we mean evaluation from the point
of view of the turn player.

3.1 Mobility Evaluation

In Amazons, it is advantageous to have more legal moves available in one’s turn
because players who cannot move, lose the game. Consequently, if the number of
legal moves is small in a state, it is considered to be an unfavorable game-state for
the player. In other words, reducing the number of legal moves of the opponent is
considered as an effective strategy. Let mobility evaluation (ME) of a state be the
value obtained by subtracting the number of legal moves of the opponent from
the number of legal moves of the turn player in a given game state. For example,
if PW has 161 legal moves in a certain game state and PB has 166 moves, then
ME of the state X from PW ’s point of view is MEW (X) = 161 − 166 = −5.

3.2 Territory Evaluation

The concept of territory is important in Amazons. A territory of a player is a
cell which is reachable by the queens of only that player, so advantageous game
states should have many of these. The player who has access to more empty cells
is in advantage because the playing area is divided in several separated subareas
in the end-game of Amazons.

Figure 2 shows the minimum number of moves required to reach each cell on
the game board by any of the pieces of the players. The value in the upper left
corner of each blank cell is the minimum number of moves needed for PW to
reach it, whereas the value in the lower right corner represents the corresponding
number required for PB . For example, to reach cell C6, player PW needs at least
four moves, e.g., B8 → A7 → A6 → B5 → C6. In contrast, PB requires only
two moves, B3 → A4 → C6. Therefore, PB has a faster access to C6 than PW

so according to territory evaluation, cell C6 belongs to the territory of PB . Let
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Fig. 2. Territory evaluation

DX(A) denote the minimum number of moves needed for player X to reach cell
A. In the example above, DW (C6) = 4 and DB(C6) = 2.

We compute the minimum number of moves needed for each player in this
manner for each blank cell on the board and take the sum over all blank cells
to obtain the evaluation of the game-state based on the territories. We define
territory evaluation of a state X for PW as follows.

TW (X) =
∑

empty cells A

Δ1(DW (A),DB(A)),

where

Δ1(n,m) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0 (n = m = ∞)
1
5 (n = m < ∞)
1 (n < m)
−1 (n > m)

The evaluation value of the cells that both players reach in the same number of
moves may be set to an arbitrary value; in setting it to 1

5 we followed [21].

3.3 Relative Territory Evaluation

The basic idea of relative territory evaluation is similar to that of territory eval-
uation. In essence, territory evaluation counts the number of cells that can be
reached by a player in less moves than by the other player, disregarding the
actual difference in the number of moves. In contrast, relative territory evalua-
tion assesses the difference in the number of moves needed by the two players to
reach each blank cell. Let us define relative territory evaluation of state X for
PW as follows.
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RTW (X) =
∑

empty cells A

Δ2(DW (A),DB(A))

where

Δ2(n,m) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

5 (m = ∞, n < ∞)
−5 (n = ∞,m < ∞)
0 (n = ∞,m = ∞)
m − n (otherwise)

For a cell which can be reached by only one of the players, the difference in
number of moves is by default infinite. However, for implementation purposes it
is convenient to avoid treating infinity and so we set the difference to 5 in those
cases.

4 Monte-Carlo Tree Search

A Monte-Carlo algorithm [23] is a randomized algorithm whose output is allowed
to be incorrect with a certain probability. Even though the answer may be
incorrect, in some cases this approach can be much more efficient than using
deterministic algorithms. A Monte-Carlo tree search (MCTS) [6] is a Monte-
Carlo algorithm suitable for certain decision processes, most notably employed
in game playing. Random simulations in a game tree called playouts are employed
to select the next move by game playing programs. MCTS has received consid-
erable interest due to its great success in playing Go [7].

MCTS employs playouts, which are simulations to determine the outcome
of a game played by two players who choose their moves randomly until the
game ends. As a refinement of MCTS, the method of upper confidence bounds
applied to trees (UCT) was introduced by Kocsis and Szepesvári [19] based on
the UCB1 algorithm proposed by Auer et al. [2]. In a game state G with child
states G1, . . . , Gk, a UCT algorithm selects a child state for which the UCB1
value is maximal among the ones computed for each Gi. The UCB1 value of
each child state Gi is defined by the following equation:

UCB1(Gi) = xi +

√
log n

ni
min(

1
4
, xi − xi

2 +
√

2 log n

ni
)

where

– n is the number of playouts executed from game state G,
– ni is the number of playouts executed from child state Gi,
– xi = xi

ni
is the win-loss ratio of Gi, where xi is the number of wins among

playouts from Gi.

A UCT program does not necessarily have an evaluation function and its
move selection depends only on the result of playouts.

Through selecting a child node, executing the playout, and repeatedly updat-
ing winning percentages, it is possible to find the most selected child node and
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recommend it as the final move. UCT explores the game tree to a great depth
by repeating playouts, therefore it can be configured to be a strong player by
increasing the number of searches (or the allowed search time).

5 Experiment

5.1 UCT vs. Alpha-Beta

We compared a UCT algorithm and Alpha-Beta pruning by letting these two
programs play Amazons against each other. This experiment not only compared
the relative strength of UCT and Alpha-Beta pruning in Amazons but also aimed
to evaluate the improvement of the UCT program when increasing the number
of allowed searches.

We employed a simple UCT program not using heuristic techniques such as
pruning. The number of playouts performed was 10000, 30000, 50000, 100000,
200000. The Alpha-Beta pruning programs had maximum search depth 2 and
used one of the three types of evaluation functions described in Sect. 4, respec-
tively.

We executed the experiment on a 10 × 10 board. For each match-up, we
performed 50-50 simulations with the UCT program being the first player and
the second player, respectively, and we recorded the number of times the UCT
program won. In addition, we recorded the average time taken by UCT and
Alpha-Beta pruning to make one move and the average time it took to play one
game. This experiment was performed by using an Amazons match simulator
written in C#, developed by us. To be able to measure the times correctly,
while one game playing program is searching for a move, the other does not
compute anything. Our experiments were run on a computer with Windows 7
Professional(64bit), having an Intel(R) Xeon(R) CPU E31245(3.30 GHz) and
memory of 16 GB.

5.2 Experimental Results

Table 1 shows the number of times that the UCT programs (with different num-
ber of playouts) won against the three Alpha-Beta pruning players out of 100
games (50-50 as first and second player, respectively). Figure 3 shows the average
time taken for a move by the programs. The vertical axis of the graph is average
search time for one move; the horizontal axis represents the number of playouts
performed by the UCT. The time taken by the Alpha-Beta pruning algorithms
to compute a move only depends on the depth (2) and on the individual states
being evaluated. As the depth was fixed, the slight variations in average com-
puting time for the Alpha-Beta pruning programs is probably due to having
to evaluate different game states reached by the changing strategy of the UCT
programs and to the relatively low number of matches between the programs.
We expect that increasing the number of head-to-head matches would drive the
averages closer to each other approximating a horizontal line.
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Table 1. UCT vs Alpha-Beta: number of wins for the UCT.

Mobility Territory Relative territory

UCT 10000 71 1 9

30000 89 8 40

50000 90 11 43

100000 97 24 57

200000 100 34 66

With respect to the number of wins of UCT against Alpha-Beta pruning, the
winning percentages of UCT were very different depending on the evaluation
function of the opponent. territory evaluation is strongest when comparing the
three types of evaluation functions. Against TE, even the UCT program with
200000 playouts won only 34 out of 100. In contrast, when playing against mobil-
ity evaluation, the UCT gained significant strength by increasing the number of
playouts, the strongest one (200000 playouts) winning all 100 matches.

There are clear differences in the number of wins against the three evaluation
functions, but it can be clearly seen that even when the UCT performed poorly
(vs. TE) its number of wins was much higher with 200000 playouts than with
10000.

Fig. 3. UCT vs Alpha-Beta: the average time taken by the programs to make a move
(sec).

Now let us see the computation time required to make one move by the
programs. With 10000 playouts, the UCT needed on average 4 s to decide on
a move and this is almost the same as for Alpha-Beta pruning. However, the
required time increased in accordance with the increase in the number of play-
outs. The UCT program with 100000 playouts needed on average 30 s, while the
UCT with 200000 playouts took on average 55 s. The UCT program with 200000
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playouts had less wins than losses against Alpha-Beta pruning using territory
evaluation, even though it required more than 30 times the computation time of
the Alpha-Beta pruning program.

Meanwhile, among the three versions of Alpha-Beta pruning there was only
a small difference in computing time due to the difference in the evaluation
function. Alpha-Beta pruning using mobility evaluation did not record a single
win against the UCT with 200000 playouts. However, against relative territory
evaluation under the same conditions the UCT won only 34 times. This means
that while increasing the number of playouts improved the UCT program, the
gain depended heavily on the evaluation function of the opponent, while Alpha-
Beta pruning was greatly enhanced by changing the heuristic. Moreover, the
increase in playouts caused a significant increase in computing time for UCT,
whereas the computing time for Alpha-Beta pruning was not greatly influenced
by the change in the evaluation function.

6 Conclusions

We conducted an experiment in which we set UCT based strategies against
Alpha-Beta pruning ones in Amazons matches. We showed that even Alpha-Beta
pruning with territory evaluation is faster than the simple UCT. Increasing the
number of playouts (and thus computing time, too) led to improvements in the
UCT. However, with 200000 playouts allowed, the UCT program consumed 30
times more computation time and still only won 34 out of 100 games against
Alpha-Beta pruning using territory evaluation. In conclusion, it looks like there
is more to gain in playing strength for Amazons programs by improving the
evaluation function and using classical methods like Alpha-Beta pruning than
by increasing the number of playouts using the MCTS strategy.
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Abstract. Currently, TLS1.0 is one of the most widely deployed pro-
tocol versions for SSL/TLS. In TLS1.0, there are only two choices for
the bulk encryption, i.e., RC4 or block ciphers in the CBC mode, which
have been criticized to be insecure.

In this paper, we explore the current status of the CBC mode in
TLS1.0 and prove theoretically that the current version of the (patched)
CBC mode in TLS1.0 satisfies indistinguishability, which implies that it
is secure against BEAST type of attacks.

Keywords: TLS1.0 · The BEAST attack · Security

1 Introduction

1.1 CBC Mode in TLS1.0

The SSL/TLS is one of the most widely deployed cryptographic protocols used
in the network. In fact, SSL/TLS is employed in almost all the popular services
for online shopping and online banking. At the same time, many cryptographic
attacks against SSL/TLS have been found, e.g., CRIME, Lucky Thirteen [2],
BEAST [5], POODLE [7] and RC4 bias attacks [1,6].1

In SSL/TLS, many cryptographic primitives have been employed, e.g., RSA,
DH(E), AES, RC4, CBC mode, and HMAC. Among them, we are going to focus
on the CBC mode in TLS 1.0, which is one of the most problematic cryptographic
primitives in SSL/TLS. To see this, let us introduce how the CBC mode is used
in SSL/TLS. In SSL/TLS, a plaintext is “tagged” before the encryption. That
is, to encrypt a plaintext M , the tag t is firstly generated and then the message

M ′ = M‖t

is encrypted by the CBC mode. Then, the ciphertext of the (tagged) message
M ′ = (M ′[0],M ′[1], . . . , M ′[m − 1]) is encrypted as

IV,FK(IV ⊕ M ′[0]), . . . ,FK(C[m − 2] ⊕ M ′[m − 1]‖PAD‖PAD LEN), (1)

where FK : {0, 1}λ → {0, 1}λ is a block cipher modeled as the pseudorandom
permutation, λ is the block length, IV is an initial vector, PAD is a padding,
1 For the overview of the recent attacks, see [9].
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PAD LEN is the length of PAD, C[0] = F(IV⊕M [0]) and C[i] = FK(C[i−1]⊕M ′[i])
for 1 ≤ i ≤ m − 1.

The CBC mode in TLS1.0 has two potential weaknesses: one is in the padding
and the other is in the choice of the initial vector IV [13].

Padding: In the encryption of the form Eq. (1), which is known as Mac-then-
Enc, the message authentication code is not applied to the padding. That is, the
padding is appended after the generation of the tag. Accordingly, we can consider
two errors: the error of the padding and that of the message authentication
code. If the adversary can distinguish these two errors, an attack known as
the padding oracle attack [10] works. For a concrete example, there exists a
timing analysis [4] which enables the adversary to distinguish these two errors.
However, this problem has been repaired in some implementations of SSL/TLS,
e.g., OpenSSL 0.9.6c, 0.9.6i, and 0.9.7a. There is a possibility that other side
channel information can be used to attack the CBC mode. In fact, for SSL3.0,
the Möller et al. [7] showed a practical attack against the CBC mode in SSL3.0,
named the POODLE attack. However, this attack cannot be applied directly to
the CBC mode in TLS1.0 since a different padding scheme is employed.

Choice of IV: In TLS1.0, the initial vector IV is chosen from the last block of the
ciphertext, therefore the adversary who can eavesdrop the ciphertexts knows
the IV before the next plaintext is encrypted [8]. Since this means that IV is
predictable from the adversary’s viewpoint, the CBC mode in TLS1.0 does not
satisfy indistinguishability.

However, this does not immediately imply that the adversary can recover
the whole plaintext and moreover it was expected that the time complexity
of the recovering the plaintext would be O(2λ) for one block of ciphertexts.
Unfortunately, such an idea was not true. Duong and Rizzo demonstrated the
BEAST attack [5] whose time complexity is O(λ).

1.2 On BEAST Attack

To launch the BEAST attack, two underlying conditions must be satisfied. One
is that there exists a software bug on Same Origin Policy (SOP) in the browser
and the other is the predictability of IV, which is the case of the CBC mode in
TLS1.0. The attack has huge impact since Duang and Rizzo found the software
bug on SOP in Java. At present, a software patch for Java is released but there is
a possibility that there are many software bugs. Hence, browser vendors such as
Microsoft, and Mozilla released a software patch for the CBC mode in addition
to the patch for Java [9].

1.3 Contributions

According to [14], currently, TLS1.0 is the most widely deployed protocol version
in SSL/TLS, and the CBC mode is used in many ciphersuites. Although the
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software patch is released for the CBC mode, there has been a problem remained.
That is, it is not clarified whether or not the patched CBC mode is secure against
BEAST type of attacks. In this paper, we show that the patched CBC mode
satisfies the indistinguishability, which implies that the CBC mode is secure
against BEAST type of attacks. As far as we know, this is the first time to
show that the current version of the CBC mode in the TLS1.0 satisfies the
indistinguishability despite the fact that TLS1.0 is widely used in practice.

2 Preliminaries

2.1 Definition

Let λ, τ denote security parameters, where each of them represents the length
in byte. The length is often considered in byte, and hence λ, τ are multiple of
eight. The negligible function is denoted by ε(λ), or simply by ε.

Pseudorandom Function and Permutation: A pseudorandom function (PRF) P
consists of a pair of algorithms (K,F):

– The key generation algorithm K is a ppt (probabilistic polynomial time)
algorithm and generates a key K.

– The evaluation algorithm F is a deterministic polynomial time algorithm. It
generates F(K,x) given the key K and a point x.

Definition 1 (Pseudorandom Function, PRF). We say that P = (K,F) is
PRF if for any ppt algorithm A,

∣∣Pr[K $← K : AF(K,·) = 1] − Pr[F ′ $← R : AF ′(·) = 1]
∣∣≤ εPRF(λ),

where R is a set of all functions such that both the domain and the range are
the same as F(K, ·), respectively.
If the function FK(·) := F(K, ·) is a permutation, then we say that P is a
pseudorandom permutation (PRP). In this case, we denote the negligible func-
tion by εPRP.

Symmetric Key Encryption: The symmetric key encryption (SKE) scheme SE
consists of a triple of algorithms (K, E ,D):

– The key generation algorithm K is a ppt algorithm which generates a key
K.

– The ppt encryption algorithm E takes a key K and a plaintext M as input,
and outputs a ciphertext C. If we consider a stateful SKE, then E has addi-
tional input st as a state, and outputs a new state st′ as well.

– The decryption algorithm D is a deterministic polynomial time algorithm.
This algorithm takes a ciphertext C and a key K as input and outputs a
plaintext M or ⊥ representing an invalid ciphertext. If we consider a stateful
SKE then D is given a state st and outputs a new state st′ in addition.
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The SKE scheme must be “decryptable.” That is for any key K and any plain-
text M ,

D(K, E(K,M)) = M

must be satisfied.
To define the security, we consider the function LRK,b(M0,M1) = E(K,Mb),

where b ∈ {0, 1}.

Definition 2 (IND-CPA). We say that the SKE SE = (K, E ,D) satisfies the
(εIND, q) IND-CPA if for any ppt algorithm A,

AdvIND(λ) =
∣∣Pr[K $← K, b

$← {0, 1}, b′ $← ALRK,b(·,·) | b = b′] − 1
2

∣∣≤ εIND(λ),

where q is the number of queries to LR oracle.

Message Authentication Code (MAC): The message authentication code (MAC)
scheme MA consists of a triple of algorithms (K, T ,V).

– The key generation algorithm K is a ppt algorithm and outputs a key K.
– The tag generation algorithm T is a deterministic polynomial-time algorithm.

This algorithm takes a key K and a plaintext M as input and outputs a tag
t of length τ .

– The verification algorithm V is a deterministic polynomial-time algorithm.
This algorithm takes a key K, a message M , and a tag t as input, and outputs
0 or 1.

We say that MA satisfies the completeness if V(K,M, t) = 1 is equivalent to
t = T (K,M). We assume that, for a randomly chosen key K, T (K, ·) is a
pseudorandom function. The negligible function will be denoted as εPRF.

2.2 The Format in SSL/TLS

In the CBC mode of SSL/TLS, to encrypt the plaintext CONTENT, some additional
information for maintaining the SSL/TLS session is appended. That is,

CONTENT, MAC, PAD, PAD LEN

are encrypted, simultaneously. Here PAD is a padding, PAD LEN is the length of
the padding, and MAC is a tag of

SEQ NUM, CONTENT TYPE, LEN, CONTENT

generated by the message authentication code HMAC.
A sequence number SEQ NUM is a binary sequence of length 64 in bit. This is

a counter starting from 0, and the length of the message CONTENT is incremented
for every encryption. This is originally for preventing the replay attack, but
we show later that this counter makes the “patched” CBC mode in TLS1.0
indistinguishable.

There is other information such as CONTENT TYPE, but these are not related
to our security analysis.
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Table 1. The original CBC mode in TLS1.0 (WeakCBC mode)

Algorithm KWeakCBC Algorithm EWeakCBC(K,M ; st)

K
$← KPRP IV ← st

Output K M [0], . . . ,M [n − 1] ← M
C[0] ← FPRP(K,M [0] ⊕ IV)
For i = 1 to n − 1

C[i] ← FPRP(K,M [i] ⊕ C[i − 1])
Output C = (IV, C[0], . . . , C[n − 1]) and st = C[n − 1]

3 The Effect of the Patch

Let λ be a block length of the underlying block cipher (in byte), and let ‖ be
concatenation. Then, for a binary sequence X, we define X[i] as

X =

λ byte︷︸︸︷
X[0] ‖

λ byte︷︸︸︷
X[1] ‖ · · · ‖

≤λ byte︷ ︸︸ ︷
X[n − 1],X[i..] =

λ byte︷︸︸︷
X[i] ‖ · · · ‖

≤λ byte︷ ︸︸ ︷
X[n − 1] .

Hence, except for the last block X[n − 1], X[i] is λ byte. Let X[i] be a byte
sequence of λ′(≤ λ) byte. Then we define X[i][j] as

X[i] =

1 byte︷ ︸︸ ︷
X[i][0] ‖ · · · ‖

1 byte︷ ︸︸ ︷
X[i][λ′ − 1],X[i][j..] = X[i][j]‖ · · · ‖X[i][λ − 1]‖X[i + 1..].

3.1 Weak CBC Mode in TLS1.0

Let P = (KPRP,FPRP) be a PRP. The CBC mode in TLS1.0 is implemented as
Table 1, where we assume that the length of the message M is multiple of λ,
and the initial vector IV is chosen random at the beginning. The decryption
algorithm DWeakCBC is not described since it is trivial.

We call this version of the CBC mode as the WeakCBC mode. Clearly, in
the WeakCBC mode, since the adversary knows IV(= C[n − 1]) in advance, it
does not satisfy the IND-CPA security. This is the reason why the original CBC
mode (WeakCBC) is vulnerable to the BEAST attack.

3.2 Unpatched CBC

In TLS1.0, the encryption is done by Mac-then-Enc. Hence, the tag is generated
before the message is encrypted in the CBC mode. (See Table 2.) In Table 2,
c plays the role of the counter which starts from 0. The counter represents the
sequence number SEQ NUM in Sect. 2.2. Other information such as TYPE is not
related in our security analysis, and hence we remove from this algorithm.

The algorithm Pad is the padding algorithm which is defined as Eq.(1), and
Pad−1 is the algorithm which removes the padding.
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Table 2. Unpatched CBC (WeakTLS1.0)

Algorithm KWeakTLS1.0 Algorithm DWeakTLS1.0(K,C; st)

KWeakCBC
$← KWeakCBC Parse st as c

KMA
$← KMA Parse K as (KWeakCBC,KMA)

K ← (KWeakCBC,KMA) M ← DWeakCBC(KWeakCBC, C)
Output K M ← Pad−1(M )

If M = ⊥ then parse M as M t
Algorithm EWeakTLS1.0(K,M ; st) else output ⊥

Parse st as (stWeakCBC, c) If T (KMA, c M M) = t,
Parse K as (KWeakCBC,KMA) output (M, c+ |M |)
t ← T (KMA, c M M) else output ⊥
(C, stWeakCBC) ← EWeakCBC(KWeakCBC,Pad(M t); st)
Output (C, (stWeakCBC, c+ |M |))

Table 3. Patched CBC (SplTLS1.0)

Algorithm KSplTLS1.0 Algorithm ESplTLS1.0(K,M ; st)

K
$← KWeakTLS (C0, st) ← EWeakTLS1.0(K,M [0][0]; st)

Output K If M is one byte then output (C0, st)
else (C1, st) ← EWeakTLS1.0(K,M [0][1..]; st)
and output (C0, C1) and st

Note that MA = (KMA, T ,V) is the message authentication code. We say
that the authenticated encryption of Table 2 as WeakTLS1.0.

Since IV is predictable, WeakTLS1.0 does not satisfy the IND-CPA property
as well.

3.3 Patched CBC

By the BEAST attack, some software patches for the WeakTLS1.0 described in
Sect. 3.2 are released by browser vendors. Since some patches are not sufficient for
the practical use due to the lack of the interconnectivity, they are no longer used.
At present, the software patch named 1/n−1 Record Splitting Patch [11] is widely
used, which is implemented as Table 3, and Fig. 1. We call the authenticated
encryption scheme described in Table 3 as SplTLS1.0. For the decryption, the
algorithm outputs the plaintexts using DWeakTLS1.0 multiple times.

In SplTLS1.0, the encryption algorithm for WeakTLS1.0 is invoked two times
to encrypt the message M . For the first time, the first byte of the message
M [0][0] is encrypted, and for the second time the remained message M [0][1..] is
encrypted. The security proof of SplTLS1.0 is given as follows:

Theorem 1. If P is PRP, and MA is (complete) PRF, then SplTLS1.0 satis-
fies (εIND, q) IND-CPA security, where

εIND = 2εPRF + 2εPRP +
q′(q′ − 1)

28λ
+ εG4 +

q′2

28λ
.
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Fig. 1. Patched CBC: 1/n − 1 Record Splitting Patch Applied WeakTLS1.0
(SplTLS1.0)

and 8λq′ is the bit-length of all the ciphertexts generated by LR oracle. For εG4,

– if λ − 1 ≤ τ then, εG4 = q(q−1)
28λ−7

– else εG4 = q(q−1)
28τ−1 .

Therefore, the indistinguishability of the patched CBC mode depends on the
tag length. For example, if AES and HMAC-SHA1 are employed then λ = 16,
τ = 20 and hence εG4 = q(q − 1)/2121. However, if the truncated message
authenticated code is used instead (as RFC 6066 [15]), then τ = 10 and hence
εG4 = q(q − 1)/279.

4 Security Proof of Theorem 1

We define a sequence of games and prove its IND-CPA security. In Game i, the
probability of the adversary D outputting 1 is described by

Pr[D = 1 | Game i].

Game 0: In this game, we set b = 0 in the definition of IND-CPA. Therefore,

Pr[D = 1 | Game 0].

Game 1: This is the same as Game 0 except for the following. The modification
is to replace the PRP F with the random permutation. By the definition of PRP,

|Pr[D = 1 | Game 0] − Pr[D = 1 | Game 1]| ≤ εPRP.
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Game 2: This game is the same as Game 1 except for the following. We replace
the random permutation P with the random function. By the switching lemma
of [3],

|Pr[D = 1 | Game 1] − Pr[D = 1 | Game 2]| ≤ q′(q′ − 1)
28λ+1

,

where q′ is the number of queries to the random permutation. Therefore, this is
a total block length of the ciphertexts.

Game 3: This is the same as Game 2 except for the following. We replace MA
modeled as the PRF with the random function. Since the difference is bounded
by the definition of the PRF,

|Pr[D = 1 | Game 2] − Pr[D = 1 | Game 3]| ≤ εPRF.

Game 4: This game is the same as Game 3 except for the following. Let Mi be
the i-th message to be encrypted in LR oracle, and let ci be its counter. Also we
define

Ii = Pad(Mi[0][0]‖T (ci‖|Mi[0][0]|‖Mi[0][0])).

In this game, if there exists a pair (i, j) (i 	= j) such that Ii[0] = Ij [0] then
LR oracle stops. Let Colli,j be the event that there exists a pair (i, j) (i 	= j)
such that Ii[0] = Ij [0]. Then, if for every i, j (i 	= j), Colli,j does not occur then
the probability that D outputs 1 in Game 3 and in Game 4 are the same.

Let us estimate the amount of Pr[Colli,j ]. Depending on the length of the
tag τ , we consider two cases λ − 1 ≤ τ and λ − 1 > τ .

Case λ − 1 ≤ τ in Game 4 : Since M [0][0] is 1 byte which can be controlled by
the adversary, and λ − 1 ≤ τ , the input to FK is

A = IV ⊕ M [0][0]‖t[0][0]‖ · · · ‖t[0][λ − 2],

where t = T (ci‖|Mi[0][0]|‖Mi[0][0]).
Further, since ci is a counter, the input ci‖|Mi[0][0]|‖Mi[0][0] to T is not

duplicate. Hence, A[0][1..] is random since T is a random function. Therefore,
for every i, j (i 	= j), Pr[Colli,j ] ≤ 1/28λ−8. Taking the union bound, we have

|Pr[D = 1 | Game 3] − Pr[D = 1 | Game 4]| ≤ εG4

where εG4 = q(q−1)
28λ−7 , and q is the number of queries to LR oracle.

Case λ − 1 > τ in Game 4: By the similar discussion as above, we can estimate
the difference as

|Pr[D = 1 | Game 3] − Pr[D = 1 | Game 4]| ≤ εG4,

where εG4 = q(q−1)
28τ−1 .
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Game 5: This game is the same as Game 4 except for b = 1. We prove that the
difference of probability D outputting 1 in Game 5 and in Game 4 is

|Pr[D = 1 | Game 4] − Pr[D = 1 | Game 5]| ≤ q′2

28λ
. (2)

If the input to the random function FK is not duplicate, then a bit b is
information theoretically hidden. Therefore, we estimate the probability that
the input to FK duplicates. Let Bad be the event that input to the random
function duplicates. Then, the left-hand side of inequality (2) is bounded by
Pr[Bad].

The oracle LR encrypts M0 or M1. From the previous game we know that the
first query Ii[0] to FK is not duplicated. Hence, we can estimate the probability
of Bad happens as

Pr[Bad] ≤ q + 1
28λ

+
q + 2
28λ

+ · · · +
q′

28λ
≤ q′2

28λ

Game 6: This game is the same as Game 5 except for the followings. Firstly
we replace the random function T in MA with the PRF, and then replace the
random function FK with the PRP. Since this modification implies going the
reverse direction in the sequence of games, we have

|Pr[D = 1 | Game 5] − Pr[D = 1 | Game 6]|

≤ εPRF + εPRP +
q′(q′ − 1)

28λ+1
.

Since Game 0 is b = 0 in the game IND-CPA and Game 6 is b = 1 in the
game IND-CPA, we have

|Pr[K $← KSplTLS1.0, b
$← {0, 1}, b′ $← ALRK,b(·,·) | b = b′] − 1

2
|

≤ 2εPRF + 2εPRP +
q′(q′ − 1)

28λ
+ εG4 +

q′2

28λ
,

where if λ − 1 ≤ τ then, εG4 = q(q−1)
28λ−7 , and else εG4 = q(q−1)

28τ−1 . This concludes the
proof.

5 Conclusion

We have proved that the patched CBC mode which is currently recommended by
major browser vendors satisfies indistinguishability. The security is guaranteed
if the length of the tag is longer than the block length of the underlying block
cipher. However, there are some situations that the tag length τ is shorter than
the block length λ. For example, the truncated HMAC defined in RFC 6066 [15]
uses the short tag. In this special case, the security bound is not tight enough
for the real use.
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Abstract. Cognitive radio networks have received more research inter-
est in recent years as they can provide a favourable solution to spectrum
scarcity problem prevailing in the wireless systems. This paper presents a
new key agreement protocol called ‘TKTOFT’ with modified batch rekey-
ing algorithm for distributed group oriented applications in cognitive radio
networks by integrating a ternary key tree and an one way function. It
is inferred from the experimental results that TKTOFT outperforms the
existing one way function based protocol both in terms of computation
and communication overhead. Hence, TKTOFT is suited for establish-
ing secure and quick group communication in dynamic groups in cognitive
radio networks.

Keywords: Distributed group · Ternary key tree · One way function ·
Batch rekeying · Cognitive radio networks

1 Introduction

The group oriented applications are in the rise due to rapid developments in
internet technology and mobile computing technology. The distributed collabo-
rative applications such as video conferencing, online games and pay-per-view
have received special interest in recent years [1]. The unlicensed frequency spec-
trums are heavily congested due to rapid proliferation of wireless mobile devices
working in these spectrum bands.

Cognitive Radio (CR) [2] can resolve the spectrum scarcity problem present
in the existing wireless networks through dynamic operations such as spec-
trum sensing, spectrum mobility, etc. The concepts such as Dynamic Spec-
trum Access [3] and Secondary Spectrum Access [4] used in CR Networks
(CRNs) allow the unlicensed or CR Users (CRUs) to access the free portions
of licensed spectrum bands without disturbing the operations of licensed or Pri-
mary Users (PUs).

To ensure privacy [5] and data confidentiality in distributed and collaborative
groups in CRNs, a secure group communication should be provided by establish-
ing the common group key for all the CRUs or members. Group Key Management
c© IFIP International Federation for Information Processing 2015
I. Khalil et al. (Eds.): ICT-EurAsia 2015 and CONFENIS 2015, LNCS 9357, pp. 161–172, 2015.
DOI: 10.1007/978-3-319-24315-3 16



162 N. Renugadevi and C. Mala

(GKM) is a building block for providing security in group oriented applications.
The distributed GKM or key agreement protocol is suitable for providing secu-
rity in group communication of distributed and dynamic networks [6,7] such as
CRNs rather than centralized and decentralized GKM techniques [8].

Batch Rekeying (BR) approach reduces the total rekeying cost than Indi-
vidual Rekeying (IR) as it performs rekeying operations for a batch of join and
leave requests at a time to compute the new group key [9]. The tree based GKM
protocols also help in minimizing both computation and communication cost
during rekeying [10].

An alternative method of developing key agreement protocols is to employ an
One Way Function (OWF) [11] rather than a standard Diffie-Hellman primitive
to get the group key. OWF helps to achieve computational savings by eliminat-
ing the expensive modular exponentiations [12] and therefore OWF is a best
candidate for smaller and portable mobile devices in CRNs. Hence, this paper
proposes a Ternary Key Tree based OFT (TKTOFT) protocol which integrates
OWF, tree based distributed GKM and BR approach to improve the efficiency
of both computation and communication involved in tree based GKM protocols.

The rest of the paper is organized as follows. Section 2 explains briefly about
the existing OWF based research work. The proposed TKTOFT protocol is
discussed in Sect. 3. The performance of proposed TKTOFT protocol is analysed
in Sect. 4. Section 5 concludes this paper.

2 Literature Review

This section discusses about available OWF based research work and GKM
protocols which can be adopted for CRNs.

An efficient authentication algorithm [13] based on OWF and symmetric key
cryptography was proposed for authenticating local sensing reports in coopera-
tive spectrum sensing in CRNs. In sensing assignment phase, each user gener-
ates two one-way chains both for empty decision and occupied decision for each
channel.

Sherman and McGrew presented a novel centralized algorithm based on OWF
tree namely OFT [14] for dynamic large groups. The bottom-up construction of
key tree halves the number of bits to be broadcast during rekeying.

A key distribution protocol which uses parametric OWF and Euler’s totient
function [15] for achieving high level of security with reduced computation time
was developed for secure multicast communication. This paper uses an N-ary tree
to minimize the number of multiplications performed during leave operation in
the group which in trun reduces the computation complexity.

Zhou et al. proposed a multicast key management technique called Threshold
based OFT (TOFT) [16]. In this paper, threshold-key mechanism and quad tree
were employed to improve the security of algorithm and to reduce the storage
as well as rekeying cost.

An efficient centralized GKM was proposed which integrates key trees with
one-way key derivation in order to reduce the communication complexity during
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rekeying operations [17]. The member itself can derive the key by itself and
hence, the total number of keys to be transmitted by the server, i.e., bandwidth
of rekeying message was reduced.

A Hash-chain based Authentication Protocol (HAP) [18] was designed for
vehicular communication in which vehicle can be verified by combining its public
key and its hash code. A new GKM for dynamic access control in a large leaf
class hierarchy was proposed [19] which improves previous related research works
by using symmetric key cryptography and OWF with less computational and
storage overheads.

An image based group key agreement protocol [20] was designed which
employs OWF as an image morphing operation to hide the secret information
of each member in the morphed image. An Extended Chaotic Map and pass-
word based three Party Authenticated Key Exchange (ECM-3PAKE) [21] was
developed which provides both implicit and explicit key confirmation.

Li et al. proposed a secure BR scheme which employs two algorithms namely,
Distributed BR Marking (DBRM) and Secure Distributed BR (SDBR) [22] for
marking the key tree and re-computing the group key respectively.

3 Proposed TKTOFT Protocol

Subsection 3.1 explains briefly about OWF and Subsect. 3.2 discusses about BR
scheme used in the existing SDBR algorithm [22]. The proposed protocol which
uses an improved BR scheme is described in Subsect. 3.3.

3.1 One Way Function (OWF)

An n-bit hash (h) is a map from a binary string of any arbitrary length to n-bit
binary string and the properties of OWF are as follows [23].

1. Preimage resistance: It is easy to compute y for the given x, such that
y=h(x). But it is not possible to find x given h(x).

2. Second Preimage resistance: Given an input x, it is not possible to find
different y, such that h(y)=h(x).

3. Collision resistance: It is not possible to find any two different x and y,
such that h(x)=h(y). The security of proposed TKTOFT protocol is based on
one way property of hash function.

3.2 Existing SDBR and DBRM Algorithms

The SDBR algorithm [22] uses a combination of binary key tree and OWF for
generating the group key in a distributed dynamic collaborative group. It avoids
a renewed node to be rekeyed more than once. In DBRM marking algorithm,
four cases of join and leave possibilities are discussed.
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The distributed OWF based key tree (OFT) used in SDBR is shown in Fig. 1.
The leaf nodes in the key tree store individual members’ keys as they represent
group members. An unique secret key ‘ki’ of the member ‘i’ is generated using the
pseudo random number generator and OWF is used to compute its corresponding
Blinded Key, BKi, such that BKi = f(ki), where f is an OWF. The secret key
of parent node is computed from the blinded keys of its children, i.e., parent’s
secret key = F (BK2i+1, BK2i+2), where F is a mixing function.

Fig. 1. Distributed OFT

Each member in the key tree maintains the secret keys of nodes in its keypath
and also blinded keys of sibling of nodes in its keypath in order to compute the
group key. The four cases of DBRM algorithm are discussed as follows.

Case 1. J = L : Join members replace all the leave members. The algorithm
marks nodes in the path from sibling nodes of all the leave members to root node
as UPDATE.

Case 2. J < L : The locations of J number of leave members with minimum
height are selected to replace them with join members. The nodes associated with
the remaining leave members are removed from the key tree. The nodes in the
path from sibling nodes of replaced and remaining nodes to the root are marked
as UPDATE.

Case 3. J > L & L = 0 : Create a key tree ‘STB’ for new joining members
and a new root node. Connect the existing key tree ‘STA’ as left child of newly
created root node and STB as its right child. The root of STA and nodes in the
path from sponsor of STB to its root are marked as UPDATE.

Case 4. J > L & L > 0 : All the leave members are replaced by join mem-
bers. Then, Case 3 is applied for remaining J-L joining members.

The DBRM algorithm has some limitations. In Case 3, insertion of STB as
a right child of new root node increases the height of key tree which is shown
in Fig. 2. Whenever the system has J > L & L = 0, this algorithm repeats the
same operation which causes the increase in height of key tree. This step may
significantly degrade the performance of BR algorithm when the system has only
less number of joining members.

There may be a situation in which the system may have only join members
without any leave members. If this happens repeatedly, then after a few rekeying
operations, the key tree will become either skewed or unbalanced. The high
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Fig. 2. OFT after inserting joining members

rekeying cost will be the consequence, irrespective of the relationship between
join and leave members in future rekey operation.

Though the system may have one or more leave members in Case 4, after
replacing the leave memebrs with L join members, again it will have only join
members, i.e., J > L & L = 0. This will make the system to follow Case 3 which
will result in further performance degradation.

An Efficient Distributed Key Agreement Scheme (EDKAS) [24] also uses
a binary key tree and SDBR outperforms well than EDKAS by modifying all
blinded keys which are known to leaving members. The efficiency of BR algo-
rithm depends on the structure of key tree being used. An unbalanced key tree
leads to increased number of operations which in turn increases the total rekey-
ing cost. The limitations of DBRM algorithm explained above are overcome in
the proposed algorithm and is explained in the next subsection.

3.3 Proposed TKTOFT Protocol

The efficiency of BR method in this type of tree based GKA depends on the
structure of key tree [10]. An efficient BR algorithm should maintain the balanced
key tree in order to reduce the rekeying cost. Li et al. proved that the optimal
key tree to provide a minimal rekeying cost in the group with unrestricted size
during batch update is a ternary key tree [25]. Therefore, the proposed TKTOFT
uses the ternary key tree to organize the members in the group which is depicted
in Fig. 3.

The leaf nodes indicate CRUs in distributed dynamic group in CRNs, i.e.,
members in the group. As ternary key tree is being used in the proposed protocol,
each set of maximum of three CRUs can form a subgroup which corresponds to
a subtree in the key tree.

The Subgroup Key (SK) is stored in the intermediate nodes whereas the
root node has key for the entire group of CRUs. The rightmost nodes both in
subtrees and entire key tree act as sponsors. The subgroup sponsor generates
the sub group key and the sponsor of entire group establishes the Group key
(G). This paper uses the terms ‘members’ and ‘CRUs’ alternatively to mean the
group members.
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An algorithm for Batch Process (BP) operation of the proposed protocol
called TKTOFT BP is given in Algorithm 1. It considers each specific case with
the appropriate number of join and leave requests. This BP algorithm improves
the Cases 3 and 4 and the remaining Cases are same as in DBRM. The abbre-
viations used in TKTOFT BP are Key Tree (KT), Sub Key Tree (SKT), Root
Node (RN), Link (LK), Internal Node (IN), Closest IN (CIN), Insertion Loca-
tion (IL), Height (Ht), Minimum Height (MinHt), Node ID (NID), Minimum ID
(MinID), New KT (NKT), Leave Members (LMs) and First ID (FID).

SKT is created for new joining members. Case 3 searches for an appropriate
IL and inserts SKT, where the height of KT is not increased. First, it checks the
links of root node. If the root has null links, then SKT is inserted as a subtree
to the root. If the root is full, i.e., if it has three children, then TKTOFT BP()
searches the IN which is closest to root node (CIN).

If CINs in key tree have null links, then CIN with minimum ID is selected as
an IL. Else, CIN with minimum height is selected at which SKT can be inserted
into KT. After selecting IL, unlike exisiting methods, TKTOFT BP() checks
whether the insertion of SKT into KT at this IL will increase the height of KT

Fig. 3. Ternary OFT

Fig. 4. Merging SKT with KT
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Algorithm 1. TKTOFT BP(KT, J, L)
This algorithm modifies only Cases 3 & 4 discussed in subsection 3.2
Begin
Step 1 % Modified Case 3

If (J > L & L = 0) then
Begin Case

Create a SKT
5: If (LK(RN) = φ) then

IL=LK(RN)
Else

If (LK(CIN) = φ) then
IL ← CINMinID

Else
IL ← CINMinHt

Endif
If (Ht(NKT ) > Ht(KT )) then

IL ← RN
Endif

Endif
End Case
Endif

Step 2 % Modified Case 4
If (J > L & L > 0) then
Begin Case

Create a SKT
NID ← Node IDs (LMs)
IL ← FID in sorted NID
If (Ht(NKT ) > Ht(KT )) then

IL= go to 5
Endif

End Case
Endif

End

or not. It will be merged with KT only when there is no increase in height.
Otherwise, the root node will be selected as IL.

In Case 4, the location of leave member which is closest to root node is
selected first as an IL. If the insertion of SKT at this IL increases the height of
KT, then an appropriate IL is chosen using Case 3. Else, SKT is inserted at this
selected IL. In Fig. 3, when the system has 3 leave members (M3,M8,M12) and
6 join members, it results in a key tree shown in Fig. 4. The location of M8 is
selected as an IL, where the SKT created for 6 join members is inserted without
increase in height of KT.

Thus, the proposed BR algorithm always chooses the correct IL in order to
maintain the balanced key tree. It will select the root of KT as IL only after
checking all the possibilities for inserting SKT into KT without increasing the
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height of KT. Thus, the number of operations to generate the group key tree
will be reduced.

If selected IL has null link, then SKT is inserted as its child node. Else, a
new IN is generated. The member stored at IL is connected as a left child and
root of SKT is connected as a middle child of newly created IN. In all the cases
of algorithm, the sponsor nodes are selected based on the group operations (i.e.,
join and leave) and positions of both join and leave members in the key tree. All
the sponsors in the key tree recompute the group key by updating their secret
key. The remaining members will compute the new group key after receiving the
broadcast message from the sponsor.

4 Results and Discussion

The performance of proposed TKTOFT protocol is analysed and compared with
the existing SDBR protocol. The computation complexity is decided based on (a)
time to generate initial group key and (b) number of secret key computation of
parent node. The communication complexity is determined based on the number
of renewed nodes generated in the key tree [6,22] which are non-leaf nodes whose
keys are modified during BR operation.

A group with size 35 (243 members) was considered for generating the initial
group key. In Figs. 5 and 6, x-axis represents the group size. Figure 5 compares
the time to compute the initial group key which is represented in y-axis between
SDBR and TKTOFT. From the figure it is inferred that TKTOFT takes less
time to generate the group key than SDBR for the same group size.

Fig. 5. Group size Vs Initial group key generation time

Figure 6 depicts the performance analysis between the existing and proposed
protocols based on the number of secret key computation of parent node in the
key tree. As the number of internal nodes in the ternary key tree is less than
binary key tree for the same group size, TKTOFT performs less number of key
computations when compared to SDBR protocol.
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Fig. 6. Group size Vs Number of parent’s secret key computation

It is clearly seen from Figs. 5 and 6 that, initially there is no big difference
between SDBR and proposed TKTOFT. But, when the group is increased, both
key generation time and the number of secret key computation in SDBR are also
increased. As SDBR uses a binary key tree, the height of key tree is increased
even for a small change in group size. The increase in height leads to performance
degradation in SDBR.

As proposed TKTOFT uses ternary key tree, its key tree height is minimum
when compared to SDBR for the same group size. This reduced height of the
key tree helps in minimizing the group key generation time and number of key
computation of parent nodes in the key tree. The difference in values of y axis
both in SDBR and TKTOFT is more prominent when the group has more num-
ber of members. From Figs. 5 and 6, it is concluded that the proposed TKTOFT
protocol has reduced computation complexity than SDBR protocol.

As ternary key tree is being used in this paper, a group with 243 (35) members
was considered during each iteration of batch rekeying. The values for number of
join and leave members in the group were varied between 0 and 81 for measuring
the total number of renewed nodes which indicates the communication complex-
ity. In Fig. 7, the total number of join members (J) and total number of leave
members (L) are represented in x and y-axis respectively. The total number of
renewed nodes created in the key tree are mentioned in z-axis of Fig. 7.

Fig. 7. No. of Join and Leave operations vs Renewed nodes
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From the graph, it is understood that TKTOFT has generated less number
of renewed nodes than SDBR. The reasons are, (a) the height of key tree is
minimum, (b) maintaining the same key tree height even when J is large with
no leave members by choosing the correct insertion location for the sub key tree
and (c) pruning the leave members and choosing the appropriate location for
merging. These prevent increase in key tree height which in turn minimizes the
number of nodes to be renewed in the key tree. In this figure also, the significant
difference in total renewed nodes can be clearly seen when J and L are large.
Because, SDBR replaces the leave members with join members which result in
the same key tree height instead of pruning them.

In Case 3 of SDBR, SKT is inserted at the root node without checking
the status of KT. This leads to an unbalanced key tree with increased height.
These limitations have been overcome in the proposed TKTOFT BP algorithm
which gives an improved performance. TKTOFT protocol reduces the number
of renewed nodes by choosing the appropriate insertion location to merge the
key tree created for joining members and by pruning the leave members when
J > L & L > 0.

From the experimental analysis, it is concluded that the modified Cases 3
and 4 of the proposed protocol improves the performance in terms of both com-
putation and communication complexities. Hence, this proposed TKTOFT can
be adopted for a distributed group with highly dynamic scenarios in CRNs.

5 Conclusion

Cognitive radio network can help in providing a quick communication as its nodes
solve spectrum scarcity problem prevalent in the present wireless systems. An
improved distributed group key agreement called TKTOFT has been proposed
in this paper which integrates ternary key tree, one way function and modi-
fied batch rekeying algorithm. The experimental results show that TKTOFT
improves the efficiency of both computation and communication. Hence, this
proposed protcol is suited for providing quick and secure group communication
among cognitive radio devices in distributed collaborative applications in cogni-
tive radio networks.

References

1. Daghighi, B., Kiah, M.L.M., Shamshirband, S., Rehman, M.H.U.: Toward secure
group communication in wireless mobile environments: issues, solutions, and chal-
lenges. J. Netw. Comput. Appl. 50, 1–14 (2015)

2. Mitola, J., Maguire Jr, G.Q.: Cognitive radio: making software radios more per-
sonal. IEEE Pers. Commun. 6(4), 13–18 (1999)

3. Grandblaise, D., Bourse, D., Moessner, K., Leaves, P.: Dynamic spectrum alloca-
tion (DSA) and reconfigurability. IEEE Commun. Mag. 42, 72–81 (2004)

4. Wyglinski, A.M., Nekovee, M., Hou, T.: Cognitive Radio Communications and
Networks: Principles and Practice. Academic Press, New York (2009)



Key Agreement with Modified Batch Rekeying for Distributed Group 171

5. Armando, A., Bocci, G., Chiarelli, G., Costa, G., De Maglie, G., Mammoliti, R.,
Merlo, A.: Mobile App security analysis with the MAVeriC static analysis module.
J. Wirel. Mob. Netw., Ubiquitous Comput., Dependable Appl. (JoWUA) 5(4),
103–119 (2014)

6. Kiyomoto, S., Fukushima, K., Miyake, Y.: Design of categorization mechanism for
disaster-information-gathering system. J. Wirel. Mob. Netw. Ubiquitous Comput.
Dependable Appl. 3(4), 21–34 (2012)
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Abstract. Mobile IPv6 is an improvement of the original IPv6 protocol,
and provides mobility support for IPv6 nodes. However, the security of
mobility management is one of the most important issues for MIPv6. Tra-
ditional MIPv6 uses IPSec to protect the mobility management, while
the dependence on the mechanism of the pre-shared key or certificate
limits its applicability. This paper proposes an improved scheme for the
original method based on IBC, to protect the mobility management sig-
naling for MIPv6.

Keywords: Mobile IPv6 · IPSec · IBC · Mobility management

1 Introduction

The development of IPv6 [11] has leaded to the rapid popularization of Mobile
IPv6 (MIPv6). MIPv6 is a protocol to provide mobile support for IPv6, and
it was standardized by IETF in 2004. The security problem has been exposed
at the devising of MIPv6. The primary threat comes from fake binding update
messages, replay attack and route attack which mainly manifest in the mobility
management procedure [1,10]. The main reason derives from no efficient authen-
tication approach between the communication entities. In this paper, we propose
a novel encryption and authentication scheme to guarantee the security of MIPv6
mobility management.

In the literatures, [2] shows that MIPv6 adopts IPSecurity(IPSec) protocol
and Internet Key Exchange(IKE) protocol to protect mobile management signal-
ing between mobile node and home agent. However, the method is not efficient
as required. [3] shows that pre-shared key or certificate adopted by the first stage
of IKE is not suitable under the mobile environment. It is not realistic to build
the infrastructure to satisfy IKE. Besides, using IPSec with IKE would add extra
burden for mobile nodes. To solve the problem, [4] utilizes multilevel IPSec in
MIPv6 to protect mobility management procedure; [5] suggests that a secure
association between mobile node and home agent should be built in advance.
However, this will bring more cost of security management. Thus, the efficiency
of the above schemes still need to be improved.
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In traditional public key cryptography, the public key is a string of random
characters without any practical information. The Certificate Authority(CA)
in PKI infrastructure takes the responsibility of publishing certificates. As a
result, the expense of release, storage, verification and revocation is enormous.
To solve the problem, the Identity-Based Cryptography(IBC) uses IP address,
Email address or any other string that represents the users identity as public
keys. Shamir first proposed Identity-Based Encryption(IBE) in 1984. Then in
2001, Boneh and Franklin proposed BF-IBE scheme [7]. Later, Identity-Based
Signature(IBS) was proposed. In IBS, every communication entity owns a pair
of public key and private key. Public key is the identity of the entity and private
key is generated and allocated by the trusted third party, Private Key Gener-
ator(PKG). Certificate is not necessary during communication, which relieves
the computation and storage cost in encryption and authentication. IBC is thus
suitable for the security of mobile network [9].

In this paper, we discuss the typical security protocols in MIPv6 and propose
a novel identity-based security scheme for MIPv6 mobility management. The
scheme can protect the mobility management signaling among mobile node,
home agent and correspondent node in an efficient way.

2 Preliminaries

2.1 MIPv6 Protocol

According to the standardization document RFC3775, MIPv6 protocol is the
mobility extension solution for IPv6. It is composed of four entities, Mobile
Node(MN), Home Agent(HA), Correspondent Node(CN) and Access Router
(AR). MN is allocated a permanent address, i.e. Home of Address(HoA) at
the home network, and will get a temporary address, i.e. Care-of Address(CoA),
from AR and register it to HA when moving to a foreign network [6].

2.2 IPSec Protocol

IPSec protocol provides confidentiality, data integrity, data authentication and
anti-replay services at IP layer. It is an open framework applied widely in a
variety of operating environments including mobile network. IPSec supports
IKE protocol, which means that key negotiation can be implemented. Besides,
encryption and authentication in IPSec guarantee the security of IP data packet.
As shown in Fig. 1, IPSec owns a set of approaches for data security such as
Authentication Header(AH), Encapsulating Security Payload(ESP), as well as
the related cryptography algorithms.

2.3 Identity-Based Cryptography

An IBE scheme is generally defined as follows.
IBE.Setup: given a security parameter k as input, output PKG’s public key

mpk and private key msk.
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Fig. 1. The architecture of IPSec

IBE.Extract: given msk and user’s id as input, output user’s private key usk.
IBE.Encrypt: given msk, id, and message m as input, output the encryption

δ on m.
IBE.Decrypt: given usk and δ as input, output 1 if δ is valid or 0 otherwise.
In an IBS scheme, IBS.Setup and IBS.Extract are identical to IBE.Setup and

IBE.Extract respectively. The other algorithms are defined as follows.
IBS.Sign: given usk and message m as input, output the signature σ on m.
IBS.Verify: given mpk, id, m and σ as input, output 1 if σ is valid or 0

otherwise.

3 Our Solution

In this chapter, we propose a secure mobility MIPv6 management scheme based
on BF-IBE scheme [7] and BF-IBS Scheme [8]. The network architecture and
intra-domain security management solution are given in detail.

3.1 Network Architecture

In our scheme, the security of the mobility management signaling among MN,
CN and HA is guaranteed by IBC. NAI acts as the identifier for every entity.
The format of NAI is as user@domain, which would be kept fixed even when the
location of MN has changed.

As shown in Fig. 2, the proposed network architecture can be divided into
several domains according to the trajectories of MN’s roaming. The architec-
ture is composed of CA, PKG, MN, HA and CN. CA is in charge of issuing
certificates for PKGs and providing identity authentication service for the com-
munication among them. PKG takes the responsibility of security management
in each domain. It maintains public parameters and generates private keys for
entities in its domain.

In order to simplify the descriptions of the relevant protocol, Table 1 shows
the notations and explanations used in our scheme.
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Fig. 2. Network Architecture

Table 1. Notations and Explanations

Notations Explanations

Msg1||Msg2 Msg1 connects to Msg2

Sx,y Entity X’s private key generated by PKGY

SKx,y Symmetric key between entity X and entity Y

IDx Entity X’s ID

Enc(Msg, IDx) Msg is encrypted by Entity X’s public key IDx by BF-IBE

Sig(Msg, Sx,y) Msg is signed by Entity X’s private key Sx,y by BF-IBS

Code Global unique message type for message handling

Source The source of message

Destination The final destination of message

Payload The load of message

Time The message’s generation time and allowable maximum delay

3.2 Secure Mobility Management Scheme

There are two states in our scheme in terms of MN’s location: When MN is at
home domain, the scheme is on the initial state, and when MN moves to foreign
domain, the scheme is on the mobile state.

As shown in Fig. 3 MN and HA execute Diffie-Hellman key exchange to nego-
tiate the shared symmetric key, which is the same as IKE key agreement that
can provide encryption key for IPSec.

At the initial state, key negotiation is relatively simple and there are only
two messages because MN and HA are both at the home domain.
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(1) MN → HA: Key Exchange Request
Message format in detail:
Code||MN ||HA||Enc(Sig(gm, SMN,0), IDHA)||Time
Key Exchange Request is generated by MN and sent to HA. Code is the

message type. MN is Source and HA is Destination. gm is the parameter of
Diffie-Hellman key exchange in the Payload, where g is public parameter in the
home domain and m is the secret value chosen by MN. After sending the message,
MN expects to get reply within Time.

Fig. 3. Intra-domain Secure Mobile Management Scheme

(2) HA → MN: Key Exchange Reply
Message format in detail:
Code||MN ||HA||Enc(Sig(gh, SHA,0), IDMN )||Time
Key Exchange Reply is generated by HA and acts as the reply for MN’s

Request. Code is the message type. HA is Source and MN is Destination. gh

is the parameter of Diffie-Hellman key exchange in the Payload, where h is the
secret value chosen by HA.

After the exchange of the above two messages, MN and HA have achieved
Diffie-Hellman key exchange through IBC. They compute the same symmetric
key respectively, SKMN,HA = SKHA,MN = (gm)h = (gh)m. The symmetric key
can work for the following IPSec stage.

4 Conclusion and Future Work

In this paper, we first analyze a series of threats on MIPv6, then propose a secure
mobility management scheme based on IBC to protect the signaling among MN,
HA and CN. The details of the scheme are explained.

For the next step, we plan to discuss inter-domain secure mobile management
scheme and add a new method Return Routability to guarantee the security of
MIPv6. Further security analysis is also required to demonstrate the robustness
of our scheme.
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Abstract. At present protection against distributed attacks of the type “denial
of service” (DDoS) is one of the important tasks. The paper considers a simu-
lation environment for DDoS attacks of different types using the combination of
a simulation approach and real software-hardware testbeds. In the paper we
briefly describe the system architecture and a series of experiments for DDoS
attack simulation on transport and application levels. The experimental results
are provided, and the analysis of these results is performed.

Keywords: Network security � DDoS attacks � Simulation � Flooding

1 Introduction

The main goal of DDoS attacks is to make a network resource unavailable to its users.
Every year there is an increase in the number DDoS attacks, their power and com-
plexity and hence the harm they can do. According to the report of the Arbor Network
[1], more than 60 % of companies that have been questioned detected more than 10
DDoS attacks per month in 2014. By the year 2015 the main victims of such attacks are
not only servers of different companies and Internet providers, but also their clients.
New types of DDoS attacks appear and one of destroyable type of attacks is so called
Reflection attacks. These attacks use servers to reflect and amplify the malicious traffic.
Nowadays Network Time Protocol (NTP) Reflection attacks using NTP servers became
very popular. This means that it is necessary to develop new efficient protection
mechanisms against DDoS attacks. Development of new protection systems and testing
of real networks for stability to DDoS attacks requires significant hardware, temporal,
and financial costs. For this reason in order to perform such experiments we suggest
using computer simulation techniques.

As against of our previous papers [2, 3] we would like to present the system, having
included the possibility of using real nodes connected to a virtual network. Such an
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approach has made it possible to significantly increase the adequacy of DDoS attack
simulation on transport and application levels. The system has been verified for a real
network. The paper is devoted to the experiments for simulating different types of
DDoS attacks in the developed environment. The authors have conducted the experi-
ments of simulating DDoS attacks on transport and application levels. We have sim-
ulated the attacks using the protocols of TCP (for SYN-flooding) and UDP (for
Chargen and Echo attacks). Attack simulation on an application level has been per-
formed. Section 2 discusses related work. Section 3 specifies formal models of main
components. In Sect. 4 we briefly represent the architecture and implementation.
Sections 5 and 6 consider examples of experiments. Section 7 and Conclusion outline
application of the developed system, main results and further research.

2 Relevant Works

Nowadays a large number of researches and companies are looking for the most
efficient ways of service protection against DDoS attacks [3]. In [4] one can get
acquainted with a system that uses Spirent Test Center [5] as a device generating traffic.
This work contains templates for setting IP-address configurations and attack scenarios.
In order to deal with similar tasks it is also possible to use the environment produced in
2014 by the company MazeBolt’s Team [6]. Using this environment we can generate
different types of DDoS attacks of the power up to 20 000 Mbit/sec. [7] considers a
system developed by Ixia [8]. The authors point out that the system makes it possible to
provide protection against DDoS attacks of the power of 70 Gbits/sec. In real time.
ViSe [9] is a system for simulating the main most widespread attacks (40 different
scenarios). In [2] we can read about a DDoS attack simulation system, which allows us
to simulate a network with different behavior of clients inside it.

The system introduced in our paper allows us to construct virtual networks with a
high degree of adequacy. Furthermore, the system makes it possible to introduce any
known protection mechanism or the one created by the user. Protection mechanisms
can be architecture-dependent, which also allows us to conduct experiments in the way
most close to a real network. An important advantage is the possibility of connecting
real nodes to a virtual network, which will make it possible to improve the accuracy of
the experiments and also to test various settings and types of servers.

3 Specification of Simulation Components

In order to understand the structure of the developed simulation components, it is
necessary to specify the parameters of their models. The formal model of the network is
defined as follows: Network ¼ NetConf ; Router1::q; Host1::n; Server1::m

� �
; where

NetConf — network configuration, Router — routers, Host — hosts, Server — servers.
Network configuration NetConf ¼ IPStart; ExtIP; ServPath; NetParh i; where

IPStart— initial IP-address for assignment to hosts, for example, if IPStart = “1.0.0.1”,
and a network consists of 20 hosts (personal computers (PCs), routers, servers), then
the IP address of the last host is 1.0.0.20; ExtIP — IP address of the external server;
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ServPath — the path to the virtual server, which will be a plug (it reflects the position
of the real server) for the virtual network; NetPar — on the basis of the above com-
ponents each network host will receive its interface settings and routing tables.

Model of the routerRouterk ¼ NetPar; NPcap; Def0::n; ExtDevN0::q;
�

DelConf i;
whereNetPar— router’s parameters obtained during initialization of Netconf;NPcap—
the number of modules to account the traffic flow; Def— a protection algorithm running
on the router, this algorithm is implemented in software, the routermay use any number of
algorithms; ExtDevN — the number of interfaces connected to the external network,
required for routers which contain an external host in their local network; DelConf —
configuration of packets delay, it is used that the virtual network would have the char-
acteristics of the real network. Model of virtual clientsHostk ¼ NetPar; DDoSApp0::1h i;
where NetPar — client’s settings received under initialization of Netconf; DDoSApp—
an application that will perform the attack for a given scenario. Model of attacks against
the server includes the following options: DDoSApp ¼ hVictimPath; AType; Lvl;
Dport; DeltaT ; AStart; AEnd; MaxP; SpecialPi; where VictimPath — a path to the
victim server (to empower attacks against several servers); Atype — type of the attack
against the server: 1—HTTP Flooding, 2–7— different variants of TCP Flooding (SYN,
SYN-ACK, RST, UDP, etc.); Lvl — the percent of clients involved in the attack;;
Dport— destination port, it is defined in a random manner; DeltaT— the time between
packets (in the case of HTTP Flooding it is the time between sessions); AStart, AEnd—
start and end time of the attack; various conditions for this interval can be set; MaxP —
the maximum number of packet sendings (in the case of HTTP attacks — sessions);
SpecialP— specific attack parameters, i.e. for HTTP it is a string of the HTTP query, for
TCP — the type of the sender’s IP address spoofing. The developed models allow
connecting any number of external servers to the virtual network. In the router it is also
possible to configure the attack scenarios and the DDoS protection methods.

4 Architecture and Implementation of a Simulation System

The architecture of the developed system can be represented as a set of several com-
ponents (Fig. 1). On the first level of the component hierarchy we can find a
discrete-event simulation system OMNeT++ [10]. The second level of hierarchy is
represented by a model of a computer network. In order to adjust the network and set
package switching the INET library is used [11]. The library ReaSE [12] has been
completed for topology settings. The authors ceased to support it in 2011 and therefore
it was renewed for working with the version OMNeT++4.5. The third level contains the
models of hosts and routers that are included in the network. The server model is
related to both this level and the next one. The fourth level contains the following
models developed: an application for performing attacks according to the given sce-
nario; traffic accounting modules; a container for protection algorithms, which can be
installed at different network nodes. The models and architecture that have been created
were used for developing a hybrid simulation system. In order to provide virtualization
of operating systems and computational resources, VirtualBox и Vmware [13, 14] have
been applied. The possibilities for risk analysis [15, 16] can be added.
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Examples of settings for created components are shown below. Figure 2 depicts an
example of the topology which includes models Network, NetConf, NetPar. This
topology contains a Web-server, routers, gateways and hosts. Every node can be
configured by user any time. Example of settings for NetConf is shown in Fig. 3.

It should be noted that the range of addresses, the real IP address of the server
belongs to, must not overlap with IP addresses of virtual PC. This is to ensure that the
server’s responses are forwarded to computer of the virtual network. For the experi-
ments we used a computer with the following characteristics: processor is Intel Core

Real server IV

IOMNeT++

Network settings IITopology settings

DDoSapp DefPcap ExtDev

Server

Host Router

III

Fig. 1. Common architecture of modeling system

Fig. 2. Example of the created topology

Fig. 3. An example of settings for the network configuration model
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i7-3770, 3,4 Ghz, 8 cores; RAM is 15, 6 GB DDR3 1600 MHz; Operating system is
Ubuntu 14.04 64-bit. The developed system can also be deployed on the Windows
computers. The system currently operates in a single-threaded simulation mode. More
than 200 virtual desktops are used, they can attack with the delay of 10 ms. During
attack simulations the capacity of the core is 50 %.

5 Experiments with Attacks on Transport Level

The authors have conducted a series of 10 experiments devoted to simulating an attack
of the type SYN-Flooding In order to successfully perform a SYN-flooding attack,
SYN cookies were switched off on a server. The attack involves 200 hosts generating
packages with a frequency of 2 packages per second. 3 hosts are attacking throughout
the whole experimental time; the rest are included in an attack in a distributed way from
the 10th to the 35th second of the experiment and stop package generation in the
interval from the 50th to the 70th seconds. Figure 4 shows SYN packages sent to a
server from a virtual network; the line shows the mean value for 10 experiments and
errors are also demonstrated. Server responses are represented in a similar way without
repeated sending of SYN-ACK for semiopen connections that have already been
established.

Only 3 clients applied to the server prior to the 10th second. At the beginning of an
attack, on the 10th second, the number of server applications increases because more
and more virtual clients are beginning to take part in the attack. Till the 14th second the
server manages to process all messages and after that the TCP-stack is overfilled and
the server is unable to deal with an increasing flow of applications. Then, beginning
from the 50th second and ending with the 70th second virtual clients are leaving the
attack. 3 clients are applying to the server again from the 70th on the 88th second.
Simulation was stopped at the 88th second. In the period from the 14th second till the
68th second the server did not respond to SYN-packages.

Fig. 4. Plot of the traffic log for SYN flooding against the server
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The experiments devoted to attack simulation and based on the UDP-protocol used
the network consisting of 100 computers. The attacking packages were sent at a rate of
2 packages per second. The nodes started generation of malicious packages from the
1st to the 20th seconds and terminated the attack from the 40th to the 60th seconds. The
Chargen attack is performed by sending a large number of packages to the UDP-port of
the 19th victim computer. This causes the server to generate responses consisting of a
random set of symbols. Thus, it is possible to reboot the server and reduce its effi-
ciency. The solid line in Fig. 5 shows malicious traffic arriving at an attacking server.
Prior to the 20th second we can notice traffic rise, which remains invariable till the 40th
second. Then, the number of malicious packages starts to decrease. The dashed line
shows server responses (chargen). After sending some number of responses the server
becomes inactive and instead of UDP-packages generates ICMP-messages about the
server unavailability. ICMP-messages are shown in the plot by the dot-and-dash line.
Traffic resending is reached when a server being attacked has to send return packages to
the UDP-port of the 19th sender, which generates return chargen packages to the
server.

Figure 6 shows server traffic during an attack with resending. The solid line indi-
cates incoming malicious packages coming from different UDP-ports except the 19th
one. The dot line shows incoming UDP-packages sent from the 19th port of attacking
nodes, i.e. obtained during resending. The dashed line (short dashes) shows chargen
server responses. The curve of chargen responses almost completely coincides with the
curve of resent packages. The line with long dashes shows ICMP-messages of the
server telling us that the server is currently unavailable.

Attack Echo is carried out by sending a large number of packets on the UDP port 7
of a victim computer. This causes the server to generate responses that mimic the
incoming packet. As Chargen, this attack leads to overload of the server, and reduces
its productivity.

Fig. 5. Server traffic for a chargen attack
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Figure 7 outlines by the solid line the malicious traffic directed to the target server.
The traffic increases up to 20 s, then it remains unchanged up to 40 s, and further the
number of malicious packets is reduced. The dashed line shows the server’s response
(echo). After sending a certain number of responses the server becomes inactive and
generates ICMP packets (instead of UDP ones) that the service is not available. The
graph demonstrates the ICMP packets by the dotted line. Bounced traffic is generated
when the attacked server needs to send response packets to the UDP port 7 of the
sender, which in turn generates echo response packets to the server. However, the
implementation of such an attack cannot achieve infinite loop, as the server, as in the
previous case, at some time becomes inactive and does not respond to incoming traffic.

Figure 8 depicts by solid line the incoming UDP packets to the server, including
bounced traffic. The dotted line shows Echo responses of the server. It can be seen that
when the server responds to Echo requests the incoming traffic includes balanced Echo
messages from attacking hosts. Dotted line represents the ICMP packets, indicating that
the server is currently inactive.

Fig. 6. Server traffic for a chargen attack with resending

Fig. 7. Server traffic under an echo attack
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6 Experiments with Attacks on Application Level

An HTTP-Flooding attack is reached by sending a large number of GET queries to the
port 80 and as a result the server becomes incapable of processing other queries.
A series of 10 experiments has been conducted and 200 hosts are involved in the attack.
Each host initiates a TCP-connection with an HTTP-query at a rate of 2 packages per
second. The queries are processed by the server using the PHP script, which increases
the server load. Due to increasing load the server response time increases with the
increase of the number of hosts. The host studied is participating in the attack during
the whole experiment; other hosts are included in the attack in a distributed way from
the 10th to the 40th seconds and stop package generation from the 70th to the 90th
second. The plot (Fig. 9) shows the dependence of session duration from its number.
The line shows the mean value for 10 experiments and the errors are also indicated. As
can be seen from the plot, the server load increases during an attack, which makes the
query processing time longer.

Next NTP Reflection Attack was simulated. It is based on an NTP vulnerability
consisting in the fact that if the packet with the request on the latest hosts, which asked
for his time, was sent, the NTP-server will send the list of these hosts.

Fig. 8. Server traffic under an echo attack with bounced traffic

Fig. 9. Traffic log plot for HTTP flooding against the server
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Attack of the type NTP Reflection Attack is implemented the following way. The
attacking nodes send the queries get_monlist to an NTP-server; at the same time the
source address is replaced with the address of a victim computer. In response to this
command the server sends a package containing 600 IP-addresses applying to it earlier.
We can gain 500 times attack increase. Consider a scenario when 30 % of computers
included in a network are participating in the attack (Fig. 10).

Each of the attacking nodes generated 2 packages per second. One of the packages
was a legitimate query to an NTP-server, i.e. a query for time synchronization. Address
substitution has not been used. The second package contained the command
get_monlist, and the IP-address of the source was replaced with the IP-address of a
server being attacked. The nodes started sending packages in a distributed way from the
1st to the 20th seconds and terminated the attack from the 40th to the 60th seconds. The
plot (Fig. 10) shows time dependencies of the number of queries and responses. The
curves of legitimate queries and NTP responses and also get_monlist queries coincide
completely and are shown by the solid line. Server responses to the command
get_monlist are shown by the dashed line.

7 Discussion

There are many systems that can simulate DDoS attacks [3–9, etc.], including systems
that generate real traffic for malicious attacks against legitimate sites. But they all have
drawbacks that make it difficult to use them. The system presented in [5] cannot be
applied to create defense mechanisms. The systems [6, 8] can provide protection against
the attacks with limited power; moreover, these systems are very expensive. ViSe [9]
requires a lot of hard disc space as well as a rather large number of settings for starting
and repeating the tests. Our system can be considered not only as a packets generator for
various types of DDoS attacks, but also as a research laboratory to investigate existing
DDoS attacks and methods of protection against them. The main advantage of the
developed system is that it allows creating and testing new distributed architecture
specific defense mechanisms against DDoS attacks. This is achieved by the fact that by

Fig. 10. Server traffic for an NTP-attack (30 % of network computers are in an attack)
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using this laboratory it is possible to create a large-scale computer networks consisting
of thousands of nodes, generating as attacks as well as the legitimate traffic. The ability
to use real hosts allows to work not only with the web server, but with any network
services without the need for simulation, for example, with cloud computing systems.

The ability to use not emulated, but real software is very important to simulate
DDoS attacks with the highest power, as different software can react differently to
events taking place in its environment. For example, if the attacked host is an actual
web server, it can have different hardware configurations, settings, software installed on
it, so that the reaction of one attacked host may differ significantly from others. The
virtual (simulated) part of the system also gives the possibilities to configure parameters
of network interfaces for clients and routers (connection speed, performance of routers,
etc.). Experiments have shown that the developed system allows quite accurate sim-
ulation of the behavior of attacked web servers. For example, in the experiments on
SYN Flooding the server stops processing all SYN packets from clients. This corre-
sponds to the official CERT document describing SYN Flooding [17].

8 Conclusion

In the present paper we have introduced the experiments devoted to simulation of
different types of DDoS-attacks. The experiments were conducted in the modeling
environment developed by the authors with the possibility of connecting real nodes. In
the paper we have provided the experiments for attack simulation at transport and
application levels. The experiments have shown that the developed system performs
adequate simulation of the processes occurring in computer networks. The behavior of
a server being attacked when it is overloaded corresponds to a real server. All the
results and plots obtained during simulation in the developed environment are almost
identical to the results that could have been achieved in a real network. The developed
system can be used in the field of computer security for creating and testing protection
mechanisms against DDoS attacks. In future we plan to use this environment for
developing new protection techniques against DDoS attacks.

Acknowledgements. This research is being supported by grants of RFBR (projects
13-01-00843, 13-07-13159, 14-07-00697 and 14-07-00417), state project “Organization of sci-
entific research” of the main part of the state plan of the Board of Education of Russia, project
part of the state plan of the Board of Education of Russia (task # 2.136.2014/K) as well as by
Government of the Russian Federation, Grant 074-U01.

References

1. Worldwide Infrastructure Security Report. ARBOR Networks reports 2014 (2014). http://
www.arbornetworks.com/resources/infrastructure-security-report

2. Konovalov, A., Kotenko, I., Shorov, A.: Simulation-based study of botnets and defense
mechanisms against them. J. Comput. Syst. Sci. Int. 52(1), 43–65 (2013). Pleiades
Publishing Ltd

188 Y. Bekeneva et al.

http://www.arbornetworks.com/resources/infrastructure-security-report
http://www.arbornetworks.com/resources/infrastructure-security-report


3. Kotenko, I., Konovalov, A., Shorov, A.: Agent-based modeling and simulation of botnets
and botnet defense. In: Conference on Cyber Conflict, Proceedings 2010. CCD COE
Publications. Tallinn, Estonia (2010)

4. Wang, J., Phan, R., Whitley, J., Parish, D.: Advanced DDoS attacks traffic simulation with a
test center platform. Int. J. Inf. Secur. Res. (IJISR), 1(4) (2011)

5. Spirent TestCenter. http://www.spirent.com/Ethernet_Testing/Software/TestCenter
6. MazeBolt developer. https://mazebolt.com
7. Butler, B.: Interop network squares off against controlled 70G bit/sec DDoS attack (2013).

http://www.networkworld.com/article/2166091/data-center/interop-network-squares-off-
against-controlled-70g-bit-sec-ddos-attack.html

8. About Ixia. http://www.ixiacom.com/about-us/company
9. Årnes, A., Haas, P., Vigna, G., Kemmerer, R.A.: Using a virtual security testbed for digital

forensic reconstruction. DIMVA 2006, pp. 144–163. Springer-Verlag, France (2006)
10. OMNeT ++ Discrete Event System Simulator. http://www.omnetpp.org/intro
11. INET Framework. http://inet.omnetpp.org/
12. ReaSE, developer web-site. https://i72projekte.tm.uka.de/trac/ReaSE
13. VirtualBox, developer site. https://www.virtualbox.org/wiki/Technical_documentation
14. VMware, developer site. www.vmware.com
15. Kotenko, I., Doynikova, E.: Evaluation of computer network security based on attack graphs

and security event processing. J. Wireless Mob. Netw. Ubiquitous Comput. Dependable
Appl. (JoWUA) 5(3), 14–29 (2014)

16. Fedorchenko, A., Kotenko, I., Chechulin, A.: Integrated repository of security information
for network security evaluation. J. Wireless Mob. Netw. Ubiquitous Comput. Dependable
Appl. (JoWUA) 6(2), 41–57 (2015)

17. TCP SYN Flooding and IP Spoofing Attacks. CA-1996–21. http://www.cert.org/historical/
advisories/CA-1996-21.cfm

Investigation of DDoS Attacks by Hybrid Simulation 189

http://www.spirent.com/Ethernet_Testing/Software/TestCenter
https://mazebolt.com
http://www.networkworld.com/article/2166091/data-center/interop-network-squares-off-against-controlled-70g-bit-sec-ddos-attack.html
http://www.networkworld.com/article/2166091/data-center/interop-network-squares-off-against-controlled-70g-bit-sec-ddos-attack.html
http://www.ixiacom.com/about-us/company
http://www.omnetpp.org/intro
http://inet.omnetpp.org/
https://i72projekte.tm.uka.de/trac/ReaSE
https://www.virtualbox.org/wiki/Technical_documentation
http://www.vmware.com
http://www.cert.org/historical/advisories/CA-1996-21.cfm
http://www.cert.org/historical/advisories/CA-1996-21.cfm


Dependable Systems and Applications



Secure Database Using Order-Preserving
Encryption Scheme Based on Arithmetic

Coding and Noise Function

Sergey Krendelev(&), Mikhail Yakovlev, and Maria Usoltseva

Novosibirsk State University, Pirogova str. 2, 630090 Novosibirsk, Russia
{s.f.krendelev,m.o.yakovlev,m.a.usoltseva}@gmail.com

Abstract. Order-preserving symmetric encryption (OPE) is a deterministic
encryption scheme which encryption function preserves numerical order of the
plaintexts. That allows comparison operations to be directly applied on
encrypted data in case, for example, decryption takes too much time or cryp-
tographic key is unknown. That’s why it is successfully used in cloud databases
as effective range queries can be performed based on. This paper presents
order-preserving encryption scheme based on arithmetic coding. In the first part
of it we review principles of arithmetic coding, which formed the basis of the
algorithm, as well as changes that were made. Then we describe noise function
approach, which makes algorithm cryptographically stronger and show modi-
fications that can be made to obtain order-preserving hash function. Finally we
analyze resulting vulnerability to chosen-plaintext attack.

Keywords: Cloud computing security � Order-preserving encryption �
Symmetric-key cryptosystems � Order-preserving hash functions

1 Introduction

Nowadays, the amount of information stored in various databases steadily increases. In
order to store and effectively manage large amounts of data it is needed to increase data
storages capacity and allocate funds for its administration. Another way that was
chosen by many companies is to give the database management to a third-party. Such
service is managed by a cloud operator and is called Database as a Service, DBaaS.

Obviously, this approach has its own flaws. And the most important of them is
security issue. Data can be stolen by the service provider itself or by someone else from
its storage. Fortunately, this problem can be solved by encryption. Of course if we just
encrypt the whole database with a conventional encryption algorithm, we’ll have to
encrypt and decrypt it each time we need something. So, all advantages will be lost.
That’s why special encryption schemes, such as homomorphic encryption and
order-preserving encryption, are developed. The first one allows us to handle encrypted
data, and the second – to sort them and select the desired.

All known order-preserving schemes have significant problems, such as low level
of security (polynomial monotonic functions [1], spline approximation [2], linear
functions with random noise [3]), low performance (summation of random numbers

© IFIP International Federation for Information Processing 2015
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[4], B-trees [5]) or too-large numbers proceeding (scheme by Boldyreva [6]). Proposed
scheme doesn’t have these disadvantages and, furthermore, unlike all the others can be
used to encrypt real numbers. Also it can be used to obtain order-preserving hash
function.

This algorithm combines two main ideas, which the majority of OPE schemes
operate with: monotonic functions design and elements of coding theory (implicit
monotonic functions design). It is claimed that scheme is based on arithmetic coding
and noise function, but, in fact, this article considers only the case with binary alphabet.
In theory, nothing prevents the use of an arbitrary one.

First, let’s give a definition of order-preserving encryption. Assume there are two
sets A and B with order relation \. Function f : A ! B is strictly increasing if
8x; y 2 A; x\y , f xð Þ\f yð Þ. Order-preserving encryption is deterministic symmet-
ric encryption based on strictly increasing function.

The described order-preserving encryption scheme was developed in Laboratory of
Modern Computer Technologies of Novosibirsk State University Research Department
as a part of “Protected Database” project1 and is based on arithmetic coding and noise
function. Let us consider them precisely.

2 Splitting Procedure of Arithmetic Coding

Suppose c is non-negative integer number requiring for its representation n bits, i.e.

c ¼
Xn
i¼1

ai2i

where a1; a2; . . .; anð Þ is a bit string, a1 is the MSB. Let us define the bijection f.
Assume that the string a1; a2; . . .; anð Þ defines certain real number s 2 0; 1Þ½ as follows:

s ¼ c
2n

:

Let us find another representation for the number s. In order to do it, we use the idea
of arithmetic coding. Notice that the number s satisfies the equation 2ns ¼ c. The
equation

G xð Þ ¼ 2nx� c ¼ 0

has only one solution on the interval 0; 1Þ½ . If we solve this equation using a standard
binary search, we get the initial number s after n steps. The main idea of arithmetic
coding is that intervals can be split into parts randomly. In this case approximate
solution of the equation can be found after the less number of steps. That allows us to

1 This research is performed in Novosibirsk State University under support of Ministry of Education
and Science of Russia (contract no. 02.G25.31.0054).
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achieve compression of data while using arithmetic coding. First of all, let us consider
the splitting procedure.

Suppose c ¼ p
pþq ; l ¼ q

pþq, where p; q are random natural numbers. Obviously,

cþ l ¼ 1. Let us split the interval 0; 1Þ½ into two parts 0; p
pþq

�h
;

p
pþq ; 1

�h
. If

G p
pþq

� �
[ 0, the interval 0; p

pþq
�h

is selected, and the output is 0-bit (b1 ¼ 0). If

G p
pþq

� �
\0, the interval p

pþq ; 1
�h
is selected, and b1 ¼ 1. Let us denote a1; b1Þ½ the

interval was selected.
This interval is again split into parts in the ratio c : l. According to the sign of

function GðxÞ in the splitting point, one of the segments is selected. Proceeding by
induction, the interval ak; bkÞ½ can be calculated for 8k. Its length is crln�r, where r is
the number of zeros in string b. If 8r : 1

2n \crlk�r, then s 2 ak; bkÞ½ and c ¼ 2ns are
uniquely defined by b ¼ ðb1; . . .; bkÞ. It is also obvious that this mapping preserves an
order.

Generalizing used in the adaptive arithmetic coding, as well as in the proposed
algorithm, is that it is possible to use different ratio on each step. This allows us to
achieve stronger security of encryption.

3 Noise Function

It is known that the composition of two strictly increasing functions strictly increases.
Therefore, to provide stronger security of cryptographic algorithm special random
strictly increasing function is used in addition to the splitting procedure. In fact, we use
inverse function of the one that was generated.

It was proved [6] that OPE schemes cannot satisfy the standard notions of security,
such as indistinguishability against chosen-plaintext attack (IND-CPA) [7], since they
leak the ordering information of the plaintexts. If an adversary knows plaintexts p1; p2
and corresponding ciphertexts c1; c2 and c, such that c1\c\c2, it is obvious that the
plaintext for c lies in the interval ðp1; p2Þ. In addition, the adversary can always find the
decryption function in some approximation, for instance, using linear interpolation.

And moreover, in case of using, for example, encryption method developed by
David A. Singer and Sun S. Chung [1], where strictly increasing polynomial functions
f xð Þ ¼ a0 þ a1xþ . . .þ anxn are used for encryption, the adversary can calculate the
exact encryption function if he has ðnþ 1Þ arbitrary pairs (plaintext, ciphertext). It is
enough to solve the system of equations:

a0 þ a1x0 þ . . .þ anxn0 ¼ y0
a0 þ a1x1 þ . . .þ anxn1 ¼ y1

..

.

a0 þ a1xn þ . . .þ anxnn ¼ yn

8>>><
>>>:
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Thus, the adversary can get a0; . . .anð Þ and correspondingly encryption function
fðxÞ.

In order to complicate his task it is necessary to maximize the amount of pairs
required for this attack and complexity of the system of equations f xið Þ ¼ yi. There-
fore, it was decided to generate noise function from class of function

f xð Þ ¼
Z x

c
a0 þ a1t + a2t2
� �

a3 þ a4 sin a5 þ a6tð Þ þ a7 cos a8 þ a9tð Þð Þdt;

where c is an arbitrary constant and coefficients ai are selected so that

a0 þ a1tþ a2t2
� �ða3 þ a4 sin a5 þ a6tð Þ þ a7 cosða8 þ a9tÞÞ[ 0

for 8t 2 ðc; xmaxÞ. In this case fðxÞ is strictly increasing function (see Fig. 1). This
integral can be calculated explicitly, which increases the speed of function value cal-
culation. Nevertheless, the system of equations

Z x0

c

a0 þ a1tþ a2t2ð Þða3 þ a4 sin a5 þ a6tð Þþ
a7 cosða8 þ a9tÞÞ dt ¼ y0Z x1

c

a0 þ a1tþ a2t2ð Þða3 þ a4 sin a5 þ a6tð Þþ
a7 cosða8 þ a9tÞÞ dt ¼ y1

..

.
Z xk

c

a0 þ a1tþ a2t2ð Þða3 þ a4 sin a5 þ a6tð Þþ
a7 cosða8 þ a9tÞÞ dt ¼ yk

8>>>>>>>>><
>>>>>>>>>:

Fig. 1. Example of the correct noise function from the class. Due to such combination of sine
and cosine, its behavior is hard to predict without a0; . . .a9ð Þ coefficients knowledge.
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is difficult to solve, which indicates that proposed algorithm is cryptographically strong
against this type of attack.

4 Cryptographic Scheme

4.1 Key Generation

As a private key of encryption algorithm we consider noise function f xð Þ ¼R x
c a0 þ a1tþ a2t2ð Þða3 þ a4 sin a5 þ a6tð Þ þ a7 cosða8 þ a9tÞÞdt and a set of ratios
pi; qið Þ.

In order for an encrypted n-bit number to be uniquely decrypted, the length of
intervals computed during decryption has to be less than 1

2n. The largest length of the

interval that can be obtained during decryption is
Q
i

max pi;qið Þ
piþqi

f
0
maxðxÞ. So the algo-

rithm of calculation the set of ratios is:

1. Generate random ratios pi; qi.
2. Check the condition

Y
i

max pi; qið Þ
pi þ qi

f
0
max xð Þ\ 1

2n

If this conditions if satisfied, go to the step 3, else go back
to the step 1.

3. Output the set of ratios p1; q1ð Þ; p2; q2ð Þ; . . .; pk; qkð Þ:
The key is the set K ¼ ½ a0; . . .; a9ð Þ; p1; q1ð Þ; p2; q2ð Þ; . . .; pk; qkð Þ�:

4.2 Encryption

Assume we need to encrypt n-bit integer s with the key K ¼ ½fðxÞ; p1; q1ð Þ;
p2; q2ð Þ; . . .; pk; qkð Þ�, where fðxÞ is a noise function, f a0ð Þ ¼ 0, fðb0Þ ¼ 2n, and ðpi; qiÞ
is a set of ratios. Consider the i-th iteration of algorithm.

The current interval ai�1; bi�1Þ½ is split in the ratio pi : qi. Let it be split at the point
x 2 ai�1; bi�1Þ½ , i.e.

x ¼ ai�1 þ bi�1 � ai�1ð Þpi
pi þ qi

:

If fðxÞ[ s, then bi ¼ 0, ai ¼ ai�1; bi ¼ x. Otherwise, bi ¼ 1; ai ¼ x; bi ¼ bi�1.
Notice that 8i; f�1ðsÞ 2 ai; biÞ½ according to the selection of ai and bi. After per-

forming k iterations, (where k is the size of the key, i.e. the number of ratios) we obtain
the bit sequence b ¼ b1; . . .; bkð Þ; bi 2 0; 1f g, which is a ciphertext for s.
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4.3 Decryption

Suppose there is a bit sequence b ¼ b1; . . .; bkð Þ; bi 2 0; 1f g, which is the ciphertext
for s, encrypted with some key K. Let us consider the i-th iteration of the algorithm.

Similar to the encryption algorithm, current interval ai�1; bi�1Þ½ is split in the ratio
pi : qi. Let it be split at the point x 2 ai�1; bi�1Þ½ , i.e.

x ¼ ai�1 þ bi�1 � ai�1ð Þpi
pi þ qi

:

If bi ¼ 0, then ai ¼ ai�1; bi ¼ x. Otherwise, ai ¼ x, bi ¼ bi�1.
After performing k iterations, we obtain the interval ak; bkÞ½ and the condition

fðbkÞ � fðakÞð Þ\ 1
2n is satisfied according to the key selection. As s 2 fðakÞ; fðbkÞÞ½ , the

s is uniquely decoded as follows:

s ¼ 2nfðakÞ þ 1;

where xb c is the largest integer, which comes before x.

5 Scheme Modifications

5.1 Application of the Scheme for Fixed-Point Arithmetic

It is easy to see that this scheme can be generalized to the set of rational numbers.
Encryption and decryption algorithms are the same except for the final operation – the
length of the segment ak; bkÞ½ that determines encrypted number is reduced to 2l times,
where l is the number of bit decimal places. It should be known at the stage of key
generation and condition from point 2 takes the following form:

Y
i

max pi; qið Þ
pi þ qi

� f 0maxðxÞ\
1

2nþl

After key generation number l can’t be modified and is a part of the key. So, the
secret key K now is the set ½l; a0; . . .; a9ð Þ; p1; q1ð Þ; p2; q2ð Þ; . . .; pk; qkð Þ�.

5.2 Strictly Increasing Hash Function

This algorithm can also be modified to produce a strictly increasing hash function. It
can be used, for example, in encrypted database, if it stores two entities for each data:
ciphertext, that was obtained from cryptographically strong algorithm and hash value
returned by hash function. This allows both to be sure that the data won’t be decrypted
by adversary (first entity is secure and the second can’t be decrypted at all) and apply
comparison operations on encrypted data to some extent.
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To begin, we note that output has the same bit size as the number of ratios pi; qi
from the secret key. So, in order to obtain a hash function, it is enough to change the
procedure of key generation, and more precisely, its ratios generation part.

Instead of the condition checking from the point 2, satisfaction of which guaranteed
that the data can be decrypted, now we need to perform the first point – pair pi; qi
generation – a number of times. This number, evidently, is equal to the number of bits
that hash function returns.

Thus, the key generation algorithm for order-preserving m-bit hash function is:

1. Select strictly increasing noise function f(x). To do this,
generate a0; . . .a9ð Þ so that

a0 þ a1tþ a2t2
� �ða3 þ a4 sin a5 þ a6tð Þ þ a7 cosða8 þ a9tÞÞ[ 0

for 8t 2 ðc; xmaxÞ, where c is a fixed constant.
2. Generate random set of ratios p1; q1ð Þ; p2; q2ð Þ; . . .; pm; qmð Þ.
3. The key is the set K ¼ ½ a0; . . .; a9ð Þ; p1; q1ð Þ; p2; q2ð Þ; . . .; pm; qmð Þ�.

To get rid of the big numbers processing, for instance, if we need to get hash of a
large file, it is possible to split input data into parts with acceptable size and calculate
hash for each of them. The result hash value of the whole file can be found as their
concatenation. This approach allows us to hash data of any predetermined dimension.

So, there are three parameters that we can select arbitrarily depending on our
purpose: s1 – size of the processed parts, s2 – hash size for each of them (s2\s1Þ, and
s3 – maximum file size. Obviously, final hash is s2s3s1 -bit.

Since encryption algorithm remains the same, the hash function running time
depends linearly on its output size (it is equal to the number of algorithm iterations).
Therefore, it is not recommended to choose too-big s2 number.

In order to process files smaller than the maximum size, they can be padded with
zeros on the left. In this case, order is still preserves. Since this is a hash function
algorithm, decryption is no longer exists.

6 Encryption Security

As we have seen (see Sect. 3) OPE schemes cannot satisfy the standard notions of
security against chosen-plaintext attack. Different methods of cryptoanalysis are con-
sidered to determine the notion of order-preserving encryption security [2, 8–10].
Generally, the security of such schemes is based on the fact that monotonic function,
the scheme is based on, must be completely indistinguishable from truly random
monotonic function. This means that only an access to the private key allows per-
forming accurate data decryption.

So let us check this algorithm for this condition in practice. To do that, we
encrypted all 16-bit numbers (from 0 to 65535) with the same random key and ana-
lyzed the results.

As a subject of analysis we chose the difference between two ciphertexts for nearby
integers. For example, if f xð Þ ¼ 2186003864819 and f xþ 1ð Þ ¼ 2186004033407,
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where fðxÞ is encryption function, then f xþ 1ð Þ � f xð Þ ¼ 168588 is considered. One
of the reasons for this choice was the fact that success of chosen-plaintext attack by
interpolation depends on this differences (see Fig. 2).

As a result, we obtained the following data (see Fig. 3). In this chart the Y-axis
displays the difference value between two ciphertexts (higher values were rounded),
and the X-axis shows the number of them was found.

Fig. 2. Chosen-plaintext attack using values interpolation. Ciphertext for some b1-bit plaintext x
is approximated by the value of x

2b2 , where b2 is size of ciphertext. Approximation in the other
direction is counted similarly.

Fig. 3. Frequency distribution of the differences between ciphertext.

200 S. Krendelev et al.



As we see, this chart and right hyperbola y ¼ 1
x are alike. It is typical for monotonic

functions that were generated randomly and indicates that the maximum available
security of the algorithm was achieved.

But the distribution of the differences itself is also important (see Fig. 4). The
Y-axis displays f xþ 1ð Þ � fðxÞ when the X-axis shows x (from 0 to 65535).

We can see that the differences are distributed very irregularly. As it is a feature of
secure encryption, we can claim that proposed algorithm is cryptographically strong.
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Abstract. The resolution of conflicts among non-functional requirements are
difficult problem during the analysis of non-functional requirements. To mitigate
the problem, the weighted softgoal is proposed based on the Softgoal Interde-
pendency Graphs (SIG) that help engineers resolve conflicts among
non-functional requirements. It is also shown evaluation results of the weighted
SIG applications to develop non-functional requirements and choose alternative
design decisions.

Keywords: Non-functional requirements � NFR framework � Softgoal Inter-
dependency Graphs � Softgoal weight

1 Introduction

Non-functional requirements are used to define qualities and validate that system archi-
tectures achieve the quality requirements. NFR framework is traditionally focusing on
qualitative evaluation of softgoals, and different kinds of softgoals are evaluated sepa-
rately. For example, it is difficult to evaluate security and safety softgoals in the integrated
way. Therefore, conflicts between safety and security softgoals should resolve implicitly.

This paper discusses the effectiveness of a softgoal weight extension based on SIG
diagrams of the NFR framework. The weight values are assigned to softgoal decom-
positions and contributions link. The new main top goal is introduced to resolve con-
flicts between security and safety softgoals that are decomposed from the main softgoal.
The weights assigned to each link define clearly priority between decomposed softgoals.

Section 2 describes related work of non-functional requirements approach based on
softgoals. Section 3 proposes an approach to introduce quantitative weights to SIG
diagrams. Section 4 describes examples of applying the proposed approach to evaluate
operationalization softgoals for simple cases. In Sect. 5, we discuss the effectiveness of
the proposed approach. Section 6 concludes the paper and shows future work.

2 Related Work

The NFR framework [1] is a Goal Oriented Requirements Engineering method can be
used to evaluate architecture by defining levels of safety and security requirements.
The SIG (Softgoal Interdependency Graph) is used to represent security and safety
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goals. The NFR soft goals are non-functional requirements softgoals, operationalization
softgoals, and claim softgoals. First, constraints of target systems are clarified by
non-functional requirements softgoals. Softgoals are, then, decomposed into sub
softgoals to develop SIG. NFR softgoals are allocated to operationalization softgoals
for describing target system functions.

In SIG the design decisions for the target system are represented by operational-
ization softgoals. The operationalization softgoals are validated for satisfying parent
soft goals.

For analysing functional requirements, alternative requirements are selected to
satisfy non-functional softgoals. If the conflict between non-functional softgoals is
occurred, the conflict should be resolved by using the criteria whether non-functional
requirements are satisfied.

To evaluate the quality of architecture, the following methods are proposed.

(1) Check list based method

The operationally critical threat, asset, and vulnerability evaluation (OCTAVE) for
security provides the check list to evaluate vulnerability [2].

However, the standard check list did not satisfy every safety requirements and
security requirements. The check list also have the problem that it cannot be applied to
resolve conflicts and interactions between safety and security requirements.

(2) Scenario based method

Scenarios can be developed to describe critical factors that impact on architectures
significantly. The scenarios are used to identify important factors that affect high
priority requirements. Utility trees are used to define scenarios in ATAM (Architecture
Trade off Analysis Method) [3]. ATAM provides the quality trade off analysis method
to analyze safety and security requirements.

(3) Subramanian method

Subramanian proposed the following method that NFR framework is applied to
analyse safety and security [4]. Safety and security are decomposed by using
non-functional softgoals. The target architecture is decomposed by operationalization
softgoals. The contribution relationship from operationalization softgoals to
non-functional softgoals are defined. By using propagation rules, labels of softgoals are
investigated to evaluate safety and security of the target architecture. However their
approach did not consider quantitative relationship between values of child softgoals.
And they evaluate safety and security softgoals independently.

To analyse system faults, FTA (Fault Tree Analysis) has been used [5]. Although
the fault tree of FTA can be considered as an AND/OR goal graph, nodes of the fault
tree represent fault events and logic gates. An upper event is resulted from a combi-
nation of lower events through a logic gate. The lowest events are primary events that
require no further logical decomposition.
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3 Softgoal Weight

In case of introducing weights to SIG, nodes and relationships are candidates to assign
weights. Names are assigned to SIG nodes, but SIG relationships do not have names.
Therefore, we consider to add weights as the attributes of node names. This approach is
comfortable because it does not affect the SIG grammar syntax. Attributes are not
assigned for the SIG relationship, because attributes for the relationship between
softgoals can be represented by node attributes.

In NFR framework, the achievement of soft goals are shown by the check symbol for
each soft goal. Figure 1 shows an example portion of NFR framework to assure the safety
of elevator control. The buffer device evades a car collision to the ground when the car is
going down. This supports the claim that the down movement of the elevator is safe.

3.1 AND Decomposition Weight

If a softgoal decomposed by the AND relationship, then the AND decomposition
weight label <W1,…,Wk> is appended to the parent softgoal name.

Where k is the number of sub softgoals, and Wi are defined to satisfy Σi=1,k Wi = 1.

3.2 OR Decomposition Weight

If a softgoal decomposed by the OR relationship, then the OR decomposition weight
label <max(W1,…,Wk)> is appended to the parent softgoal name, where Wi is the
weight of the i-th sub softgoal.

3.3 Operationalization Weight

If a softgoal is related to operationalization softgoals, then the weight ratio label <W1,
…,Wk> is appended to the parent softgoal name.

Rationale
[evade a collision to 
the ground]

Buffer device

Safe[Car Move Down]

Fig. 1. A portion of NFR framework to assure safety of elevator control
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Where k is the number of operationalization softgoals that are related to the soft-
goal, and Wi are defined to satisfy Σi=1,k Wi = 1.

3.4 Contribution Weight

There are positive and negative contributions in SIGs. The weights of positive and
negative contributions are +N and −N, respectively. N is either 1 or 2. 1 and 2 also
mean weak and strong contribution, respectively. The positive and negative contri-
butions can be represented by styles of relation lines. The solid and dotted lines show
positive and negative contributions, respectively.

3.5 Weight Propagation Rules

There are two rules for operationalization and decomposition. The operationalization
propagation rule is defined as follows.

Let a parent softgoal is contributed by k operationalization goals. And let <P> be
the weight of the softgoal. Let <Q1,…,Qk> be the operationalization weight ratio of the
softgoal. Let <Ri> be the weight of i-th operationalization goal, and Ci be the con-
tribution weight of the operationalization goal to the softgoal, respectively. Then the
weight value P of the softgoal is calculated by the following equation.

P ¼ Ri¼1;k Q�
i R

�
i Ci

� �
; where Ri¼1;k Qi ¼ 1

The Fig. 2 shows an example of the operationalization propagation. Suppose the
weights of operationalization goals are <Q>, <R>, <S>, and the contribution weight
ratio is <1/3, 1/3, 1/3>, then the weight P of the softgoal is Q/3 + R/3–S/3, where Q and
R are the positive, but S is the negative contribution.

In the same way, the decomposition propagation rule can be defined as follows. Let
a parent softgoal is decomposed by k sub softgoals with AND decomposition. Let <P>
be the weight of the softgoal. Let <Q1,…,Qk> be the AND decomposition weight ratio

<P>; P=Q/3 +R/3 -S/3

<S><Q> <R>

<1/3, 1/3,1/3>: weight ratio

Fig. 2. Operationalization propagation
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of the softgoal. Let <Ri> be the weight of i-th sub softgoal. Then the weight value P of
the softgoal is calculated by the following equation.

P ¼ Ri¼1;kQ�
i Ri

� �
; where Ri¼1;k Qi ¼ 1

The Fig. 3 shows an example of the AND decomposition propagation. Suppose the
weights of sub softgoals are <Q>, and <R>. And the contribution weight ratio is <1/2,
1/2>, then the weight P of the softgoal is Q/2 + R/2.

In case of OR decomposition, P is also calculated by the following equation.

P ¼ max R1; . . .;Rkð Þ

The Fig. 4 shows an example of the OR decomposition propagation. Suppose the
weights of sub softgoals are <Q>, and <R>. Then the weight P of the softgoal is the
max(Q, R).

4 Examples of Weighted SIG

4.1 Credit Card Account

The credit card system shall manage customer accounts. The NFR of the customer
accounts consists of good performance, security, and accessibility.

<1/2, 1/2>: weight ratio

<Q> <R>

<P>; P= Q/2 +R/2

Fig. 3. AND decomposition propagation example

<max( Q, R) >: weight ratio

<Q> <R>

<P> ; P=max( Q, R)

Fig. 4. OR decomposition propagation example
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The weighted SIG for the customer accounts of a credit card system is shown in
Fig. 5. The main NFR is decomposed into the above three softgoals. The top softgoal of
the figure integrates these softgoals as well as defines that these softgoals have the same
priority by using the weight attribute clause <1/3, 1/3, 1/3>.

The impact of the operationalization softgoals to achieve the above NFRs can be
evaluated by adding operationalization softgoals to the weighted SIG. An example of
the interrelationship between NFR and operationalization softgoals are shown in Fig. 6.

There are 8 operationalization softgoals. The Authorize access to account infor-
mation softgoal is decomposed into Validate access against eligibility rules, Identify
users, and Authenticate user access softgoals by AND decomposition. Authenticate
user access softgoal is also decomposed into Compare signatures and Additional ID
softgoals by OR decomposition. The Uncompressed format operationalization have the
positive and negative contribution to the Space and Response time softgoals, respec-
tively. The indexing operationalization has the positive contribution to the Response

Secure [account]
<1/3,1/3,1/3> Accessibility 

[account]

Main non-functional requirements 
[account] <1/3,1/3,1/3>

Integrity 
[account]

confidentiality 
[account]

Good performance
[account]
<1/2, 1/2>

space
[account]

Response time
[account]

availability 
[account]

Fig. 5. Decomposition of a main NFR with weights

Fig. 6. Evaluation of the decision impact
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time softgoal. The Validate access against eligibility rules operationalization has
negative and positive contribution to the Response time and accurate softgoals,
respectively. Additional ID operationalization has negative contribution to the
Accessibility softgoal.

The impact of the operationalization can be evaluated as follows.

�1=2þ 1=3þ 1=3� 1=3ð Þ=2ð Þ=3þ 0þ 1=2ð Þ=3þ 0 þ 0ð Þ=3þ �1ð Þ=3
¼ �1=2þ 1=6ð Þ=3þ 1=18� 1=3

¼ �1=9� 5=18 ¼ �7=18

Therefore the operationalization is not a good decision in total. It is difficult to
evaluate the total impact of the operationalization without the top main softgoal.

4.2 Alternative Design Decision

Figure 7 shows the comparison of alternative operationalization to manage the system
data. The top NFR softgoal is decomposed into comprehensibility, modifiability,
performance, and reusability softgoals. The shared data and abstract data type are two
operationalization alternatives.

The total impact value of the quality requirements for shared data is calculated as
follows.

1=2� 1=2ð Þ=6þ �1=3� 1=3þ 1=2þ 0ð Þ=3ð Þ=3þ 1=2þ 0ð Þ=3� 1=6

¼ 0þ �2=3þ 1=6ð Þ=3þ 1=6� 1=6 ¼ �1=6

The total impact value of the main non-functional requirements for Abstract Data
Type is calculated as follows.

1=6þ �1=3þ 1=3þ 0ð Þ=3� 1=2ð Þ=3þ 1=6 ¼ 1=6þ 0 � 1=6þ 1=6 ¼ 1=6

The result shows that Abstract data type is better than shared data.
It is worth to remark that contribution weight are not assigned to the bottom level

non-functional requirement softgoals in Fig. 7. Because the shared data and abstract
data type softgoals are different alternative operationalization softgoals, therefore the
bottom level non-functional requirement softgoals have no weight value list.

The impact evaluation can also be represented by tabular form. Table 1 shows the
tabular evaluation of Abstract Data Type solution for the SIG diagram. The column
values of the Abstract Data Type shows the contribution values for NFR softgoals.

On the top left first column corresponds to the main softgoal. The value in the next
row of the same top left column is the total evaluation value for the selected alternative
solution. The second column shows the decomposition coefficient values.
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The table shows the coefficient vector <1/12, 1/12, 1/6, 1/6, 1/6, 1/6, 1/4, 1/4, 1/6>
for the SIG decomposition. The summation of the multiplication of the contribution
vector and coefficient vector becomes the evaluation value for the selected alternative
solution.

Table 1. Tabular evaluation of Abstract Data Type solution

AbstractDataType
Main NFR 1/6 Comprehensibility 1/2 Coherence 

0.16667 1 1
1/2 Simplicity

1

1/3 Modifiability 1/3 Modifiability
[Process]

0 -1

1/3 Modifiability
[Data Rep.]

1

1/3 Modifiability
[Function] 1/2 Extensibility

[Function]
0 -1

1/2 Updatability
[Function]

1
1/3 Performance 1/2 Space

- 1/2 0
1/2 Time

-1
1/6 Reusability 

1

1

0

-1

1

SIG decomposition structure

1

1

-1

1

-1

Modifiability  
[system]
<1/3,1/3,1/3>

Performance 
[system]
<1/2,1/2>

Main NFR
[system] <1/6,1/3,1/3,1/6>

Modifiability  
[process]

Modifiability 
[Data Rep.]

Comprehensibility 
[system]
<1/2, 1/2>

coherence
[system]

simplicity
[system]

Modifiability 
[Function]
<1/2,1/2>

Reusability 
[system]

Space
performance
[system]

Time 
performance
[system]

Shared Data
[Target system]

Abstract Data Type
[Target system] 

Extensibility 
[Function]

Updatability 
[Function]

Fig. 7. Evaluating the impact of solution alternatives on the integrated NFR
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5 Discussion

5.1 Effectiveness of Argument Patterns

As examples showed, the weighted SIG approach was useful to analyze the satisfing
relationship between non-functional softgoals and operationalization softgoals. This
showed that the effectiveness of the weight propagation method. Although the evalu-
ation was only executed for small examples, it is clear the same results can be derived
for other applications.

The conflict among different quality characteristics can be resolved by using
decomposition weight list defined by decomposition link of SIGs. The mechanism is
generic and widely applicable to quantitative evaluation of the validity of various
architectures. The proposed approach can be applicable for evaluating not only soft-
ware architectures, but also business and technology architectures [6, 7].

5.2 Limitation

This paper only examines the effectiveness of the proposed method for a simple
example SIG diagrams. It is necessary to show the effectiveness of the method by
evaluating more number of applications. This paper qualitatively examines the effec-
tiveness of the weighted SIG approach. Quantitative evaluations of the proposed
method are also necessary.

6 Conclusion

This paper introduced the softgoal weight for evaluating NFRs. Evaluation examples of
the approach was also shown for quantitatively validating quality satisfying levels of
solutions represented by operationalizing softgoals. The example evaluations showed
the effectiveness of the approach.

Future work includes more experimental evaluation of the proposed approach,
comparative analysis of different quantitative extensions to the NFR framework. The
claim softgoals are not mentioned in this paper. It is also necessary to consider the
effect of introducing weight for claim softgoals.
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Abstract. With the explosion of information technologies, the volume and
diversity of the data in the cyberspace are growing rapidly; meanwhile the
unsavory data are harming the security of Internet. So how to detect the unsa-
vory data from the Internet big data based on their inner semantic information is
of growing importance. In this paper, we propose the i-Tree method, an intel-
ligent semantics-based unsavory data detection method for internet big data.
Firstly, the internet big data are mapped into a high-dimensional feature space,
representing as high-dimensional points in the feature space. Secondly, to solve
the “curse of dimensionality” problem of the high-dimensional feature space, the
principal component analysis (PCA) method is used to reduce the dimension-
ality of the feature space. Thirdly, in the new generated feature space, we cluster
the data objects, transform the data clusters into regular unit hyper-cubes and
create one-dimensional index for data objects based on the idea of
multi-dimensional index. Finally, we realize the semantics-based data detection
for a given unsavory data object according to similarity search algorithm and the
experimental results proved our method can achieve much better efficiency.

Keywords: High-dimensional feature space � Principal component analysis �
Multi-dimensional index � Semantics-based similarity search

1 Introduction

In recent years, with the era of Internet big data coming, the volume and diversity of
internet data objects in the cyberspace are growing rapidly. Meanwhile, more and more
various unsavory data objects are emerging, such as various malwares, violent videos,
subversive remarks, pornographic pictures and so on [1–3]. The unsavory data are
harming our society and network security, so efficiently detecting the unsavory data
objects from the Internet big data is of growing importance. But the traditional accurate
matching based data detection methods cannot identify the inner semantic information
of various internet data objects and cannot realize intelligent data detection.
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To realize the intelligent semantics-based data detection, we need to extract the
features of internet data collection to construct a high-dimensional feature space [4],
and the data objects are expressed as high-dimensional points in the feature space, so
we can discover the data objects semantics-similar to a given query data object
(unsavory data) based on the distances between high-dimensional points. While the
efficiency of semantics-based similarity search in feature space is sensitive to the
dimensionality of the space, when the dimensionality is too high, the efficiency of
similarity search can be so worse that cannot meet our needs.

In the other hand, when searching the semantics-similar data objects to a given
query point in feature space, the multi-dimensional indexes [5] can prune away the data
objects semantics-irrelevant (with large distance) to the query point, reducing the
searching zone and searching paths and increasing the efficiency of similarity search.
While the existing multi-dimensional indexes have several shortcomings for processing
the internet big data: Firstly, the multi-dimensional indexes are influenced by the
dimensionality of feature space, when the dimensionality is very high, the efficiency of
multi-dimensional indexes might become worse than sequential scan; Secondly, most
existing multi-dimensional indexes are proposed in some particular situations. For
instance, the Pyramid-Technique [6] is efficient at processing uniformly distributed data
set but inefficient when data set is irregularly distributed, while the iDistance [7]
method is efficient at kNN query but cannot carry out range query; Thirdly, for the
semantics-based similarity searching in feature space, the semantic information of data
set is usually embedded in a lower-dimensional subspace so the original
high-dimensional feature space can be compressed. Besides, there are many correlated
features, noise and redundant information in the original feature space, which can
impair the efficiency of semantics-based similarity search.

To realize intelligent and efficient unsavory data detection for internet big data, we
proposed the i-Tree method, a semantics-based data detection method. The method
firstly utilize the PCA [8] method to reduce the dimensionality of original
high-dimensional feature space, eliminating ill effects of “curse of dimensionality”
meanwhile diminishing the redundant and noise interference; secondly, we adopt a
multi-dimensional index which is robust for arbitrarily distributed data set in the feature
space, the index can effectively divide, organize and map multi-dimensional data
objects into one-dimensional values; finally, to validate the validity of our method, we
realize similarity search algorithm using our method and compare our method with
other classic methods. Our method can avoid “curse of dimensionality”, and the
method is adaptive for various distributed data set, which can provide inspiration to
efficient unsavory data detection for internet big data.

The rest of the paper is organized as follows. Section 2 introduced the related
technologies and methods of this paper. Section 3 proposed the semantics-based
unsavory data detection method for internet big data based on PCA and multi-
dimensional indexes. Section 4 presents the experimental results of our method. Finally
we conclude in Sect. 5.
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2 Related Work

2.1 Principal Component Analysis

Principal component analysis (PCA) is widely used in analyzing multi-dimensional
data set, which can reduce the high dimensionality of original feature space to a lower
intrinsic dimensionality, and can realize redundancy removal, noise elimination, data
compression, feature extraction, etc. The PCA is widely employed in many actual
applications with linear models, such as face recognition, image processing, sex
determination, time series prediction, pattern recognition, communications, etc.

The basic idea of PCA is representing the distribution of original date set as
precisely as possible using a set of features that containing more amount of information,
in other words, it computes an orthogonal subspace with lower dimensionality to
represent the original high-dimensional data set.

For an N-dimensional data set X containing M data objects (expressed as
N-dimensional vectors): xk 2 RN�1ðk ¼ 1; 2; . . .;MÞ, let m represent the mean

vector: m ¼ 1
M

PM
i¼1

xk , and the covariance matrix can be represented as Si ¼

1
M

PM
k¼1

ðxk � mÞðxk � mÞT 2 RN�N . Let Z ¼ ½x1 �m; x2 �m; . . .; xM �m � 2 RN�M ,

then Si ¼ 1
M ZZT 2 RN�N .

The optimal projected vectors of PCA are a set of orthonormal vectors (u1, u2, …,
ud) when the evaluation function J uð Þ ¼ uTSiu attends its maximal value, and the
retained variance in the projection is maximal. In fact, the vectors u1, u2, …, ud are the
corresponding orthonormal eigenvectors of d larger eigenvalues of Si
(k1 � k2 � . . .� kd), the vector ui is also called the i-th principal component. The
evaluation function of PCA can also be represented as J Wð Þ ¼ trðWTSiWÞ, where the
optimal projection matrix is Wopt ¼ argmax J Wð Þ

W
¼ ðu1; u2; . . .; udÞ:

The contribution rate (energy) of k-th principal component uk can be defined as:
kk

k1þk2þ...þkn
, that is the rate of the k-th principle component variance in the sum of all

principle component variances. Owing to k1 � k2 � . . .� kn, the contribution rate of
anterior principal component is greater than the contribution rate of latter principal
component. When the contribution rate sum of d anterior principal components: gk ¼

k1þk2þ...þkd
k1þk2þ...þkkþ...þkn

is large enough (such as ≥90 %), then we can think that the d principal
components almost contain all the useful information of original features. When d<< n,
we can achieve the goal of dimensionality reduction of original feature space, then we
can construct a lower-dimensional feature space using the eigenvectors: u1, u2, …, ud.

2.2 Multi-dimensional Indexes

The multi-dimensional indexes can efficiently divide and organize the data objects in
feature space, making sure data objects that close to each other are likely to be stored in
the same page, so the useless data zones can be pruned away in advance for processing
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similarity queries. So far, a series of multi-dimensional indexes have been proposed,
the typical ones include Pyramid-Technique, iDistance, and so on.

The partitioning strategies of multi-dimensional indexes can be divided into
space-based partitioning and data-based partitioning. The Pyramid-Technique is based
on the space-based partitioning strategy. It firstly divides the d-dimensional feature
space into 2d subspaces such that the resulting subspaces are shaped liked pyramids
with the center-point of the feature space as their common top, and then every subspace
is cut into slices that are parallel to the pyramid’s basis to form data pages. The
technique defines a pyramid number for each subspace. For a d-dimensional data
object, the technique determines the pyramid number i in which the data object is
located and computes the height h of the data object to the pyramid top. So we can
obtain the one-dimensional mapping value of the data object through adding the
pyramid number i and the height h of the data object.

The partitioning strategy of the iDistance method can be space-based partitioning
strategy or data-based partitioning strategy. The iDistance firstly divides the feature
space into subspaces equally or according to the distribution of the data objects and
determines a subspace number i for each subspace; secondly, selects a reference point
for each subspace and computes the distance d of a given data object p to its nearest
reference point; finally, the data object can be mapped into a one-dimensional value y
based on the formula: y ¼ i� cþ d, where c is a constant to make sure that the data
objects in different subspaces are mapped into different one-dimensional intervals.
Finally the iDistance uses a B+-tree to index the resulting one-dimensional space.

3 The Overview of Our Method

To realize intelligent semantics-based unsavory data detection, we proposed the i-Tree
method, and our method consists of the following three phases:

• Dimensionality reduction of feature space based on PCA;
• Adaptive multi-dimensional index for data distribution;
• Semantics-based similarity search.

3.1 Dimensionality Reduction of Feature Space Based on PCA

The dimensionality of internet big data’s feature space is usually too high to easily
cause the “curse of dimensionality”. In this section we realize the dimensionality
reduction of the original feature space using the PCA method, eliminating the ill effects
of “curse of dimensionality” and the redundant and noise interference.

Firstly we use the PCA to compute the features of a new feature space, the features
(vectors) of the new space are in the direction of the largest variance of the original
internet data. Then we use the new features to construct a lower-dimensional feature
space, and the internet data set are expressed in this new feature space by their feature
coefficients (weights). A user query is also projected into the feature space generated by
PCA, and we can find semantics-similar internet data by searching the internet data
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near it; if the query is not projected into the feature space, we can conclude that there is
no semantics-similar internet data to the query.

By means of the PCA method, we can realize the dimensionality reduction of the
original feature space, which can eliminate the impact of “curse of dimensionality”,
remove the noisy and redundancy information during the similarity search and reduce
the complexity of computation and storage for further data processing.

3.2 Adaptive Multi-dimensional Index for Data Distribution

In this section we divide and manage the data objects in feature space based on the idea
of multi-dimensional indexes. For the internet data objects irregularly distributed in
feature space, we proposed an adaptive multi-dimensional index. Our index can be
realized by the following three steps: 1, partitioning the data set according to the data
distribution to form a series of data clusters; 2, transforming the data clusters into
regular-shaped data subspaces; 3, mapping the high-dimensional data objects into
one-dimensional values and index them using a B+-tree.

Firstly, we partition the data set according to their distribution to form data clusters.
The data objects distribute irregularly in feature space, usually semantics-similar data
objects gather together. So we here employ the data-based partitioning strategy to
partition the feature space. Specifically, we utilize the K-means clustering algorithm to
cluster the data objects into a series of data clusters, the data objects in a same cluster
are near to each other, having similar semantic information.

Secondly, we transform the data clusters into regular-shaped subspaces. To utilize
the Pyramid-Technique to process each data cluster, we transform the data clusters into
unit high-dimensional hyper-cube shaped subspaces and move the cluster centers to the
centers of the unit subspaces. For the data objects in each data clusters, the transfor-
mation is a one-to-one mapping [6], so we can perform similarity search algorithm
based on the Pyramid-Technique. Figure 1 shows the process of data clustering and
transforming.

Thirdly, we map high-dimensional data objects in each subspace into
one-dimensional values and index them. For each hyper-cube shaped subspace, we
utilize the Pyramid-Technique to map the data objects. We firstly number each sub-
space with subspace number i. Then we use the Pyramid-Technique to map data objects
in each subspace respectively. For an m-dimensional subspace Ci, we partition the

Fig. 1. The process of data clustering and transforming
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subspace into 2 m hyper-pyramids with the subspace center as their common top, and
number the pyramids counterclockwise with pyramid-number j. For a high-dimensional
data object v in pyramid j of subspace i, we compute the height hv (to its top) and map
v into a one-dimensional value pv ¼ iþ jþ ð0:5� hvÞ: Using the above method, we
can map all data objects in feature space into a one-dimensional space. Finally, we
index the one-dimensional space using the B+-tree, the high-dimensional data objects
and the corresponding one-dimensional keys are stored in the data pages of the B+-tree.
The mapping of the data objects is shown in the Fig. 2.

3.3 Semantics-Based Similarity Search

In the feature space, the semantics-similar data objects are near to each other, so we can
utilize the distance information to discover data objects that are semantics-similar to a
given query q. In this section, we mainly study the range query.

The range query is a very popular similarity search algorithm. In this paper, the
range query can be realized as follows: firstly extract the features of the query and
express it as a multi-dimensional point in feature space; secondly determine the
searching spaces and abandon the space that does not intersected with the query range;
finally scan the data objects in searching spaces to find the right answers. The range
query can be realized by the following algorithm:

Fig. 2. Mapping of the data objects

Algorithm 1 Semantics-based range search

1. Read the range query RangeQuery (D, q, r, M).

2. Map the query range to one-dimensional space.

3. Determine which subspaces are affected with the range query according to the 

intersected zone in one-dimensional space.

4. Determine the searching spaces by reversely mapping the intersected zone to 

multi-dimensional feature space.

5. Scan the data objects in the searching spaces, find the final answers to the query q.
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4 Performance Evaluation

In this section, we evaluate the effectiveness and efficiency of our method by analyzing
the experimental results. We implement the range query based on our method in C, and
chose the sequential scan and Pyramid-Technique as the reference algorithms. We
choose a computer with Intel(R) Core (TM) 2 Quad CPU Q8300 2.5 GHz and 4 GB
RAM, and the operating system is CentOS 5. For each experiment, we run 20 times and
computed the average results as the final experimental results. For the input data set, we
generate synthetically a series of clustered data sets of different data sizes and different
dimensionality. The dimensionalities of the data sets are respectively 16, 32, 64 and
128, and the data size of them varies from 100000 to 2000000. We compare the
response time of our method with the two reference algorithms in the same conditions.
The experimental results are shown in the Figs. 3 and 4.

As shown in the Fig. 3, the input data set is a clustered 32-dimensional data set with
data size varying from 100000 to 2000000, and the data set has 8 natural clusters. We
can observe from the Fig. 3 that the response time of the three methods increases with
the data size, while the response time of our method is less than the sequential scan and
the Pyramid-Technique.

As shown in the Fig. 4, we observe the response time with the dimensionality of
feature space varying from 16 to 128. Here we choose the input data set with 1000000
data objects and 8 natural clusters. We can observe that the response time of three
methods increases with the dimensionality of feature space, and the sequential scan
may be faster than the Pyramid-Technique when the dimensionality is high enough, but
our method is more efficient than the other methods. The experimental results from
Figs. 3 and 4 show that our method can effectively find the semantics-similar data
objects to a given query.

5 Conclusion

In this paper, we proposed an efficient unsavory data detection method for Internet big
data. To realize semantics-based similarity search of various unsavory data, we express
the data objects as high-dimensional points in feature. To solve the problem of “curse

Fig. 3. Effects of data size Fig. 4. Effects of dimensionality
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of dimensionality” caused by the high dimensionality of feature space, we used the
PCA to reduce the dimensionality of feature space. By partitioning the feature space
into subspaces and transform them into unit hyper-cubes, we could utilize the
Pyramid-Technique to index the data objects and realize efficient semantics-based
similarity search. Finally, the performance evaluation results revealed that our method
could efficiently discover the semantics-similar data objects to a given query.
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Abstract. In cloud storage services, users can store their data in remote
cloud servers. Due to new and challenging security threats toward
outsourced data, remote data integrity checking has become a crucial
technology in cloud storage services. Recently, many integrity checking
protocols have been proposed. Several protocols support batch auditing,
but they do not support efficient identification when batch auditing fails.
In this paper, we propose a new identification method for the corrupted
cloud in multi-cloud environments without requiring any repeated audit-
ing processes.

Keywords: Cloud computing · Provable data possession · Public audit-
ing · Batch auditing · Identification for the corrupted clouds

1 Introduction

In cloud storage service, users’ outsourced data can be lost or corrupted due to
outside and inside threats [2,5] but cloud servers might hide data loss incidents
by claiming that the data are still correctly in the cloud in order to maintain
their reputation. Thus, users need to be able to verify that their outsourced
data are correctly stored in the cloud. Recently, many remote integrity checking
protocols have been proposed to support public auditability that allows a third
party auditor to verify the correctness of outsourced data on demand without
retrieving a copy of the whole data [1,3,6–12]. As cloud computing has been
widely adopted, a third party auditor may take charge of multiple auditing del-
egations from different users. To improve auditor efficiency, several protocols
support batch auditing, which allows the auditor to simultaneously handle mul-
tiple auditing delegations from a large number of different users [3,8–10,12]. For
batch auditing, multiple proofs on distinct data of different users are aggregated
into a single proof. If a single data block or authenticator has been corrupted
or discarded, batch auditing will fail and the benefits of batch auditing could
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be canceled out. Wang et al. suggested a divide-and-conquer approach (e.g.,
binary search) in order to identify the corrupted data [9] and Kai et al. recom-
mended an encoding and decoding approach to reduce communication overhead
when batch auditing fails [3]. However, both approaches are inefficient because
repeated auditing processes are needed.

To address these problems, in this paper, we propose a new identification
method for the corrupted cloud based via two batch auditing schemes [9,10]
in multi-users and multi-cloud environments. When the data of users on the
single cloud are corrupted, our protocol can identify the corrupted cloud without
requiring any repeated auditing processes by utilizing an unique indexing value
assigned to each cloud server.

We briefly introduce batch auditing and describe our identification method
for the corrupted cloud server in Sects. 2 and 3, respectively. In Sect. 4, we con-
clude this paper.

Users

Cloud Servers

...

Third Party Auditor

KeyGen, AuthGen

1. System Initialization

2. Setup phase

3. Audit phase

Verify

ParaGen

Challenge C
Prove P = (D,A)

1 ?=
L∏

l=1

(
Al

Dl · Hl
) [Eq. 1]

Fig. 1. System model of batch auditing.

2 Batch Auditing

We consider batch auditing for multi-cloud data storage systems involving multi-
users and L multi-cloud servers, and the third-party auditor (TPA), as illustrated
in Fig. 1. The users store their data in the remote cloud servers and rely on them
for data maintenance. Each cloud server CSl(1 ≤ l ≤ L) provides powerful stor-
age, computational resources, and the data access to users. The TPA has the
expertise and capability to audit data storage on behalf of the user upon request.
For batch auditing, we take two batch auditing schemes into consideration:
Wang et al’s privacy-preserving public auditing scheme (hereafter, W-BA) [9] and
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Yang & Jia’s efficient and secure dynamic auditing scheme. The original W-BA
provides batch auditing for multi-users of single cloud server but it is possible to
extend W-BA to support batch auditing for multi-users of multi-cloud servers.

Batch auditing consists of three phases: system initialization, setup, and
audit. The system initialization phase involves a ParaGen step to generate sys-
tem parameters and the setup phase involves KeyGen and AuthGen steps. In
KeyGen step, a user generates a key pair (public key and secret key) used for
computing authenticators of data. In AuthGen step, the user computes authen-
ticators used for further auditing then stores them with the data in the remote
cloud servers. When multi-users of multi-cloud servers request auditing to the
TPA, the TPA performs an audit phase through Challenge, Prove, and Verify
steps. In Challenge, the TPA randomly selects the number of data blocks for
each user and sends a challenge message C to each cloud server involved in batch
auditing. In Prove, upon receiving a challenge message, each cloud server sends
a response message P as a proof of possession to the TPA. The proof P includes
the data proof D and the authenticator proof A. In Verify, upon receiving
the proofs from the challenged servers, the TPA performs batch verification to
check the correctness of all proofs at the same time. The TPA firstly computes
the challenged hash Hl for each cloud server in the challenged servers and simul-
taneously verifies all proofs via [Eq. 1] in Fig. 1. If the batch verification holds,
it means that all challenged servers correctly maintain the data of users.

3 Identification for Single Corrupted Cloud

Batch verification only holds when all of the proofs are valid and fails when there
is even one invalid proof of single user in batch auditing. In many situations, a
proof collection may contain invalid proofs caused by malicious cloud server or
accidental data corruption. If the batch verification equation ([Eq. 1]) fails, it
means that a proof of single cloud server is invalid. In this case, the TPA runs
Identify step to determine which server’s proof is invalid.

1. The TPA sequentially allocates an index Il(Il = 1, · · · , π) to each CSl, where
π is the number of challenged cloud servers. For example, the second server
in the challenged servers has 2 as the index.

2. Let T is the right side of [Eq. 1]. By exponentiation of the corresponding index
Il for each cloud server CSl, the TPA computes T ′ as

T ′ =
L∏

l=1

(
Al

Hl · Dl
)Il [Eq. 2].

3. When the data of a single server CSo are corrupted, T will be Δo, the differ-
ence between the original data and the corrupted data . Similarly, T ′ will be
ΔoIo , the Io-th power of Δo. The TPA can identify the corrupted server by
multiplying T by T until the result equals to T ′ where T ′ ?=

∏Il
i=1 T . Conse-

quentially, M − 1 will be the index for the corrupted server CSo, where M is
the number of multiplications.
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There can be several cases of corruption as follows: only data blocks are corrupted
or discarded, only authenticators are corrupted or discarded, and both data
blocks and authenticators are corrupted or discarded. To hide those corruptions
and to deceive the TPA, the malicious cloud server may generate the proof using
the user’s another valid and uncorrupted pairs (data block and the corresponding
authenticator), another user’s pairs, random data blocks, or the previous proof.
Δo can have several forms according to the above cases. However, it is possible
for the proposed method to identify the corrupted server regardless of the forms
of Δo.

4 Conclusion and Future Work

In this paper, we proposed a new identification method for the corrupted cloud in
multi-users and multi-cloud environments. When the data of users on the single
cloud are corrupted and thus batch auditing fails, our method can identify the
corrupted cloud without requiring any repeated auditing processes by utilizing
an unique index for each cloud server.

As part of future work, we would analyze the performance of the proposed
identification method and compare it with the divide-and-conquer approach [9]
and sequential re-verification for each server one by one.
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Abstract. Face recognition technology, unlike other biometric methods, is
conveniently accessible with the use of only a camera. Consequently, it has
created an enormous interest in a variety of applications, including face iden-
tification, access control, security, surveillance, smart cards, law enforcement,
human computer interaction. However, face recognition system is still not robust
enough, especially in unconstrained environments, and recognition accuracy is
still not acceptable. In this paper, to measure performance reliability of face
recognition systems, we expand performance comparison test between real faces
and face images from the recognition perspective and verify the adequacy of
performance test methods using an image display device.

Keywords: Face recognition � Image display device � Performance evaluation

1 Introduction

Face recognition is a widely used biometric technology because it is more direct, user
friendly, and convenient to use than other biometric approaches. Face recognition
technology is now significantly advanced, has great potential in the application sys-
tems. However, it is difficult to guarantee of performance due to insufficient test
methods in real environment. The best method is direct evaluation from human subjects
in real environment. Unfortunately, in this case, it would be considered impossible to
consistently obtain the same way for a lengthy period of time a certain number of
persons. That is, it’s difficult to guarantee objectivity and reproducibility.

There are many approaches for performance evaluation of the face recognition in
the system level including methods using an algorithm [1], a mannequin [2], and a
high-definition photograph [3]. The first method simply evaluates the performance of
an algorithm installed in a face recognition system. However, the performance of an
algorithm cannot guarantee the performance of a face recognition system. The second
method uses mannequin instead of real human face. This method has a number of
problems because the material coating the mannequin is not the same as human skin.
Last, the method using a high-definition photograph has overcome some of the existing
problems. However, it still experiences minor difficulties with automatic control in-
teroperation with a computer, and a lack of reproducibility in real situations.
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In this paper, we expand performance comparison test between real faces and face
images from the recognition perspective and verify the adequacy of performance test
methods using an image display device. The paper is organized as follows: in Sect. 2,
we explain limitation of precious works. Section 3 describes how to construct the facial
DB. In Sect. 4, we show and analyze the experimental results. Section 5 concludes this
paper.

2 Previous Works

In the previous works, we have introduced performance evaluation method of face
recognition using face images from a high definition monitor and prove similarity
between real faces and face images [4, 10]. However, the previous work has a limi-
tation to reflect performance in real environments as it is a test only using frontal pose
images.

Recognizing faces reliably across changes in pose and illumination has proved to
be a much more difficult problem [11]. So, we need verification about the proposed test
method according to not only illumination but also pose. In this paper, we expand
previous works and compare face recognition performance according to various poses
(Fig. 1).

3 Facial DB

The majority of facial images used to evaluate face recognition algorithms such as Feret
[5], PF07 [6], and CMU PIE [7] could be used for the proposed test method. However,
most images are not adequate because of the low-resolution output of the image display
device. To overcome this challenge, high-resolution facial DB was required.

To obtain subject images under various pose conditions, seven cameras were used.
The locations of cameras are shown in Fig. 2. We took ultra-high definition images
using a Sony Nex 7 so that the face area took up at least two thirds of the whole area of
the image. The height of the camera was fixed, and we controlled the height of the chair
depending on the subject’s height.

We captured 4200 real face images from 60 subjects, which were captured under
ten different lighting directions and seven pose for each subject. Figure 3 shows sample
images for one subject.

Fig. 1. Previous works.
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Fig. 2. Environment for capturing real face images.

Fig. 3. Sample images for one subject.

Fig. 4. Procedure for building face image DB.
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To the re-capture, we displayed the high definition images captured with a camera
on a 27-inch image display device to provide an output similar to a real face. The image
display device was calibrated and characterized according to the ISO 15076-1:2010
standard [8], which contains the criteria for color management and standard image
reproduction. To ensure proper display output, we used 2.2 gamma tone reproduction
curve, D65 whitepoint color temperature as stated in IEC 61966-2-1:1999 [9], which
contains the sRGB and HDTV color space standards. The procedure for the face image
DB construction is presented in Fig. 4.

4 Experiment

This experiment verifies the similarity of real faces and face images from an image
display device from the perspective of face recognition performance. In particular, we
focused on changes in face recognition performance according to pose. The test
engines registered ten frontal pose images under ten lighting conditions and obtained
recognition results from test images that consists of six groups according to pose.
Figure 5 illustrates sample face images for registration and test.

The performance comparison results from four face recognition engines that are
used for commercial purposes are shown Table 1. To analyze the similarity of real faces
and the facial images captured from the image display device, recognition rate devi-
ations were analyzed. As a result, the maximum deviation between the real facial and
face images is 1.56.

Figure 6 shows performance changes according to the pose for each engine.
Engine A and B get results from all test images, other engines get those from face

Fig. 5. Registration and test purpose sample images.

Table 1. Overall results.

Engine Face recognition rate(%) deviation
Real faces Face images

A 97.09 95.90 1.19
B 98.96 99.01 0.05
C 97.78 98.23 0.45
D 87.62 86.06 1.56
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images of only 4 poses(top/bottom/left/right 15º) because of coverage. The x-axis rep-
resents recognition rate and the y-axis represents pose. The number means recognition
rate deviations between real faces and face images. Although each engine exhibited
different recognition performance according to pose, the deviations between the real face
and face images were all less than 3 %. In other words, there is no significant difference
in face recognition performance when using face images instead of real faces.

5 Conclusion

In this paper, we expand the previous works and verified the similarity of real face and
face images from an image display device by comparing face recognition performance
changes according to pose. Based on the comparison results using an image display
device, the proposed method can be applied to the face recognition performance
evaluation in system level.

Acknowledgments. This work is partly supported by the R&D program of the Korea Ministry
of Trade, Industry and Energy (MOTIE) and the Korea Evaluation Institute of Industrial
Technology (KEIT). (Project: Technology Development of service robot’s performance and
standardization for movement/manipulation/HRI/Networking, 10041834).

Fig. 6. Performance changes according to the pose for (a) Engine A. (b) Engine B. (c) Engine C.
(d) Engine D.
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Abstract. The histogram-based reversible data hiding scheme (RDH) gener-
ated a one-dimensional (1D) histogram distribution. In this article, based on
two-dimensional (2D) histogram distribution, a framework of reversible data
hiding is proposed by using two side-match predictors, called as Forward
side-match (FSM) and Backward side-match (BSM). First, by considering each
predicted pixel value, we use two side-match predictors to obtain two prediction
error distributions. A slope meter is computed by the differencing of two dis-
tributions. Then, a two dimensional histogram is generated by composing of
BSM distribution and slope meter. Based on the 2D, more specified spaces can
be found to enhance the performance. The experimental results demonstrated
that our proposed scheme can achieve better performance in terms of both
marked image quality and embedding capacity than that of conventional works.

Keywords: Reversible data hiding (RDH) scheme � Two dimensional histo-
gram distribution � Side-match predictor

1 Introduction

Data hiding is an advanced technology for protecting the message with integrity and
security from data transmission in a public network [1]. The secret information is
capable of being hidden into some media, such as an image, audio or video data, using
the well-known data hiding scheme. In general, for different target, the data hiding
scheme can be classified into two categories. One is non-reversible data hiding scheme
[2–4]. The non-reversible data hiding scheme aims to protect the hidden data for secret
communication. The conventional LSBs (least signification bit substitution) is a simple
and easy technology of non-reversible data hiding scheme. For example of 1-bit LSBs
method, a secret bit is to be embedded into 1-rightmost bit of the cover pixel. The other
is reversible data hiding (RDH) scheme [5–16]. The goal of RDH algorithm is to obtain
both cover media and hidden data that can be recovered and extracted from stego
media. It indicates that the distortion of cover media is intolerable when secret message
is extracted. RDH can be widely applied into some applications, such as military,
medical, or legal document.

Many RDH techniques have been developed in present. It can be divided into three
categories, namely, histogram-based [5–8], difference expansion [9–12], and prediction
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error [13–16]. Ni et al. first proposed a reversible data hiding based on histogram
shifting in 2006 [5]. In their method, the histogram distribution is fist generated from an
input image. After that, shift and conceal the secret bits into the selected range from
histogram distribution. Ni’s approach performed a good quality in the stego image
because pixel shifting and data concealing are only shifted by one unit. Although
histogram-based approach is simplicity and provides high image quality, the number of
embedding capacity is limited in the height of peak point. Later on, more efficient
algorithms have been invented for improving the embedding capacity limitation [6–8].

The second category is difference expansion. In 2003, Tian proposed a reversible
data hiding scheme based difference expansion (DE) [9]. Tain’s method expands the
two pixel differencing for data concealing. The maximal embedding ratio based on DE
is near to 0.5 bpp (bit per pixel) for one layer embedding. Some researchers are focused
on investigation and developing high-fidelity reversible data hiding scheme [10–12].

The histogram-based approach and difference expansion method can perform
lossless data hiding, but their performance might be limited within the media context.
A basic idea is to review their drawback and develop suitable strategy for promoting
the performance in terms of embedding capacity and image quality. The prediction
error is a good strategy for both histogram-based approach and difference expansion
method to devise a new method of improving the performance. A local prediction
reversible data hiding combined prediction error and difference expansion is proposed
by Drago and Coltur in 2014 [13]. Drago and Colutr’s approach utilized least square
predictor to obtain the prediction error, then, expend the prediction error for data
hiding. This approach has better performance than that of DE method. Later on, more
researchers are developed the efficient approaches for obtaining higher performance
[14–16].

In reviewing above-mention reversible data hiding scheme, a framework of
reversible data hiding is proposed. Our main contribution is to build 2D histogram
distribution based on two side-match predictors and slope meter. 2D histogram dis-
tribution can collect more information and find out more spaces for date embedding,
resulting in high embedding capacity. Our proposed can be extended into
multi-dimensional framework in future.

The rest of the paper is organized as follows. The related works about histogram
shifting scheme are briefly introduced in Sect. 2. Section 3 presents our proposed
scheme in detail. The experimental result is illustrated in Sect. 4. Finally, the con-
clusion is concludes in Sect. 5.

2 Related Works

In this subsection, we will review the reversible data hiding scheme based on histogram
shifting. The histogram shifting scheme, named as histogram-based, is introduced in
2006. Ni et al.’s approach found out that each cover image has its pixel distribution.
Firstly, they applied the statistic function to account each pixel number, the histogram
distribution is thus generated. Next, find out the range of peak point and zero point
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from this distribution. In the end, shift and conceal the data into the range of peak point
and zero point. The detail algorithm of histogram-based is shown as below.

Input: Cover image CI, each pixel value x2[0.255], secret message SM = b1b2b3 …bn,
bi2 {0,1}.
Output: Stego image SI, a pair information (peak point, zero point).

Step 1: Generate a histogram distribution H(x) from an inputted image. Where,
Fig. 1 is an example of histogram distribution using Lena image.

Step 2: Find out a pair-data (P, Z) from the histogram distribution. Notable,
P indicates the maximum number of pixels in this distribution. Z means no
pixel or minimum pixel in this distribution.

Step 3: Shift all the pixels x within the range of peak point and zero point by one
unit. Note, the Fig. 2 shows the result after pixel shifting operation. The
shifting function is given as following.

x0 ¼ xþ 1; if Z[P and x 2 P + 1, Z½ �
x0 ¼ x� 1; if P[ Z and x 2 Z, P� 1½ �

�
ð1Þ

Step 4: Scan all pixels in the cover image, once the pixel value meets the P value,
and then, check the secret bits. If the secret bit is “0”, the pixel value remains
unchanged. If the secret bit is “1”, the pixels value is changed by one unit
according to following data concealing function

x0 ¼ xþ 1; if Z[P
x0 ¼ x� 1; if P [ Z

�
ð2Þ

Finally, output all the scanned pixel as the stego pixel (stego image). Notably, the stego
pixel can be performed the processes of data extracting and pixel recovering since a
pair-data (P, Z) is received. For the data extracting, the secret bit will be extracted when
the inputted pixel meets the value of P or P + 1. In other words, the hidden bits can be
successfully retrieved. For the concept of pixel recovering, each inputted pixel can run
the inverse of shifting operation to recover the pixel value as an original pixel.

Fig. 1. The example of pixel distribution using Lena as cover image
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3 Our Proposed Method

In this section, we introduce our reversible data hiding scheme based on 2D histogram
modification in detail. The 1D histogram-based approach applied one factor, such as
pixel value or prediction error, to generate a factor histogram distribution. Then,
modify the highest value in the factor distribution for data concealing. For receiving
more efficiency, our proposed scheme uses two prediction error to produce a 2D
histogram distribution. More specified cases are to be considered for pursuing more
spaces for promoting the embedding capacity. The detail of our data embedding
algorithm is shown as below.
Input: Cover image CI with size M × N, CI = Ii,j,, i = 0 to M-1, j = to N-1, secret
message SMsg = b1b2b3 …bn, bi2 {0,1}.
Output: Marked-image MI, two pair information (PP0, PZ0) and (NP0, NZ0).

Step 1: Scan the cover image and run two side-match predictor methods, Forward
side-match (FSM) and Backward side-match (BSM), to predict the pixel
vale in the image.
Step 1:1: The FSM prediction algorithm is shown the subsection, and then,

compute the prediction error PE_FSMi,j = PIi,j - Ii,j.
Step 1:1:a: If i = 0 and j = 0, then PIi,j = Ii,j -128.
Step 1:1:b: If i = 0, then PIi,j = Ii,j - Ii,j-1.
Step 1:1:c: If j = 0, then PIi,j = Ii,j - Ii-1,j.
Step 1:1:d: Else, PIi,j = Ii,j - int (average (Ii-1,j +Ii-1,j-1 + Ii,j-1)).

Step 1:2: The Backward side-match (BSM) prediction algorithm is shown
the subsection, and calculate the prediction error PE_BSMi,

j = PIi,j - Ii,j.
Step 1:2:a: If i = 0 and j = M-1, then PIi,j = Ii,j -128.
Step 1:2:b: If i = 0, then PIi,j = Ii,j - Ii,j+1.
Step 1:2:c: If j = 0 and j ≠ 0, then PIi,j = Ii,j - Ii-1,j.
Step 1:2:d: Else, PIi,j = Ii,j - int (average (Ii-1,j + Ii,j-1)).

Step 1:3: Obtain each slope meter SM from computing the difference of
PE_BSMi,j and PE_FSMi,j, where SMi,j = PE_FSMi,j ─
PE_BSMi,j.

Fig. 2. The example of pixel shifting using Fig. 1.
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Step 2: Let (SMi,j, PE_FSMi,j) denotes a 2D value, and collect all 2D values to
generate a 2D histogram distribution, H(SMi,j, PE_FSMi,j).

Step 3: Find two pair information (PP0, PZ0) and (NP0, NZ0) from 2D histogram
distribution. Where a pair information (PP0, PZ0) is selected in the positive
regions of 2D histogram distribution. In the same way, a pair information
(NP0, NZ0) is picked by the negative positive regions of 2D histogram
distribution.

Step 4: Shift all the prediction error PE_FSMi,j by 1 unit according to following
function.

PE FSM
0
i;j ¼

PE FSMi;j þ 1; PE FSMi;j 2 PP0 þ 1;PZ0½ �
PE FSMi;j � 1; PE FSMi;j 2 NZ0;NP0 � 1½ �

(
ð3Þ

Step 5: Scan all the PE_FSMi,j and fetch each secret bits from secret message SMsg,
and then, conceal the secret bitstring into PE_FSMi,j value while SMi,j

precisely equals to “0” and the PE_FSMi,j equals to the peak values, PP0

and NP0. The data concealing function is listing as below.

PE FSM
0
i;j ¼

PE FSMi;j þ 1; PE FSMi;j ¼ PP0 and bi ¼ 1
PE FSMi;j; PE FSMi;j ¼ PP0 and bi ¼ 0
PE FSMi;j; PE FSMi;j ¼ ZP0 and bi ¼ 0

PE FSMi;j � 1; PE FSMi;j ¼ ZP0 and bi ¼ 1

8>><
>>:

PE FSM
0
i;j ¼

PE FSMi;j þ 1; PE FSMi;j ¼ PP0 and bi ¼ 1
PE FSMi;j; PE FSMi;j ¼ PP0 and bi ¼ 0
PE FSMi;j; PE FSMi;j ¼ ZP0 and bi ¼ 0

PE FSMi;j � 1; PE FSMi;j ¼ ZP0 and bi ¼ 1

8>><
>>:

ð4Þ

Step 6: Recover the marked prediction error value (PE_FSMi,j) to be a stego-pixel
(SPI) according the inverse of Forward side-match (FSM) predictor, where
the inverse algorithm is given as below.
Step 6:1: If i = 0 and j = 0, then SPIi,j = PE_FSMi,j + 128.
Step 6:2: If i = 0, then SPIi,j = PE_FSMi,j + Ii,j-1.
Step 6:3: If j = 0, then SPIi,j = PE_FSMi,j + Ii-1,j.
Step 6:4: Else, SPIi,j = PE_FSMi,j + int (average (Ii-1,j +Ii-1,j-1 + Ii,j-1)).

All the marked prediction error values are fully to be recovered, the marked image (MI)
is therefore outputted.

The data extracting procedure is similar with the data embedding procedure. Two
prediction methods, FSM and BSM, are also used in the extracting process. The
extracting process is the inverse of the data embedding procedure. After running the
data extracting procedure, the secret message is completely obtained and the image is
successfully recovered.
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4 Experiment Results

In section, we demonstrate the simulations of our proposed scheme. Five 512 × 512
images, including Lena, Airplane, Pepper, Boat, and Goldhill (See Fig. 3) are used in
our simulations. The secret bitstring in our simulation is generated by the random
number generator. We also employ the commonly measure function
peak-signal-to-noise-ratio (PSNR) and MSE as a evaluate tool for comparing the visual
quality between the cover image and marked image. The measure functions are given
as following.

PSNR dbð Þ ¼ 10� log10
Max2

MSE

� �
ð5Þ

MSE =
1

W � H

XW

x¼1

XH

y¼1
I x; yð Þð Þ � I 0 x; yð Þð Þð Þ2 ð6Þ

where W and H are defined as the width and height of the image. I(x, y) and I’(x, y)
indicates the values of cover image and marked image, respectively. The Max means
the maximum value of cover image. Here, our cover image is gray level image, thus,
the Max value in gray level is 255(= 28).

To obtain a better knowledge of how different cover image impact the performance
of the proposed RDH scheme, we compare our experimental results with the recent
RDH scheme, the comparison result is illustrated in Table 1. From this comparison, our
scheme has better performance in terms of high embedding capacity and good image
quality than that of existing RDH methods. The side match predictor applied the
neighbor pixels to predict the prediction value. Generally speaking, in a nature image,
the current pixel is very similar with its neighbor pixels. Assume that we use side match

Fig. 3. The five cover images. (a)Lean; (b)Airplane; (c)Pepper; (d)Boat; (e)Goldhill
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manner to predict the value, we can obtain an accuracy prediction. It leads that more
and more prediction errors are falling into zero space. This is a reason that our side
match predictor explores the advantage of prediction error to create more space for data
concealing.

5 Conclusion

In this paper, based on two side match predictors and two peaks histogram embedding,
an efficient reversible data hiding scheme is proposed. The key point is to build 2D
histogram based on two side match predictors and slope meter. The slope meter is used
to estimate the differencing of two prediction errors. Based on accurate prediction and
selecting two peak points, our proposed scheme provides more spaces for enhancing
embedding capacity, the evidence can be seen in the performance evaluation. From the
experimental result, it shows that our proposed approach is superior over some
histogram-based works.
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Abstract. With the great development of cloud computing in recent
years, the explosive increasing of image data, the mass of information stor-
age, and the application demands for high availability of data, network
backup is facing an unprecedented challenge. Image deduplication tech-
nology is proposed to reduce the storage space and costs. To protect the
confidentiality of the image, the notion of convergent encryption has been
proposed. In the deduplication system, the image will be encrypted/
decrypted with a convergent encryption key which is derived by computing
the hash value of the image content. It means that identical image copies
will generate the same ciphertext, which used to check the duplicate image
copy. Security analysis makes sure that this system is secure.

Keywords: Cloud computing · Image deduplication · Cloud storage ·
Security

1 Introduction

With the great development of cloud computing in recent years, the application
of information and communication in the Internet has drew more and more atten-
tions. Cloud computing [1] is a new computing paradigm with the dynamic exten-
sion ability, through the Internet to on-demand and extensible way of obtaining
computing resources and services. It attracts much concern because of its unique
technique and the emerging business computing model from the academic and
industry.

However, with the explosive increasing of data, the mass of information stor-
age, and the application demands for high availability of data, network backup
is facing an unprecedented challenge. On the one hand, human society pro-
duce the data information from the Internet. On the other hand, we get the
information from the daily production and kinds of scientific experiments (e.g.
scientific computing and simulation, flight dynamics, a nuclear blast simulation,
space exploration, and medical image data.). The growth of data information
produced each day is to the impressive degree. According to the resent analysis
c© IFIP International Federation for Information Processing 2015
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report of IDC (International Data Corporation), the whole world produced 281
EB data in 2007, it is corresponded to everyone in the world owns 45 GB data.
The world produced the amount of data will be close to 1800 EB, it is ten times
than the amount of data in 2006 [2]. And the volume of data in the world is
expected to reach 40 trillion GB in 2020 [3].

For above situation, data deduplication technology is proposed recently. Data
deduplication technology [4] is a lossless data compression technology, mainly
based on the principle of repeated data will be delete. This technology could
reduce the cost of data transmission and storage [5]. Especially the image files in
the social network, in most cases a celebrity public a message, it will be forwarded
more than one thousand times soon. And popular images are also repeated many
times. If such store operations occur every time, it certainly will cause waste of
storage space. So simple to increase storage capacity does not solve the problem.
Image deduplication have to be applied to the social network.

To protect the confidentiality of the image, the notion of convergent encryp-
tion [6] has been proposed. In the deduplication system, the image will be
encrypted/decrypted with a convergent encryption key which is derived by com-
puting the hash value of the image content [6–8]. It means that identical image
copies will generate the same ciphertext, which allows the cloud storage server
perform deduplication on the ciphertexts. Furthermore, image user make use of
attribute-based encryption scheme to share images with friends by setting the
access privileges.

In the rest of the paper is organized as follows. We introduce related work
about deduplication in Sect. 2. Some preliminary works are introduced in Sect. 3.
The architecture of image deduplication cloud storage system including security
analysis will be described in Sect. 4. Finally, we include this paper in Sect. 5.

2 Related Work

There have been a number of deduplication technologies proposed recently. Most
researchers focuss on text deduplication like [9]. They proposed a scheme to
address the key management in deduplication system. There are different ways
according techniques.

Technique based on the file-level deduplication is to delete the same file to
reduce the data storage capacity, save storage space. It uses a hash function for
each file to compute a hash value. Any two files with the same hash value is
considered to be the same file. For example, SIS [10], FarSite [11], EMC Center
[12] systems use this method.

Technique based on the block-level deduplication is to delete the same data
block to reduce storage space [13]. This method is to divide a file into some data
blocks [14], and uses hash functions compute the hash value, which be named
as block fingerprint. Any two data block with the same block fingerprint are
defined duplicate data block [15].

Based on the deduplication delete time, deduplication technology could
divided to on-line deduplication [16] and post-processing deduplication [17].
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On-line deduplication is to delete the duplicate data before storing, the stor-
age service always stores a unique data copy. Post6-processing deduplication
needs additional storage buffer to realize delete repeated data.

Based on the deduplication delete place, it can be divided to client dedupli-
cation [18] and service deduplication [19]. Client deduplication is before trans-
ferring the data copy to cloud server, user check and delete duplicate data. Ser-
vice deduplication is performing duplicate data check and delete with service’s
resource in cloud server.

However, multi-media data like images, videos are larger than text. So image
deduplication is becoming more important. Researchers have pay attention to
this field like [20]. We have to handle the images before uploading them to server,
a general way is watermarking [21,22]. Compression technique save the space of
cloud storage in some way, but deduplication will address this problem from the
root.

3 Preliminaries

3.1 Bilinear Mapping

Definition 1. Let G1, G2 be two cyclic groups of the number q(q is a prime
number.), g is a generating element of G1, a bilinear map is a map e : G1×G1 →
G2 which satisfies the following three properties:

– Bilinear: e(ga
1 , gb

2) = e(g1, g2)ab for all a, b ∈ Zp and g1, g2 ∈ G1.
– Non-degenerate: e(g, g) �= 1
– computable: e(g1, g2) can be computed effectively with an algorithm for all

g1, g2 ∈ G1. so e is an efficient bilinear mapping from G1 to G2.

3.2 Access Structure

Let P={P1, P2, · · · , Pn} be a set of parties. A collection A ⊆ 2P is monotone.
If ∀B,C, if B ∈ A and B ⊆ C, then C ∈ A. An access structure(respectively,
monotone-access-structure) is a collection(respectively,monotone collection)A ⊆
2P

� φ. The set in A are called the authorized sets, and the sets not in A are
called the unauthorized sets. In this context, the attributes decide the role of
the parties. So the authorized sets of attributes are included in A.

3.3 Convergent Encryption

Convergent encryption [6,23] provides image confidentiality in deduplication.
Because it uses the image content to compute encryption Hash value as the
image encryption key. It makes sure that the key is directly related to the image
content. The encryption key will not be leak under the condition of no leaking
of the content of the image. And at the same time, because of the one-way
operation of hash function, the image content will not be leaked when the key is
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leaked. Above all, it also can ensure the ciphertext is only related to the image
content, but has nothing to do with the user.

In addition, we have to compute a tag to support deduplication for the image
and use it to detect duplicate copy in the cloud storage server. If two image copies
are the same, then their tags are the same. The user first sends the tag to the
cloud storage server to check if the image copy has been already stored. We
can not guess the convergent key in terms of the tag because they are derived
independently. In a general way, the convergent encryption scheme has four
primitive functions:

– KeyGenCE(M) → KM This algorithm computes a convergent key KM which
maps an image copy M to a key.

– EncryptCE(KM ,M) → C This algorithm uses symmetric encryption algo-
rithm outputs a ciphertext C, with taking both the convergent key KM and
the image copy M as inputs.

– TagGenCE(M) → T (M) This is the tag generation algorithm that maps the
image copy M to a tag T (M). We make TagGenCE to generate a tag from the
corresponding ciphertext as index, by using T (M) = TagGenCE(C), where
C = EncryptCE(KM ,M).

– DecryptCE(KM , C) → M This is the decryption algorithm which outputs the
original image M , with taking both the convergent key KM and the ciphertext
C as inputs.

3.4 KP-ABE Scheme

This scheme is used to encrypt the KM , which computed from image content
called convergent key. As the same time we delete the duplicate copy, the image
owner wants some other friends access this image file. In key-policy ABE(KP-
ABE) scheme [24,25], the access policy is embedded into the decryption key.
The image owner signs the KM ciphertexts with a set of attributes, when a user
wants to access the image, the cloud storage server judges the user’s attribute
and decides which type of ciphertexts the key can decrypt.

We show the KP-ABE scheme by the following four polynomial algorithms.

– Setup(1n) −→ (parameters,msk): The probabilistic polynomial time(PPT)
algorithm takes a security parameter n as input. It outputs the public para-
meters and the master secret key(msk) which is known only to the trusted
the cloud storage server.

– Encrypt(m, parameters, μ)−→ c: The PPT encryption algorithm takes as a
input with a message m, the public parameters and a set of attributes mu. It
outputs the ciphertext c.

– KeyGen(parameters, msk, A) −→ SKw: The PPT key generation algorithm
takes as a input with the public parameters, the master secret key and an
access structure A. It outputs the decryption key DA.

– Decrypt(parameters, c, DA) −→ m or ⊥: The Decryption algorithm takes as
a input with c, the public parameters and the decryption key. It outputs the
message m if μ ∈ A or else it outputs an error message.
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Here we note that the convergent key kM is seen as the message m in this
paper.

3.5 Proof of Ownership

Proof of ownership [26] is a protocol to be used to prove the user indeed has the
image to the cloud storage server. This is to solve the problem of using a small
hash value as a proxy for the whole image in client side deduplication. In order
to describe the proof of ownership in details, we suppose a prover (i.e. a user)
and a verifier (i.e. the cloud storage server). The verifier derives a short value
φ(M) from an image copy M . And the prover needs to send φ′ and run a proof
algorithm to prove the ownership of the image copy M . It is passed if and only
if φ′ = φ(M).

Fig. 1. Deduplication cloud storage system

4 Architecture of Image Deduplication System

4.1 System Participants

In this paper, we consider a deduplication cloud system consisting of image
owner, image user, cloud service provider. The image is assumed to be encrypted
by the image owner before uploading to the cloud storage server. We assume the
authorization between the image owner and users is appropriately done with
some authentication and key-issuing protocols. After uploading the encrypted
image to the cloud server, image users who are authorized could access the
encrypted image. In more details, an authorized image user send a request to
the cloud storage server, the server will verify the proof of ownership. The image
user needs to send φ′ and run a proof algorithm to prove the ownership of the
image copy M . It is passed if and only if φ′ = φ(M). It is passed if and only if
φ′ = φ(M).

– Image Owner. The image owner is an entity that send the image to the
cloud service to storage, share and access again. In order to protect the image
content, the owner have to encrypt the image before uploading to the cloud.
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In a client side image deduplication system, only the first image owner could
store in the cloud. If it is not the first one, then the storage server will tell the
owner this image is duplicate. So there is only one image copy in the cloud
storage.

– Image User. The image user is an entity that has privileges to access the
same image by passing the proof of ownership in the deduplication cloud
system. And image user also includes the friends of image owner who shared
the image resource in the cloud storage.

– Deduplication Cloud Service Provider. The entity of deduplication
cloud storage server provides the image storage service for the image owners
and users. Moreover, the cloud storage server will also play the role of per-
forming duplicate image before users upload their images. The users couldn’t
upload the image again if there is an identical content image stored in the
cloud storage server, and then they will get the privileges of accessing the
same image by using the proof of ownership.

4.2 Deduplication Cloud System

Figure 1 shows the participants of deduplication cloud system and the specific
work process. It goes as follows:

– System Setup: Define the security parameter 1λ and initialize the con-
vergent encryption scheme. We assume that there are N encrypted images
C = (CM1 , CM2 , · · · , CMN

) stored in the cloud server by a user. Then we
could compute KM = H0(M) and CM = EncCE(KM ,M). The user also
could compute a tag TM = H(C) for duplicate check.

– Image Upload: Before uploading an image M, the user interacts with the
cloud server and use the tag to check if there is any duplicate copy stored
in the cloud storage server. The image tag will be computed TM = H(C)
to check the duplicate image. If the image is the first time to upload, then
the cloud storage server will receive the image ciphertext. At the same time,
image owner could set the attributes to control access privileges.
• If there is a duplicate copy founded in the storage server, the user will

be asked to verify the proof of ownership, if the user pass, then he will
be assigned a pointer, which allows him to access the image. In details,
the image user needs to send φ′ and run a proof algorithm to prove the
ownership of the image copy M . It is passed if and only if φ′ = φ(M). It is
passed if and only if φ′ = φ(M). By using proof of ownership, users have
privileges to access the same image.

• Otherwise, if there is no duplicate images in the storage server, the user
computes the encrypted image CM = EncCE(kM ,M) with the convergent
key KM = H0(M), and uploads CM to the cloud server. The user also
encrypts the convergent key KM with attributes for setting the access
privileges. He will get the CKM

= Enc(sk,KM ) also be uploaded to the
cloud server.
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– Image Retrieve: Supposing that a user wants to download an image M . He
first sends a request and the image names to the cloud storage server. When
the cloud storage server receive the request and the image name, it will check
whether the user is eligible to download the files. If pass, the cloud server
returns the ciphertext CM and CKM

to the user. The user decrypts and gets
the key KM by using sk which stored locally. If the user’s attributes match
the owner setting, then the cloud storage server will send the corresponding
sk. With the convergent encryption key, the user could recover the original
images. If failed, the cloud storage server will send an abort signal to user to
explain the download failure.

4.3 Security Analysis

In this section, we present the security analysis for the deduplication cloud sys-
tem.

– Confidentiality: The image user stored in the cloud will not be read because
the image have to be encrypted to CM = EncCE(KM ,M) with the convergent
key KM = H0(M). Therefore, we couldn’t get the content of the image which
stored in the cloud from a ciphertext.

– Privacy protection: Because it uses the image content to compute encryption
Hash value as the image encryption key. It makes sure that the key is directly
related to the image content, it will not be leak under the condition of no
leaking of the contents of the image. And at the same time, because of the
one-way operation of hash function, the image content will not be leaked when
the key is leaked. Above all, it also can ensure the ciphertext is only related
to the image content, but has nothing to do with the user. Therefore, it can
protect the privacy of users as more as possible.

– Completeness: We suppose that if the images have been successfully uploaded
to the cloud server, the image owner can retrieve them from the cloud storage
server and decrypt the ciphertext by using the correct convergent encryption
key. Furthermore, a user who has the same image wants to upload to the cloud
server, will perform the proof of ownership and get the privilege to access the
stored image.

5 Conclusion

In this paper, we propose the image deduplication cloud storage system. To
protect the confidentiality of sensitive image content, the convergent encryption
has been used while supporting image deduplication. Owner could download
the ciphertext again and retrieve the image with secret key, as the same time,
image owner makes use of attribute-based encryption scheme to share images
with friends by setting the access privileges. A user who has the same image
copy could get the privilege to access the ciphertext by passing the proof of
ownership and delete his duplicate copy. If a user’s attributes match the owner’s
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setting access control, then he also could download the images. Security analysis
makes sure that this system is secure in confidentiality, privacy protection and
completeness.
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Abstract. Internet services make sharing digital contents faster and easier but
raise an issue of illegal copying and distribution of those digital contents at the
same time. A lot of public key encryption schemes solve this issue. However,
the secret key is not completely protected i.e. these kinds of encryption methods
do not prevent illegal copying and distribution of secret keys. In this paper, we
propose a hybrid encryption scheme that employ terminal fingerprints. This
scheme is a template to avoid such misuse of secret keys, and can be applied to,
for example, attribute-based encryption schemes. There terminal fingerprint
information is used to create a second encryption key and secret key. Since the
terminal fingerprint is assumed to be unchangeable and unknowable, we ensure
that our secret keys are valid in the terminal where such secret keys were
created.

Keywords: Key misuse � Terminal fingerprint � Re-encryption

1 Introduction

In the last few years, the amount of data stored in the cloud server has been increasing
day by day with the rapid development of the Internet in order to reduce the cost of
using local storage and data sharing. However, information disclosure and trust issues
arise in third party management cloud servers. Therefore, improving the security of the
data stored in the cloud became a critical task. Typically, data stored in the cloud must
be encrypted in order to achieve this goal of ensuring data security. Public-key cryp-
tography is one of the methods to encrypt data, which uses a pair of keys, a secret key
(SK) and a public key (PK). Although, public key encryption can enhance security, the
complexity of key management is a big issue in this kind of cryptography.

Although public key cryptography can help us to protect the message, it also can be
used to make illegal acts such as transferring and copying secret key unauthorized.
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Furthermore, it is possible to copy secret key from other users illegally. It is difficult to
identify the source of leaking or the responsible entity if the secret key leaks. Various
methods are proposed to utilize unique information for secret key generation to prevent
this behavior, but the leakage of secret key is still a weak point of encryption waiting to
be solved in the near future. Three related technologies are introduced as follows.

Hardware Certification

Physical Unclonable Function (PUF) achieved by a physical device using differential
extraction of the chip manufacturing process inevitably leads to generate an infinite
number, unique and unpredictable “secret key” [1]. PUF system receives a random
code, and generates a unique random code as a response. Due to differences in the
manufacturing process, the produced chip cannot be imitated and copied.

Kumar et al. [2] designed a system, where PUF output defines and gives a certain
input, while other PUFs produce different outputs. According to the uniqueness of this
chip output, it can be widely utilized in smart cards, bank cards and so on. In this way,
we can protect message through the uniqueness of the secret key from copying and
other illegal activities.

Biometric Authentication

Biometric technology consists of using computers and optics, acoustics, biosensors and
other high-tech tools to retrieve the body’s natural physiological characteristics (such as
a fingerprint, finger vein, face, iris, etc.) and behavioral characteristics (e.g. hand-
writing, voice, gait, etc.) to identify personal identity. Biometric technology is not easy
to forget, good security performance, and not copy or stolen “portable” and can be used
anywhere [3]. Furthermore, biometric can be used as a unique, unalterable secret key
but the safety is still taken seriously.

Jain, Anil et al. [4] analyzed and evaluated these biometric authentication systems.
Moreover, biometric authentication is also used in various fields, for example, Uludag
et al. [5] proposed the biometric authentication, which can be used to construct a digital
rights management system.

In fact, in the present life, the biometric authentication has been very widely
utilized, such as bank card fingerprint authentication, and face authentication in cus-
toms. Although biometrics brought us convenience, biometrics privacy protection has
become an important research challenge.

Terminal Fingerprint

In general, the type of font, screen resolution and network environment are different for
each browser terminal that is used to receive fingerprint information. This information
can be used as the feature points to identify the terminal. The various sets of features
possessed by the browser in this way is referred as browser fingerprint [6–8]. In this
paper the terminal fingerprint is assumed to be unchangeable and unextractable.

Terminal fingerprint has been applied in a variety of locations. For example, ter-
minal fingerprint is used to track the behavior of users on the web by collecting the
trend of web sites that the user has accessed. As a result, it is possible to provide
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advertisements tailored to the interest and favorite of the user. It has also been made
applicable to the risk-based authentication. The authentication terminal fingerprints are
taken at the time of login of the user, and save. The terminal fingerprints are compared
with those of the previous log. If it is significant difference, it will be determined that
there is a high possibility of access from another terminal, which causes a higher
strength authentication.

The hardware based authentication and Biometric based authentication methods
mentioned above ensure the uniqueness of the key. These still cannot guarantee the
security of keys. The update of hardware based authentication requires the replacement
of the hardware itself, which will increases system cost. Biometric based authentication
is impossible to alter but it is possible to be copied.

In order to meet the point, this paper utilizes the terminal fingerprint information
because every terminal fingerprint information is different for an attacker. Even if
attacker launches a collusion attack, it still cannot be decoded. Hence, in the proposed
scheme, the terminal fingerprint information of the user can be utilized as a secret key,
and it is never revealed outside even once. Unless the owner leaks information,
otherwise the security of the key is guaranteed. Safety of the secret key is increased in
this way.

For this purpose, we propose a hybrid encryption scheme that consists of a
common-key encryption scheme and two public key encryption schemes. The hash
value of a terminal fingerprint will be used as a secret key in the second public key
scheme. In this paper, we employ Waters’ CP-ABE [9] as the first encryption scheme,
but any public key encryption scheme could be used as the first. Our scheme does not
only utilize terminal fingerprint for generating unique secret key, but also updates itself
according to user settings with relatively low cost to keep the freshness of the terminal
fingerprint.

The rest of this paper is structured as follows. Section 2 introduces background
information, formal definitions and CP-ABE scheme. Section 3 describes our
encryption scheme. Section 4 discusses the security and advantage of the proposed
scheme. Finally, conclusion and future work in Sect. 5.

2 Preliminaries

In this section, we give background information on bilinear maps and our crypto-
graphic assumption.

2.1 Bilinear Maps

We present a few facts related to groups with efficiently computable bilinear maps. Let
G1 and G2 be two multiplicative cyclic groups of prime order p. Let g be a generator of
G1 and e be a bilinear map e : G1 � G1 ! G2. The bilinear map e has the following
properties:
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1. Bilinearity: for all u; v 2 G1 and, b 2 Zp, we have eðua; vbÞ ¼ eðu; vÞab,
2. Non-degeneracy: eðg; gÞ 6¼ 1.

2.2 Access Structure and Linear Secret Sharing Scheme

We will review here the definition of access structure and Linear Secret Sharing
Schemes (LSSS) [10].

Definition 1 (Access Structure). Let P ¼ fP1;P2; . . .;Png be a set of attributes.
A collection C � 2P is said to be monotone if C is closed under superset, i.e. if 8B;C if
B 2 C and B � C, then C 2 C. An access structure (respectively, monotone assess
structures) is a collection (respectively, monotone collection) C of nonempty subsets of
P, i.e., C � 2Pnf;g. The members of C are called authorized sets, and the sets not in C
are called unauthorized sets.

Definition 2 (Linear Secret Sharing Schemes (LSSS) [10]). A secret-sharing schemeQ
over a set of parties P is called linear (over Zp) if

1. The shares for each party form a vector over Zp,
2. There exists a matrix M with ‘ rows and n columns called the share-generating

matrix for
Q
. For all i = 1, …, ‘, the i-th row of M, we let the function ρ defined the

party labeling row i as ρ(i). When we consider the column vector ɤ = (s, r2, …, rn),
where s 2 Zp is the secret to be shared, and r2; � � � ; rn 2 Zp are randomly chosen,
then Mɤ is the vector of ‘ share of the secret s according to

Q
. The share (Mɤ)i

belongs to party ρ(i).

Here the
Q

is a Linear Secret Sharing Schemes(LSSS) composed of C. Let s be any
attribute set of authenticated user, and define I � 1; 2; . . .; ‘f g as fi; qðiÞ 2 Sg. For Q,
there exist a structure fxi 2 Zpg that if fkig are valid shares of any secret s, thanP

i2I xiki ¼ s.

2.3 CP-ABE

There are a lot of studies on enhance the security of system. Cheung and Newport [11]
proposed CP-ABE scheme based on DBDH problem using the CHK techniques [12],
which satisfies IND-CPA secure and pioneers the achievement of IND-CCA secure. In
this method, a user’s secret key is generated by calculating user attributes and system
attributes. Naruse et al. [13] proposed a new CP-ABE mechanism with re-encryption.
Their method is based on the CP-ABE scheme to make the cipher text and has
re-encryption phase to protect the message. Li et al. [14] proposed an encryption
system using trusted third party, who issues authentication information embed user key
to achieve better safety in decryption phase than CP-ABE. However, it is difficult to
implement due to the complexity of the computational process required from the third
party. Finally, Li et al. [15] proposed encryption scheme crowded included in the ID of
the user attribute, decrypts it when ID authentication is also carried out at the same
time, although this scheme can improve the safety, but the public key distribution
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center will increase the workload. Hinek et al. [16] proposed a tk-ABE(token-based
attribute-based encryption) scheme that includes a token server to issue a token for a
user to decrypt the cipher text, thus making the key cloning meaningless.

Our proposal scheme aims to increase the safety of the secret key without third
party. When the cipher text corresponds to an access structure and secret key corre-
sponds to a set of attributes, only if the attributes in the set of attributes is able to fulfill
the access structure.

An (Ciphertext-policy) Attribute Based Encryption scheme consists of four fun-
damental algorithms: Setup, Encrypt, KeyGen, and Decrypt.

Setup k;Uð Þ ! ðPK;MKÞ: The Setup algorithm takes security parameter k and an
attribute universe U as input. It outputs the public parameter PK and the system master
secret key MK.

Encrypt PK;M;Wð Þ ! CT: The Encrypt algorithm takes the public parameter PK, a
message M, and an access structure was input. It output a cipher text CT.

KeyGen MK; Sð Þ ! SK: The KeyGen algorithm takes the master secret key MK and
a set S of attributes as input. It output a secret key SK.

Decrypt CT; SKð Þ ! M: The Decrypt algorithm takes as input the cipher text CT and
the secret key SK. If the set S of attributes satisfies the access structure W then the
system will output the message M.

3 Our System Model

In this section, we propose a hybrid encryption scheme. Then, we propose an
attribute-based encryption scheme without key misuse. Finally, we provide a concrete
realization of our attribute-based encryption scheme without key misuse.

Our system consists of three parts:

• User needs to provide their attributes information and legitimate manner to use the
content. They also need to manage the terminal fingerprint information that their
own;

• Data server needs to manage the attribute information, a common key and public
parameter PK and issue the secret key that contains the attribute information of the
user;

• Document sender needs to issue the common key and encrypt the contents.

3.1 Our Hybrid Encryption Scheme

We propose a hybrid encryption scheme HybENC that uses terminal fingerprint.
HybENC consists of a common-key encryption scheme, CKE, two public key
encryption schemes, PKE1 and PKE2, and a hash function, H : HybENC ¼
ðCKE; PKE1; PKE2;HÞ. Informally, CKE is used for fast encryption and decryption of
data of large size such as pictures and movies. PKE1 is used to encrypt the common
key of CKE. Later, PKE1 will be replaced with an attribute-based encryption.
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And Finally, PKE2 is used to re-encrypt the common key of CKE; fingerprint is used
here as the secret key of PKE2 through a hash function.

Formally, our HybENC is described as follows.

HybENC:Key kð Þ ! FK; PK1; SK1ð Þ; PK2; SK2ð Þ: The HybENC.Key algorithm
takes a security parameter k as input. It calculates keys as follows; CKE:Key kð Þ ! FK,
PKE1:Key kð Þ ! PK1; SK1ð Þ, Hk fingerprintð Þ ! SK2, PKE2:Key SK2ð Þ ! PK2.
Then it outputs keys; FK; PK1;SK1ð Þ; PK2; SK2ð Þ.
HybENC:Enc FK;PK1;PK2;mð Þ ! CT;CT2: The HybENC.Enc algorithm takes
keys FK; PK1; PK2 and a plaintext m as input. It calculates cipher texts as follows;
CKE:Enc FK;mð Þ ! CT; PKE1:Enc PK1;m1 := FKð Þ ! CT1,
PKE2:Enc PK2;m2 :¼ CT1ð Þ ! CT 2. Then it outputs cipher texts; CT;CT2.

HybENC:Dec FK; SK1; SK2;CT;CT2ð Þ ! m : The HybENC.Dec algorithm takes
keys FK; SK1;SK2 and cipher texts CT;CT1;CT2 as input. It executes decryption as
follows; PKE2:Dec SK2;CT2ð Þ ! m2 ¼ CT1; PKE1:Dec SK1;CT1ð Þ ! m1 ¼ FK,
CKE:Dec FK;CTð Þ ! m. Then it outputs the decryption result m.

3.2 Our Concrete Construction of ABE Without Key Misuse

We apply the above template of our hybrid encryption scheme to a scheme in the
attribute-based setting. Plaintext is encrypted by using the attribute information and
terminal fingerprint information. The advantages of this scheme, confirmation of the
terminal fingerprint information is difficult to use except by authorized users.

We now give our construction by employing Water’s CP-ABE as PKE1 in our
hybrid encryption in Sect. 3.1.

In our construction the set of users is U ¼ f1; 2; � � � ; ng and the attribute universe is
A ¼ f1; 2; � � � ; ‘g. A random exponent for encryption is denoted as s 2 Zp. Note that
secret keys below are randomized to avoid collusion attacks.

DO.Setup ðv;wÞ ! FK: The DO.Setup algorithm will choose a prime order p with
generator q in the system. Next it will choose two random exponents v;w 2 Zp as input.
The common key is published by the Diffie-Hellman key exchange

FK ¼ ðqvÞwmod p ¼ ðqwÞvmod p

C.Enc ðFK;mÞ ! CT: The common-key encryption, C.Enc algorithm takes FK and a
plaintext m as input. It outputs a ciphertext CT.

Auth.Setup kð Þ ! PK;MK: The Auth.Setup algorithm will choose a bilinear group
G1 of prime order p with generator g, and e be a bilinear map, e: G1 × G1 → G2. It then
chooses two random exponents a; b 2 Zp and hash function H : f0; 1g� ! G as input.
The Common key is published as

PK ¼ g; gb; eðg; gÞa
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The system master secret key is published as

MK ¼ ga

Auth.Ext ðMK; SÞ ! SK: The Auth.Ext algorithm takes the master secret key MK
and a set of attributes S as input. And algorithm chooses a random t 2 Zp for each user.

It creates the secret key as

SK ¼ gaþbt; gt; ðKXÞX2S
� �

; 8X2SKX ¼ HðXÞt

U.Setup SK; fð Þ ! F;D: The U.Setup algorithm takes user’s fingerprint information
f. Then it calculates the hash value Hðf Þ ¼ D (in this paper we use the RSA encryption
for our re-encryption). It chooses two primes p; q. Make N ¼ pq. Next it computes E s.
t. DE � 1mod p� 1ð Þ q� 1ð Þ. The user’s terminal-fingerprint public key is
F ¼ ðN;EÞ. The user keeps D as the user’s terminal-fingerprint secret key.

Auth.Enc ðPK;FK;WÞ ! FT: The Auth.Enc algorithm takes the public parameter
PK, common key FK, and an access structure (W, ρ) over the all of attributes to
encrypts a message M. The function ρ associates row of W to attributes.
Where W is an ‘� n matrix. First the algorithm generates a vector ɤ = (s,y2···,yn) 2 Zp

n

and r1; r2; � � � ; r‘ 2 Zp randomly. The vector is made for sharing the encryption
exponent s. ThenWi is the vector corresponding to the i-th row ofW, calculates λi=ɤ∙Wi

from 1 to ‘.
It output a ciphertext FT as

FT ¼ ðFKe g; gð Þas; gs; cCSÞ;
cCs ¼ gbk1H Xq1

� �r1 ; gr1� �
; gbk2H Xq2

� �r2 ; gr2� �
; ; ; gbk‘H Xq‘

� �r‘ ; gr‘� �
:

Auth.ReEnc ðFT;FÞ ! FT
0
: The Auth.ReEnc algorithm takes the cipher text FT and

user’s terminal-fingerprint public key F as input.
The re-cipher text is published as

FT
0 ¼ ðFTÞE mod N;

Where ðFTÞE ¼ ðFKe g; gð ÞasE; gsE; ðcCsÞEÞ:

U.Dec FT
0
;D

� � ! FT: The U.Dec algorithm takes as input the cipher text FT
0
and D.

The decryption algorithm first computes.
The decryption algorithm computes

FT
0

� �D
¼ ðFTEÞD ¼ FT mod N:

U.ReDec ðFT; SKÞ ! FK: The U.ReDec algorithm takes the cipher text FT and secret
key SK as input. The secret key for an attribute set S, and the cipher text FT for access
structure W ; qð Þ. Suppose that S satisfies the access structure and define I as

Hybrid Encryption Scheme Using Terminal Fingerprint 261



fi ¼ qðiÞ 2 sg, I 2 {1,2,…, ‘} for ∏, there exist a structure fxi 2 Zpg that if fkig are
valid shares of any secret s, than

P
i2I xiki ¼ s. The U.ReDec algorithm will output the

common key FK.
The re-decryption algorithm computes

e gs; gaþbt
� �

Q
i2Iðe gbkiH Xqi

� �ri ; gt� �
e H Xqi

� �t
; gri

� �
Þxi

¼ e g; gð Þase g; gð ÞbtsQ
i2I e g; gð Þbtxiki

¼ eðg; gÞas

FKe g; gð Þas
e g; gð Þas ¼ FK

C.Dec ðFK;CTÞ ! m : The C:Dec algorithm takes the common key FK and the cipher
text CT as input. It output the message m.

4 Discussion

This paper shows that confidentiality of the shared data that has been encrypted can be
protected and it is difficult to reveal the secret keys in the proposed scheme. The
proposed scheme is secure against chosen-plaintext attacks because the underlying
ABE scheme is secure against chosen-plaintext attacks. If the encrypted data is pub-
lished, our scheme also resists attacks from colluding users. If the attacker did not know
the terminal fingerprint information of the legitimate user, they wouldn’t be able to get
the secret key.

In this study, we proposed a cryptosystem to improve security. In the proposed
method, the data server only sends re-cipher text and private information to the user,
while the data server has to send both cipher text and secret key. In addition, the user
creates secret key and re-encrypt key using the private information. Henceforth, user
keeps the secret key and sends the re-encrypt key to the data server, and then the data
server use the re-encrypt key to re-encrypt cipher text. Finally, data server sends back
the re-cipher text to the user.

The proposed cryptosystem utilizes the terminal fingerprint information of the user.
The terminal fingerprint is assumed to be unchangeable and unknowable. Also, only
the key generation, encryption and decryption programs running on the trusted terminal
can get the value of the fingerprints. The proposed scheme is built on the above-
mentioned conditions. Here, the terminal fingerprint information is different for each
user. It can be used as a user ID, and you can guarantee the anonymity of the user’s
own information. Misuse of the terminal fingerprint, such as transfer of the secret key,
is incorrect behavior and meaningless,. Since the secret key that has legitimate user
includes their terminal fingerprint information, the terminal fingerprint information is
different in the other terminal, and the secret key is revoked. Safety of the secret key is
increased in this way.

We proposed a hybrid encryption scheme in which a public key encryption scheme
can be utilized. It is also easy to add, update and delete user’s information. Then,we do not
need a credible third party to guarantee the security of encryption and authenticate a user.
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In this scheme, the secret key is generated and stored by the user, protecting the secret key
against communication channel attack.

Our scheme requires that each user provide their own encryption terminal infor-
mation to key management center. If there is large number of simultaneous user
application, the workload of management center can be quite heavy. So in the future we
should consider decreasing the computational complexity of re-encrypted.

Finally, the system ensures that the key cannot be copied, forwarded and etc. If
there the safety of the security key is provided.

5 Conclusion and Future Work

In this study, we combine user terminal fingerprint data with a public key and secret
key pair. Furthermore, we proposed a cryptographic scheme to update the secret key
during decryption phase using terminal fingerprint information. As a result, the secret
key is protected by ensuring that it does not operate except in the generated terminal
key pair, even if an attacker eavesdrops the user secret key.

The encryption and decryption time can be optimized by proposing suitable
algorithm as the future work. Furthermore, the security issue of our proposed method is
that if the user connects to the Internet, the terminal fingerprint can be eavesdropped by
an attacker. Hence, the proper solution should be proposed to mitigate this issue.
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Abstract. LEA is a symmetric block cipher proposed in 2014. It uses
ARX design and its main advantage is the possibility of a fast software
implementation on common computing platforms.

In this paper we propose a Differential Fault Analysis attack on LEA.
By injecting random bit faults in the last round and in the penultimate
round, we were able to recover the secret key by using 258 faulty encryp-
tions in average. If the position of faults is known, then only 62 faulty
encryptions are needed in order to recover the key which surpasses the
results achieved so far.

Keywords: LEA · Fault attack · DFA

1 Introduction

Today’s applications require efficient ciphers that can run on small devices with
constrained computing power. Recent trends show an increasing number of ser-
vices intended for Internet of Things [5,8] requiring both high level of security
and fast running speed on embedded devices. For such applications, lightweight
cryptography is an ideal choice.

LEA [6] is a symmetric block cipher, using the ARX design (modular Addition,
bitwise Rotation, and bitwise XOR). It offers fast software encryption, comparable
to lightweight ciphers, and comes in the same key size variants as AES. There is
an exhaustive security analysis report published by Bogdanov et al. [2], stating
that the cipher is secure against known cryptanalysis attacks. So far, there was
only one attempt to break the cipher using fault analysis method, which requires
300 chosen fault injections for recovering the 128-bit secret key.

In this paper we present a Differential Fault Analysis attack on LEA. We
exploit properties of a non-linearity of modular addition operation used in a
round function. To recover the key, our attack requires two different positions
of fault injections - in the last round and in the penultimate round. By using a
random bit-flip model, we were able to recover a 128-bit secret key by using ≈258
faulty ciphertexts in average. If the precise fault position is known, our attack
c© IFIP International Federation for Information Processing 2015
I. Khalil et al. (Eds.): ICT-EurAsia 2015 and CONFENIS 2015, LNCS 9357, pp. 265–274, 2015.
DOI: 10.1007/978-3-319-24315-3 27
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requires only ≈62 faulty ciphertexts in average. Thus, our method overcomes
the fault attack on LEA published so far.

This paper is organized as follows. First, we provide an overview of related
work in Sect. 2. LEA cipher is described in details in Sect. 3. Section 4 provides
methodology of our fault attack, following by Sect. 5 which summarizes our sim-
ulation results. Finally, Sect. 6 concludes this work and provides motivation for
further work.

2 Related Work

Since the first publication proposing a fault analysis as a method to retrieve the
secret information from the encryption process proposed by Boneh, DeMillo,
and Lipton in 1997 [3], this technique became very popular and testing of imple-
mentations against information leakage from fault attack has become a standard
procedure.

Differential Fault Analysis technique was first introduced by Biham and
Shamir [1], using this powerful technique for revealing the DES secret key. Many
other techniques using fault injection have been proposed so far, e.g. Collision
Fault Analysis (CFA), Ineffective Fault Analysis (IFA), and Safe-Error Analysis
(SEA) [4].

There is only one fault attack on LEA published so far, using the Differen-
tial Fault Analysis technique. Myungseo and Jongsun [7] used 300 chosen fault
injections in order to recover 128-bit secret key. They inject faults into three out
of four words in the intermediate state at round 24.

From the attack methodology point of view, the closest attack proposal to
this paper is the attack proposed by Tupsamudre et al. [9], aiming at SPECK
cipher. Since SPECK uses the ARX structure as well, authors aimed at the only
non-linear operation, at the modular addition. They were able to recover the
n-bit secret key by using n/3 bit faults on average.

3 LEA Cipher

In this section we will describe a symmetric block cipher LEA, introduced by
Hong et al. [6]. According to security evaluation report [2], LEA is secure against
state-of-the-art cryptographic attacks.

The block size of this cipher is 128 bits, key sizes can be 128, 192, or 256 bits.
Number of rounds for each key size is 24, 28, and 32, respectively. It is a pure
ARX cipher, consisting of modular Addition, bitwise Rotation, and bitwise XOR
operations on 32-bit words. We will further describe the design of the 128-bit
key size version of the cipher.

3.1 Encryption Procedure

First, the 128-bit intermediate value X0 is set to the plaintext P . Then, a key
schedule process creates r round keys. The 128-bit output Xi+1 = (Xi+1[0], . . . ,
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Xi+1[3]) of i-th round is computed as:

Xi+1[0] ← ROL9((Xi[0] ⊕ RKi[0]) � (Xi[1] ⊕ RKi[1]))
Xi+1[1] ← ROR5((Xi[1] ⊕ RKi[2]) � (Xi[2] ⊕ RKi[3]))
Xi+1[2] ← ROR3((Xi[2] ⊕ RKi[4]) � (Xi[3] ⊕ RKi[5]))
Xi+1[3] ← Xi[0]

The resulting ciphertext is then obtained after r rounds in the following way:

C[0] ← Xr[0], C[1] ← Xr[1], C[2] ← Xr[2], C[3] ← Xr[3].

The whole process is depicted in Fig. 1.

Fig. 1. i-th round function.

3.2 Key Schedule

Let K = (K[0],K[1],K[2],K[3]) be a 128-bit key. We set T [i] = K[i] for 0 ≤ i <
4. Round keys RKi = (RKi[0], . . . , RKi[5]) for 0 ≤ i < 24 are then computed as
follows:

T [0] ← ROL1(T [0] � ROLi(δ[i mod 4]),
T [1] ← ROL3(T [1] � ROLi+1(δ[i mod 4]),
T [2] ← ROL6(T [2] � ROLi+2(δ[i mod 4]),
T [3] ← ROL11(T [3] � ROLi+3(δ[i mod 4]),
RKi ← (T [0], T [1], T [2], T [1], T [3], T [1]),
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where δ[i] for 0 ≤ i < 8 are key generating constants, obtained from a hexadec-
imal expression of

√
766995, where 76, 69, and 95 are ASCII codes of ‘L,’ ‘E,’

and ‘A.’

4 Attack Methodology

To perform a differential fault attack on LEA, we propose using two single bit
flip faults, at X22[0] and at X23[2]. The propagation of the faults can be observed
in Fig. 2. We then retrieve the key by exploiting the modular addition operation.

To describe the proposed method, we first show how it works on a normal
modular addition. First, let us assume that the operation is done on 32-bit values,
A and B. The modular addition could then be expressed as:

D = (A � B),
Dj = (Aj ⊕ Bj ⊕ cj),

where j ∈ {0, ..., 31}, and cj is a carry bit from the previous addition with c0 = 0.
The idea is, that the fault could be injected at A, and by observing (A ⊕ A∗)
and the pair of correct-faulty outputs (D,D∗), the attacker could retrieve the
value of A and B. Here, A∗ denotes the faulty value of A, where A∗

k �= Ak for
k ∈ {j, j + 1, ..., j + n} and n ≥ 0. The value k denotes the position of fault(s).
If n = 0, then it is a single bit fault, otherwise, it is a multiple consecutive bit
fault.

From the output value D and D∗, the attacker could also observe D ⊕ D∗.
The attacker then checks how many N bit difference(s) are in D ⊕ D∗. First,
we consider the case with only 1 bit difference in (A ⊕ A∗), more specifically,
at bit j. Starting from the location of fault j, the attacker calculates N . If the
value of N = 1, it can be concluded that the carry bit at bit j + 1 is not flipped
and hence, from the left part of the Table 1, we can conclude that the value of
Bj = cj (highlighted with red color). However, if N1 > 1, it can be concluded
that the carry bit at j + 1 is flipped, and thus, Bj �= cj . Note that this attack
requires that the carry bit cj is known and thus, it relies on the assumption that
the 0-th bit could be faulted in the process (since c0 = 0 is the only known carry
from the beginning). Once the values of Bj , cj and Dj are known, the value Aj

could be determined (Aj = Dj ⊕Bj ⊕cj), as well as the value cj+1 (by observing
the carry bit of Aj + Bj + cj).

Next, we consider the case when there are multiple consecutive bit differences
at (A⊕A∗), in bits j, ..., j +n. First, the attacker needs to determine if the carry
bit at the bit j + i (i ∈ {0, ..., n}) is flipped or not. The attacker observes
(D ⊕ D∗)j+i.

(D ⊕ D∗)j+i = (Aj+i ⊕ Bj+i ⊕ cj+i) ⊕ (A∗
j+1 ⊕ Bj+1 ⊕ c∗

j+1)

(D ⊕ D∗)j+i = 1 ⊕ cj+i ⊕ c∗
j+i
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Fig. 2. Fault propagation in rounds 23 and 24.

So, if the value of (D ⊕ D∗)j+i = 1, it means that cj+i = c∗
j+i, and simi-

larly, if ((D ⊕ D∗)j+i �= 1) ⇒ (cj+i �= c∗
j+i). Then, the attacker determines the

value of the carry bit in the next bit (j + i + 1) using similar approach. The
Table 1 summarizes the scenario when the carry values for the current bit and
the consecutive bit are flipped or not. To highlight, if the value of the current
bit is not flipped and if the value in the next carry bit is not flipped as well, then
Bj+i = cj+i (left part, highlighted with red color). If the value of the current bit
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is not flipped and if the value in the next carry bit is flipped, then Bj+i �= cj+i

(left part). On the contrary, if the value of the current carry bit is flipped, and
also the value in the next carry bit is flipped, then Aj+i = cj+i (right part). If
the value of the current bit is flipped and if the value in the next carry bit is
not flipped then Aj+i �= cj+i (right part, highlighted with yellow color). Once
the value of either Aj+i, or Bj+i is known, the other value and the next carry
bit cj+i+1 could be determined.

Table 1. Changes of values in modular addition after a bit flip.

First faulty bit

Aj A∗
j Bj cj cj+1 c∗

j+1

0 1 0 0 0 0
0 1 0 1 0 1
0 1 1 0 1 0
0 1 1 1 1 1
1 0 0 0 0 0
1 0 0 1 1 0
1 0 1 0 0 1
1 0 1 1 1 1

Consecutive faulty bit

Aj A∗
j Bj cj c∗

j cj+1 c∗
j+1

0 1 0 0 1 0 1
0 1 0 1 0 0 0
0 1 1 0 1 0 1
0 1 1 1 0 1 1
1 0 0 0 1 0 0
1 0 0 1 0 1 0
1 0 1 0 1 1 1
1 0 1 1 0 1 0

5 Experiments

We tested the proposed method by conducting an experiment using simulated
faults. Here, the attacker uses one fixed plaintext, measured multiple times, and
injects fault at different bit locations. Then, he collects all the faulty ciphertexts.
As mentioned earlier, the attacker has to inject faults at two different positions
of different rounds. The main target is LEA-128, due to its key structure. Each
of the round keys can be segmented into 6 parts, each part consists of 32 bits. In
LEA-128, the second, the fourth and the last part (RKi[1], RKi[3], and RKi[5])
are identical, based on the key scheduling. In previous section, it is shown that
the attack exploits the modular addition D = (A � B).

5.1 Phase 1

First, the attacker injects single bit flip fault at X22[0], and the fault will propa-
gate to X24[0], X24[2] and X24[3]. The fault propagation will not be affected by
the XOR operation with the round keys.

1. The attacker first exploits the difference (X24[3]⊕X∗
24[3]) = (X23[0]⊕X∗

23[0]).
Then, he can pinpoint the location of initial fault injected by taking the last
bit difference in ROR9(X23[0])⊕ROR9(X∗

23[0]), since the attacker knows that
the fault is a single bit flip and the locations of faults have been changed due
to a rotation.
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2. Then, the attacker can construct (X22[0] ⊕ X∗
22[0]). Here, the difference

(X24[3] ⊕ X∗
24[3]) can be considered as caused by multiple consecutive bit

flips injected at X23[0].

Input: (X23[0] ⊕ X∗
23[0]), X24[0], X∗

24[0],

Output: estimated (X23[0] ⊕ RK23[0]), (X23[1] ⊕ RK23[1]).

However, since X23[0] = X24[3], the round key RK23[0] can be calculated,
and using the key schedule algorithm, RK22[0] can be determined as well
from RK23[0].

3. Using the knowledge from the previous step, attacker can continue with
revealing partial information.

Input: (X22[0] ⊕ X∗
22[0]), X23[0], X∗

23[0],

Output: estimated (X22[0] ⊕ RK22[0]), (X22[1] ⊕ RK22[1]).

Since the attacker already knows RK22[0], he can reveal X22[0] based on the
estimated output, which in turn reveals X23[3].

4. Here, (X22[0] ⊕ X∗
22[0]) is the same as (X23[3] ⊕ X∗

23[3]).

Input: (X23[3] ⊕ X∗
23[3]), X24[2], X∗

24[2],

Output: estimated (X23[3] ⊕ RK23[5]), (X23[2] ⊕ RK23[4]).

However, as the X23[3] is known by previous step, the attacker obtains
RK23[5], which, by key scheduling, is the same as obtaining RK23[1] and
RK23[3].

By the end of phase 1, the attacker has obtained the values of X22[0](= X23[3]),
RK22[0], X23[0], RK23[0], X23[1]⊕RK23[1], RK23[1], X23[2]⊕RK23[4], RK23[3]
and RK23[5].

5.2 Phase 2

With the partial knowledge of the key and the intermediate states from phase
1, the attacker injects another single bit flip fault at X23[2].

1. By observing (X24[2] ⊕ X∗
24[2]), he can determine (X23[2] ⊕ X∗

23[2]), since it
is a single bit flip fault.

Input: (X23[2] ⊕ X∗
23[2]), X24[1], X∗

24[1],

Output: estimated (X23[1] ⊕ RK23[2]), (X23[2] ⊕ RK23[3]).
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From the previous phase, X23[1] could be determined since X23[1] ⊕ RK23[1]
and RK23[1] are known. Then, RK23[2] could be determined from (X23[1] ⊕
RK23[2]) and X23[1].

2. Similarly, since RK23[3] is known from the previous phase, X23[2] can be
calculated with (X23[2] ⊕ RK23[3]), obtained in previous step.

3. Since (X23[3]⊕RK23[5]) has been determined in previous phase, together with
X23[2] from the previous step and X24[2], which is the output, the attacker
can determine RK23[4].

Thus, the remaining of last round key, RK23[2] and RK23[4], can be retrieved
in this phase.
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Fig. 3. Number of key bits retrieved.
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5.3 Observations

One observation regarding the attack is that the last bit (MSB) could not
be obtained because the next carry bit cannot be determined. This condition
holds for each part of the key and hence, in total, 4 bits of the key could
not be determined. Thus, these remaining key bits have to be brute-forced.
Another problem could also occur due to the rotation of the bits. Due to rota-
tion ROL9, the resulting bit difference might not be consecutive, for example,
ROL9(0 . . . 01 . . . 1) = (110 . . . 01 . . . 1). To mitigate this problem, it could be
considered as separate multiple consecutive faults. From the example, the fault
can be considered as (110 . . . 0) and (0 . . . 01 . . . 1). Since the attack only con-
siders bits of D and D∗ which coincide with the faulty bits in A∗, the previous
method still works.

In Fig. 3, we show the number of faults required to retrieve the value of
the input of the modular addition. In the case where each bit could be flipped
precisely, around 30 faults are required. However, if the bit could be flipped only
randomly, more faults are required.

Based on the experiment, if the attacker cannot determine the location of a
single bit flip fault, and hence, could only inject faults randomly at single bit, it
requires ≈130 and ≈128 for the first and the second fault respectively in order
to determine the last round key, minus the 4 bits mentioned earlier.

However, if the attacker could determine the precise location of a single
bit flip, it requires only ≈31 and ≈31 faults for the first and the second fault
respectively. This is because each fault reveals one bit of the key and in each
attack, 2 parts of the last round key could be determined. For the previous
attack model, more faults are required in order to obtain the value of each bit,
similar to the coupon collector problem (Θ(nlogn)). These results were verified
by simulating 500 independent experiments on different scenarios.

6 Conclusions

In this paper we have proposed a differential fault attack on LEA. We used a
random bit flip model, aiming at the last two rounds of the cipher. Using this
model, we were able to retrieve the secret key with around 258 faulty encryptions
in average. However, if the attacker can determine the position of faults, number
of faults can be reduced to only 62 faulty encryptions in average. This result
overcomes the only known fault attack on LEA published so far which needs 300
chosen faulty encryptions in order to reveal the key.

In the future, we would like to acquire practical results for our fault model,
using the software implementation of LEA on a microcontroller, with the laser
fault injection technique.
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Abstract. Wu et al. proposed a key agreement to securely deliver a group key
to group members. Their scheme utilized a polynomial to deliver the group key.
When membership is dynamically changed, the system refreshes the group key
by sending a new polynomial. We commented that, under this situation, the Wu
et al.’s scheme is vulnerable to the differential attack. This is because that these
polynomials have linear relationship. We exploit a hash function and random
number to solve this problem. The secure multicast key agreement (SMKA)
scheme is proposed and shown in this paper which could prevent from not only
the differential attack, but also subgroup key attack. The modification scheme
can reinforce the robustness of the scheme.

Keywords: Cryptography � Security � Secure multicast � Conference key � Key
distribution

1 Introduction

Many security protection schemes [1–11, 14] have been developed for an individual
multicast group. Some schemes address secure group communications by using secure
filter [1–4] to enhance performance of the key management. Wu et al. [4] proposed a
key agreement to securely deliver a group key to specific members efficiently. The
system conceals the group key within a polynomial consisting of the common keys
shared with the members. In the Wu et al.’s scheme, the polynomial is called as a
secure filter. Through their scheme, only the legitimate group members can derive a
group key generated by a central authority on a public channel. Nevertheless, for the
dynamic membership, the scheme is suffered from the differential attack which we
describe later. The dynamic membership means the addition and subtraction of the
group members. Naturally, the membership changes by the reason caused by network

This work was supported in part by the Ministry of Science and Technology, Taiwan, Republic of
China, under Grant MOST 104-2221-E-468-002.

© IFIP International Federation for Information Processing 2015
I. Khalil et al. (Eds.): ICT-EurAsia 2015 and CONFENIS 2015, LNCS 9357, pp. 275–281, 2015.
DOI: 10.1007/978-3-319-24315-3_28



failure or explicit membership change (application driven) [5, 6]. If an adversary
collects the secure filters broadcasted among the group members, as the membership
changes, the group keys sent to the group members with the secure filter will be
discovered through the differential attack [11].

The secure multicast key agreement (SMKA) scheme is proposed in this paper,
which is a kind of secure filter to resist against the differential attack. The proposed
secure filter is based on the properties of a cryptographically secure one-way hash
function. Moreover, the complexity of the modified secure filter is almost the same with
the complexity of the original one.

The rest of this paper consists of the following parts. The Sect. 2 gives an overview
of the secure filter and the differential attack against the secure filter for the dynamic
membership. The Sect. 3 introduces our scheme. The Sect. 4 gives the security proof of
our scheme. Then we conclude our scheme in the Sect. 5.

2 The Secure Filter and the Differential Attack

2.1 Wu et al.’s Scheme

In Wu et al.’s Scheme [4], assume that there is a central authority which is in charge of
distributing a group key to the group members, denoted as G, where G = [M1, M2,
···Mn] in which the Mi indicates i-th group member. The Mi shares a common key ki
with the central authority. As the central authority starts to send a group key s to the
members in the G, the central authority computes the secure filter as follows.

f ðxÞ ¼
Yn

i¼1;ki2K
ðx� hðkiÞÞ þ s mod p

¼
Xn
i¼1

aix
i mod p

Then the central authority broadcasts the coefficient of each item. For the Mi, upon
receiving the coefficients, he can derive s by computing f(h(ki)). Any adversary can not
derive the s because he doesn’t know any ki, where i = [1, 2, ···, n].

2.2 A Differential Attack on Wu et al.’s Scheme

The differential attack utilizes the linear relationship of the coefficients in the secure
filter to compromise the group keys. The differential attack is described as follows.
Assume that an adversary, Ad, where Ad 62 G. The Ad collects each secure filter used to
send a group key at each session which means a period of the time for the membership
unchanged. Observe that the coefficients of the secure filter, we learn the relationship as
follows.
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an ¼ 1 mod p;

an�1 ¼
XCn

1

i¼1

hðxiÞ mod p;

an�2 ¼
XCn

2

i¼1;i6¼j

hðxiÞhðxjÞ mod p;

..

.

The coefficients of the secure filter are the linear relationship of the secure factors.
As membership changes, the differential value of the coefficients will disclose the
secure factors in the secure filter. For example, as the M3 is excluded from the group,
which may be caused by network failure, then the central authority re-computes the
following secure filter to refresh the group key, where n′ means the membership as the
M3 is excluded below.

f 0ðxÞ ¼
Yn0

i¼1;ki2K;i6¼3

ðx� hðxiÞÞ þ s0 mod p

¼
Xn0

i¼1

aix
i mod p

For the coefficient an′-1, the adversary can compute an-1 - an′-1 to derive h(x3).
Through the h(x3), the adversary can derive the previous group keys through the
preceding secure filters. Moreover, as the M3 returns into the group, the central
authority will refresh the group key through another secure filter composed of the
secure factor h(x3). Then the adversary who already derives the h(x3) through the
differential attack can derive any group key as long as the M3 is in the group.

3 Our Scheme

In this section, we introduce our scheme. First, we define the environment and notation.
And then we introduce our scheme. The notations used in the rest of this paper are
shown in Table 1.

3.1 SMKA Scheme

The secure multicast key agreement (SMKA) scheme is proposed in this section.
Assume that there are n group members at the session t. The set of these group
members at the session t is denoted as Gt, where Gt = [M1, M2, ···, Mn]. The Mi denotes
i-th group member, where i ∊ [1, 2, ···, n]. The set of the common keys is denoted as Kt,
where Kt = [k1, k2, ···, kn]. Before the CA starts to send the group key st for the session
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t to the members in the Gt, the CA generates a random number ct. Then the CA
computes the secure factors below.

xi ¼ hðkijjctÞ; ð1Þ

where ki ∊ Kt and i = {1, 2, ···, n}. Next, the CA generates a group key st and calculates
the modified secure filter below.

ftðxÞ ¼
Yn
i¼1

ðx� xiÞ þ st mod p: ð2Þ

Then the CA can derive the extension of the ft(x) as following.

ftðxÞ ¼ anxn þ an�1xn�1 þ � � � þ a0 mod p: ð3Þ

The CA broadcasts the set of the coefficients, denoted as A, and ct, where
A = [an, an-1, ···, a0]. After receiving the A and the ct, the group member Mi compute
the secure factor, xi through the procedure of (1) with the common key ki and ct. Next,
the Mi derive st by calculating ft(xi) = ft(h(ki||ct)). In the next session t + 1, the CA
generates a new random number ct+1 and repeats the procedures of (1) to (3) to send the
secret st+1 to the Gt+1, where the Gt+1 may not be the same as Gt.

4 Security and Complexity Analyses

In this section, we show that the modified secure filter can resist against the differential
attack. Moreover, we proof that the modified secure filter can also prevent from the
subgroup key attack [13, 14] which could compromise other common keys through
factorizing algorithm [15].

Proposition 1. A cryptographically secure hash function h( · ) has the properties:
intractability, randomness, collision-free, unpredictability.

The Proposition 1 is assumed commonly on cryptography [15]. The intractability
means that, for only given a hash value y, where y = h(x), the value of x is intractable.

Table 1. Notations

CA central authority
n number of the group members at the session t
h( · ) cryptographically secure one-way function
ct random number used at the session t
st group key for the session t
Mi i-th group member
ki common key only shared with the CA and the i-th user
xi secure factor of the modified secure factors
ft(x) modified secure filter for the session t
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The randomness means that, for a variable x, the elements in the set of the result y = h(x),
denoted as Y, are uniformly distributed. The collision free means that, given y, where
y = h(x), the probability of discovering x′, where x ≠ x′, that h(x) equals h(x′) is negli-
gible. The unpredictability means that hash functions exhibit no predictable relationship
or correlation between inputs and outputs.

Theorem 1. An adversary cannot discover the group keys through the differential
attack.

Proof: Assume that an adversary can know the membership of the group exactly. He
records the distinct membership at different session. For the session t, the adversary can
collect the modified secure filter below.

ftðxÞ ¼ anxn þ an�1xn�1 þ � � � þ a0 mod p: ð4Þ

The coefficient of ft(x) can be derived below.

an ¼
Xn
i¼1

hðxijjctÞ mod p; ð5Þ

an�1 ¼
XCn

2

i¼1;i6¼j

hðxijjctÞhðxjjjctÞ mod p;

..

.

For any session t′, where t′ ≠ t, the adversary can discover another modified secure
filter for different membership in which the number of group member is n′ below.

ft0 ðxÞ ¼ an0 xn0 þ an0 �1xn0�1 þ � � � þ a
0
0 mod p: ð6Þ

The coefficient of ft′(x) can be presented below.

an0 ¼
Xn0

i¼1

hðxijjct0 Þ mod p; ð7Þ

an0�1 ¼
XCn0

2

i¼1;i6¼j

hðxijjct0 Þhðxjjjct0 Þ mod p;

..

.

According to the Proposition 1, we can learn that the coefficients in (5) and (7) are
predictable for an adversary. Therefore, it induces that the adversary cannot predict the
linear relationship between these coefficients. Hence, the adversary cannot engage the
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differential attack successfully to compromise the group key distributed within a secure
filter. □

Theorem 2. A legitimate group member cannot discover other common keys shared
between the CA and other group members.

Proof: According to the Proposition 1, assume that a legitimate group member has
enough ability to factorize the value of ft(0) and discover the other secure factors of the
ft(x); he only can discover the hash values not tractable to the common keys. Therefore,
the common keys cannot be discovered by the adversary. Then we prove that the
modified secure filter can resist against the subgroup key attack.

According to Theorems 1 and 2, we proof that the modified secure filter can resist
against the differential attack as well as the subgroup key attack [13, 14]. □

5 Conclusions

In this paper, the navel key agreement scheme by using the new secure filter to improve
the robustness in order to support the security functionality on dynamically changing
members in the Wu’s secure filter [4]. The proposed secure filter is based on the
properties of a cryptographically secure hash function. Via the security analysis, we
proved that the modified secure filter can resist against the differential attack. More-
over, the modified secure filter can prevent from the subgroup key attack. The modified
secure filter almost has the same complexity with the original secure filter. For a group
communication, the dynamic membership is an unavoidable issue. Though the secure
filter proposed in [4] gave a simple and robustness distribution scheme for the group
secret, it is suffered from the problems of the dynamic membership. The modified
secure filter can enhance the secure filter for the dynamic membership and keep the
efficiency.
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Abstract. Quantum Key Distribution (QKD) technology, based on principles of
quantum mechanics, can generate unconditional security keys for communication
parties. Information-theoretically secure (ITS) authentication, the compulsory
procedure of QKD systems, avoids the man-in-the-middle attack during the
security key generation. The construction of hash functions is the paramount
concern within the ITS authentication. In this extended abstract, we proposed a
novel Efficient NTT-based ε-Almost Strongly Universal Hash Function. The
security of our NTT-based ε-ASU hash function meets e� L nþ 1ð Þ=2n�2. With
ultra-low computational amounts of construction and hashing procedures, our
proposed NTT-based ε-ASU hash function is suitable for QKD systems.

Keywords: Almost strongly universal hash � Quantum key distribution

1 Introduction

With the rapid development of computing technologies, the importance of secure
communication is growing daily [21–24]. Unlike conventional cryptography which
based on the computational complexity, Quantum Key Distribution (QKD) can achieve
the unconditional security communication [1, 2, 18–20]. By transmitting security key
information with quantum states, the final key generated by QKD system is
information-theoretically secure (ITS), which is guaranteed by the non-cloning theorem
and measuring collapse theorem in quantum physics [3, 4]. Nowadays, QKD has been
one of the research focuses around the world. In recent years, the famous QKD network
projects mainly include SECOQC in Europe [5], UQCC in Tokyo [6] and NQCB in
China [7] and so on.

ITS authentication is the compulsory procedure of QKD system and also the key
procedure which ensures the security of generated keys between communication parties
[4, 8]. Otherwise, QKD is vulnerable to the man-in-the-middle attack [9–11]. The main
challenge about the research of ITS authentication is the construction of hash functions
which are suitable for ITS authentication with less security key [9, 12–14].
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Usually, ε-Almost Strongly Universal (ε-ASU) hash functions can be used to
construct ITS authentication schemes in a natural way. Majority construction schemes
focus on the ε-ASU2 hash function families, such as Wegman-Carter’s and Krawczyk’s
construction schemes [13, 14]. Nowadays, the photon transmission frequency has
reached to about ten GHz [15, 16]. With heavy computational amounts, ITS authen-
tication schemes which based on ε-ASU2 hash functions cannot meet the high per-
formance requirement of QKD systems [9, 13, 17].

In this extended abstract, with NTT technology, we proposed a novel Efficient ε-
Almost Strongly Universal Hash Function. With the special features of number-
theoretic transforms (NTT) technology, our ε-ASU hash function family is constructed
in the prime ring ZL

p . In order to construct the NTT-based ε-ASU hash function effi-

ciently, we assume that L ¼ 2k, and the prime number p ¼ tLþ 1. We assume that the
set of all messages is R, where R 2 ZL

p with length of L, and the length of authentication
tag is n, where n ¼ b log2 pd e. The security of our NTT-based ε-ASU hash function
meets e� L nþ 1ð Þ=2n�2 and the consumed key length of ITS authentication scheme is
less than 3nþ 1.

2 NTT-Based Almost Strongly Universal Hash Function

Since the construction has to consume a very long key, Gilles’s NTT-based almost
universal hash function is not suitable for ITS authentication [18]. With a partially
known security key and a LFSR structure [13], a random bit stream can be generated to
construct the NTT-based almost strongly universal (NASU) hash functions.

Let R be the set of messages, where R 2 ZL
p . We take only the first b elements of

the hashing result. Let f xð Þ be an irreducible polynomial with degree b log2 pd e of

GF 2ð Þ and sinit ¼ s0; s1; � � � ; sb log2 pd e�1
� �T

be an initial state of the LFSR structure
defined by the feedback function f xð Þ. sinit and f xð Þ are both generated from the

partially known key with length of 2b log2 pd e þ 1. Let f ¼ f0; f1; � � � ; fb log2 pd e�1
� �T

be

the coefficient vector of f xð Þ and s i�b log2 pd e;i�1½ � ¼ si�b log2 pd e; si�b log2 pd eþ1; � � � ; si�1
� �T ,

where i� b log2 pd e.
Thus, we can gain the random bit

si ¼ s i�b log2 pd e;i�1½ �T f mod 2: ð1Þ

Let 1� b� L and K ¼ 20; 21; � � � ; 2 log2 pd e�1
� �

. For C;R 2 ZL
p , let hC Rð Þ ¼

F�1 C � Rð Þð Þ0;1;���;b�1 be the inverse NTT of their component-wise product, taking only
the b first elements of the result. Assume that u ¼ log2 pd e, we define that the set

Hp;L;b;s;f ¼ hC : Ci ¼ Ks iþbð Þu; iþbþ1ð Þu�1½ � mod p; 8i� � ð2Þ

is an almost strongly universal family of hash functions with e� Lþð
2Lb log2 pd e þ 2Þ=2b log2 pd e. Assume that n ¼ bu, we have e� Lþ 2nLþ 2ð Þ=2n.
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3 Potential Advantages

Comparing with ASU2 hash functions, our proposed NASU hash functions have the
following potential advantages:

(a) NASU hash functions can be easily constructed with a partially known security
key and a LFSR structure.

(b) With the special features of number-theoretic transforms (NTT) technology, the
computational amounts of our NASU hashing procedure is much less than Kra-
wczyk’s scheme and other ASU2 hash functions.

(c) Treating the elements of input messages as non-binary integers of the ring ZL
p , our

proposed NTT-based ε-ASU hash function is very suitable for ITS authentication
in QKD systems.

In the future, we will explore the detailed security proof of NASU hash functions
and its deployment within the QKD system.
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Abstract. We propose a novel Distributed Column-Oriented Database
Engine (DCODE) for efficient analytic query processing that combines
advantages of both column storage and parallel processing. In DCODE,
we enhance an existing open-source columnar database engine by adding
the capability for handling queries over a cluster. Specifically, we studied
parallel query execution and optimization techniques such as horizontal
partitioning, exchange operator allocation, query operator scheduling,
operator push-down, and materialization strategies, etc. The experiments
over the TPC-H dataset verified the effectiveness of our system.

Keywords: Distributed DBMS · Data processing · Query optimization

1 Introduction

With data collection methods continuously evolving, the demand for analytic
results from the data we collect also increases. In scientific research, decision
support, business intelligence, medical diagnosis, financial analysis, and numer-
ous other fields it has become more crucial than ever to gain insights from
organized data.

The sheer size of data in modern analytic tasks on large datasets makes
using traditional row-based database systems quite impractical. On the other
hand, column-based engines have shown better performance results for analytic
queries [10,17] primarily due to two reasons:

1. Only the specific columns needed have to be retrieved, which significantly
reduces the amount of I/O dead weight when compared with the traditional
row-based query processing model.

2. More sophisticated optimizations such as cache-conscious processing, vector
compression and vectorized execution can be used, resulting in better use of
modern CPUs’ capabilities.
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As such, column storage techniques have been used not only in relational data-
base systems (broadly supporting SQL) but also in other large-scale data process-
ing systems, such as Google Dremel [16] and Apache Drill [1].

Many existing systems for large-scale data processing have been built using
Hadoop. Hive [2] and YSmart [14] translate analytic queries into MapReduce jobs
to be processed using Hadoop; others such as Cloudera Impala [3] and Facebook
Presto [4] generate query equivalent operations directly over HDFS storage and
bypass the MapReduce framework to improve query efficiency. While these sys-
tems achieve high scalability and reliability from their underlying Hadoop com-
ponents, they nevertheless face the translation overhead from analytic queries to
either MapReduce jobs or HDFS operations and miss many optimization oppor-
tunities frequently used by modern database systems. Moreover, these systems
exhibit significant limitations on the types of SQL queries supported. Another
system approaching scalable query processing is HadoopDB [9], which builds a
hybrid engine taking advantage of the scalability of Hadoop as well as the full-
fledged query processing capability of a DBMS but at the cost of maintaining
two systems at the same time.

Motivated by pioneering work on database parallelism, we developed our
analytic query engine DCODE on the following foundation: parallel process-
ing of columnar data. Our original objective was to develop an efficient parallel
processing engine for analytic workloads. Along the way, we investigated novel
techniques, all implemented and verified in experiments. The major challenges
and our responses can be outlined as follows: (i) Given column data distrib-
uted across multiple servers, the query processing engine has to be aware of
the partitioning scheme so that it can dispatch tasks in a query plan to the
proper servers for parallel processing. (ii) If a query contains a join operator
over columns that differ in their partitioning keys or a group-by operator over
non-partitioning keys, it is impossible to complete the execution without re-
distributing or re-shuffling the original data. We address this issue by allocating
a pair of exchange operators in the distributed query plan whenever re-shuffling
is a must. Furthermore, as the dispatched query plans are running in parallel
asynchronously, a light-weight scheduler is employed so that data dependen-
cies between distributed operators are always guaranteed. (iii) Materialization
strategy in a distributed column database engine has gone beyond the mean-
ing of a non-distributed version [8]. Here we studied not only when the column
data needs to be stitched together into rows, but also when a particular column
requiring a re-shuffling operation has to have its value vectors re-shuffled during
query execution. (iv) Finally, we investigated optimization opportunities such as
remote query compilation, operator push-down, and optimal table selection for
partitioned, multithreaded processing, which affect processing efficiency signifi-
cantly in many types of analytic queries based on our complementary empirical
investigations.

The rest of this paper is organized as follows. Section 2 describes major tech-
nique components and optimizations in the DCODE system. Section 3 briefly
presents implementation details and evaluation results of the DCODE system.
Our conclusions are presented in Sect. 4.
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2 System Overview

2.1 Computing Architecture

The DCODE system consists of multiple shared-nothing commodity server nodes
interconnected by high bandwidth Ethernet as shown in Fig. 1. Each server node
is running an independent, full-fledged engine instance, so that users can submit
queries to any node in the system for distributed processing. The server node
accepting user query will be in charge of coordinating all servers involved in
query processing progress. After query processing is completed, it will also be in
charge of aggregating partial results from all servers and presenting final results
to users.

Each server node employs a query parser module which is capable of pars-
ing query text into a query plan where each operator is an atomic sequence of
low-level operations over columnar data. A scheduler module decomposes the
query plan into multiple sub-plan tasks and assigns those tasks to corresponding
servers that possess the column data. It also arranges the execution order of
all tasks to ensure that data dependencies are always satisfied across multiple
tasks. An access engine executes the operations over the column storage and
generates results. Many optimization techniques are used in an optimizer for
further improving DCODE’s processing efficiency.

2.2 Parallel Query Execution

Horizontal Partitioning. The DCODE system is capable of analytic query
processing over a distributed column storage. For the purpose of parallel query
execution, it partitions large tables across multiple server nodes horizontally
according to either a range-based or a hash-based partition key values from the
partitioning column or attribute. All other columns of the same table are co-
partitioned horizontally with the same partitioning column. Small tables whose
sizes are below a certain threshold are simply duplicated across all server nodes
for saving the cost of potential data transmission over network.

Fig. 1. Architecture of DCODE
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The partitioning column can be selected either manually or in a principled
manner based on a query workload model to minimize data transmission cost.
For example, choosing two columns of different tables that appear in an equi-
join query condition as partitioning columns will increase data affinity and elim-
inate re-shuffling transmission cost. However, an optimal horizontal partitioning
scheme of a database containing multiple tables will vary for different query
workloads and data distributions. Thus, it is hard to achieve [18].

Exchange Operator Allocation. One key issue towards parallel query execu-
tion in DCODE is to deal with incompatible keys. In a distributed query plan,
the input values of an operator might be partitioned in a different way than
needed by the operator. For example, when there is a join operator over two
columns differing in their partition keys, no matter whether these keys are from
the partitioning columns or not, they cannot be joined directly. Instead, the
values from one joining key have to be re-distributed using the same manner
as the other, such as re-hashing based on a hash function. A similar situation
happens when we have a group-by operator over a non-partitioning column. We
abstract this re-distributing or re-shuffling process in an exchange operator in
a distributed query plan, adopting notion similar to the Volcano model [12] for
parallel query processing.

In principle, a pair of exchange operators, i.e., exchange p (producer) and
exchange c (consumer) will be allocated in a distributed query plan where data
re-shuffling is a must. Operator exchange p obtains intermediate results from
the previous operator and stores them in a local memory pool, which are then
re-shuffled and consumed by a remote exchange c operator based on a new
partitioning criterion required by the next operator. Note that we employ two
exchange operators instead of one due to the fact that a consumer operator might
absorb output results from multiple remote producer operators and they might
be running in different operating system processes on different server nodes. An
example of allocating exchange operators is shown in Fig. 2, where the original
plan is to join two tables T1 and T2 on keys T1.a and T2.b (in Fig. 2a). Assum-
ing these two keys are incompatibly partitioned, they cannot be locally joined.
A pair of exchange operators are allocated in a distributed query plan for data re-
shuffling (shaded in Fig. 2b) to make the join possible. When there are multiple

Fig. 2. Exchange operator allocation
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places needing re-shuffling in a query plan, multiple pairs of exchange operators
have to be allocated and data will be re-shuffled several times.

Operator Scheduling. As discussed above, a pair of exchange operators might
be running on different sever nodes, and a consumer operator has to collect
results from all working producer operators. A consumer operator has to wait if
some of the producer operators have not yet finished their portion of assigned
tasks. In order to coordinate all operators involved in such distributed computing
tasks, a light-weight scheduler is deployed for synchronization of tasks, so that
an operator will not be executed unless all input it requires has already been
prepared. Before the intermediate results are collected by a consumer operator,
they are temporarily stored in a local memory pool for better utilization of dis-
tributed memory storage. The scheduler module is duplicated across all servers,
so that any one of the servers can be in charge of coordinating tasks. However, as
for individual queries, DCODE activates only the scheduler on the server node
accepting the query.

An example of operator scheduling in parallel query execution of a simple
group-by query is shown in Fig. 3. We assume the group-by query is on a non-
partitioning column. The scheduler module will then be activated on the server
node accepting the query, i.e., Node 3 in Fig. 3. The sequence of function calls
as well as data transferring flow are labeled as (1)–(9) in Fig. 3. In (1), the
scheduler on Node 3 will first send an execution request (as a remote function
call) to the producer operators exchange p on all available server nodes that
possess the column data, i.e., Node 1 and 2 in Fig. 3. In (2), each corresponding
producer operator obtains the data through an access engine of column storage
(as a local function call). This data will be stored in a local memory pool in
(3). The producer operator will then notify the scheduler that the request has

Fig. 3. Operator scheduling in DCODE



294 Y. Liu et al.

been completed in (4). The scheduler will wait till all execution requests are
completed to begin next operation. In (5), another execution request is sent
to the group-by operator on each server which starts the consumer operators
exchange c in (6). The consumer operator will call a remote Fetch function to
obtain data from the memory pool in (7). The data will then be re-shuffled and
sent back to a corresponding remote consumer operator in (8). In the end, after
all nodes finish the group-by operator, the results will be transferred back to
Node 3 in (9). Note that instead of collecting data directly from the consumer
operator and doing all aggregation on Node 3, we apply the group-by operator to
the intermediate results on each server node for better utilization of distributed
computing resources.

2.3 Materialization Strategy

In a column database engine, although the intermediate computation could be
based on column formatted data, the final results still need to be delivered
as row formatted tuples. The operation that transforms columns into rows is
called materialization. (1) An early materialization (EM) strategy [13] will start
forming row formatted tuples as soon as query processing begins. (2) A late
materialization (LM) strategy [8], on the contrary, will not start forming tuples
until part of the query plan has been processed. The advantage of EM is that
it reduces disk I/O cost for data access. As columns are added to tuples imme-
diately when they are encountered, the column values are accessed only once
during query processing. The advantage of LM is that it is more CPU efficient
as it requires fewer tuples to be transformed from column formatted data into
row formatted data during query processing. It also allows query operators to
use high performance vectorized operations over the compressed value list of
offset positions.

In a distributed column database engine, besides the aforementioned CPU
and disk I/O cost, data re-shuffling incurs additional network transmission cost
in the total cost of a query plan. We investigated three different strategies: an
early materialization strategy, a late materialization strategy, and a mixed mate-
rialization strategy [11]. In an early materialization strategy, column values are
stitched into row formatted tuples as soon as a column is encountered. After col-
umn values are added into intermediate results, they will be re-shuffled together
with the re-shuffling column. The consequence of early materialization is that
although CPU and disk I/O costs are reduced, network transmission cost is
increased for re-shuffling more data. In a late materialization strategy, the off-
set positions are used in both processing intermediate results and re-shuffling.
Although CPU and disk I/O costs increase, network transmission cost reduce.
Since there exists a trade-off between early and late materialization, we further
proposed a mixed materialization strategy to take advantage of both. When
there are multiple operators accessing different columns in a distributed query
plan, for columns whose early materialization would have higher network latency
during re-shuffling steps than re-access latencies, it is better to delay their mate-
rialization; while for others, the conclusion will be the reverse.
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2.4 Optimizations in Query Processing

Beyond the core techniques discussed above, we have identified some subtle or
system-dependent optimization opportunities in query parsing, query execution,
and multithreaded processing during the implementation of DCODE system.

Remote Compilation. During query processing, the input query text has to
be first transformed into a query plan as an operator tree, and then transformed
into a sequence of lower-level instructions accessing and operating column data.
Such a process is called query compilation. Instead of compiling an entire query
on a single server node and then sending generated code fragments to corre-
sponding servers, it is more efficient to have all servers compile the same query
simultaneously. Such remote compilation has two benefits: 1. No code trans-
mission is needed. 2. The code generated locally can be optimized for execution
based on different data characteristics and computing resources that are actually
available, such as the number of CPU cores and the size of memory.

Operator Push-down. Push-down optimization is also supported for a num-
ber of operators such as group-by, order-by, and top-N. And it is not only for
reducing the intermediate result size but also for reducing the network trans-
mission cost in distributed query processing. However, these operators cannot
be directly moved down in an operator tree of a distributed query plan. Instead,
an equivalent query plan has to be derived by keeping additional information
for these operators. For example, if a group-by operator has to be moved down
through a pair of exchange operators, the additional information kept will depend
on the type of aggregation function, such as SUM() and AVG().

Fig. 4. Partitioning table selection for optimizing multithreading processing

Optimization for Multithreaded Processing. In modern DBMSs with mul-
tiple CPU cores, each thread is in charge of subtasks of computation with partial
data. One key issue for gaining better performance using multithreading is load
balancing. In the base open-source engine system of DCODE, a simple heuristic
is employed to always partition the largest base table in a query plan, presum-
ably dividing the largest computation task. However, as the size of intermediate
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results also depends on the previous operations and the selectivity of correspond-
ing operators, a larger base table does not guarantee larger intermediate results.

We adopt a cost-based optimizer for finding the best partitioning table to
improve multithreaded processing efficiency [15]. The optimizer searches a space
of all possible tables for partitioning, and ranks those partitioning tables based on
a scoring function that captures multithreading efficiency. Once the optimal table
for partitioning has been discovered, it generates a multithreaded execution plan.
A concrete example of multithreaded processing is shown in Fig. 4. Assume there
are three tables T1, T2, and T3 in the query. T2 first joins with T3, and then
joins with T1 (Fig. 4a). If the cost-based optimizer determines that partitioning
T2 will lead to the most efficient multithreading performance, it will split T2
into n parts with each part assigned to a separate thread (CPU core) for parallel
processing. As shown in shaded region of Fig. 4b, each thread computes a partial
join of T2 with T3 and then a partial join with T1 separately. The final result
is obtained by aggregating results from all threads.

3 Implementation and Evaluation

3.1 Implementation

We developed the DCODE system based on MonetDB [10], a state-of-the-
art open-source column-oriented database engine optimized for analytic query
processing over large data sets. MonetDB revolutionized almost all layers of
a database management system. Its innovative contributions include a vertical
partitioning storage model, a hardware conscious query execution architecture,
vectorized execution, jut-in-time light-weight compression, adaptive indexing,
and database cracking. The good performance of the DCODE system is largely
based on the outstanding query execution engine built inside MonetDB.

To achieve distributed query processing capability for a column database, we
have added additional data structures and optimization algorithms in many core
components of the execution engine of MonetDB. Specifically, we added functions
for parsing query text for generating a distributed query execution plan. We
defined new query operators such as an exchange operator and corresponding
evaluation algorithms. We added optimization functions for improving query
processing efficiency. We added new statements for function generation and new
low-level instructions for query execution. In total, we have developed over 10K
lines of code inside the MonetDB kernel, and over 20K line of debugging code
for testing and verification.

3.2 Evaluation

We deployed both a physical Linux server cluster and a virtual Linux container
(LXC) cluster in our lab environment. Each physical server node in our cluster
is running an Ubuntu Linux 3.5.0-17-generic x86 64 operating system on 2x
Intel(R) Xeon(R) E5-2680@2.70 GHz processors each with 16 effective threads
and 20,480 KB cache. Each server node has 188 GB of RAM.
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We used the standard TPC-H benchmark [5] to evaluate the performance of
the DCODE system for analytic queries. We modified the DBGen program to
generate distributed data by hash partitioning over a particular key column. The
partitioning profile is stored locally so that each server node can access column
data properly based on the distribution information. As discussed previously,
because an optimal partitioning scheme is hard to achieve for distributed query
processing, we simply partitioned the largest table in the TPC-H benchmark
such as LINEITEM and ORDERS table in experiments although DCODE can handle
arbitrary horizontal partitioning.

We evaluated parallel query performance of the DCODE system by compar-
ison with other cutting-edge analytic query processing systems such as Impala
v1.1.1 [3], Hive 0.10 [2] (in CDH 4.3.1), and Spark v1.0 [6]. Note that, these ver-
sions were the most up-to-date available when we completed our development,
test and benchmarking work. For fairness, all systems are set up and evaluated
in the same environment. For Impala and Spark, all tables were stored using its
column format defined by Parquet [7].

In Fig. 5, a selection of parallel execution experiment results are shown for
TPC-H queries Q1, Q3, Q4, Q6, Q8, Q14 and Q16 of scale factor SF1000 on
16 server nodes. Missing results for a particular system means the query was
not supported. From these and other results we concluded that the DCODE
system has better coverage for TPC-H queries. As Fig. 5 shows, when using
query latency as the yardstick, DCODE always outperforms the other systems.
With Q1, Impala and Hive achieved similar performance results to DCODE.
Both were orders of magnitude slower in executing the remaining queries. Hive
also suffered from the overhead of its MapReduce framework. Spark 1.0 did not
achieve comparable performance because the project was still in an early stage
especially for query processing supports. We expect all these systems to have
made improvements since we completed our study.
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4 Conclusion

In this paper, a novel distributed column-oriented database engine (DCODE) is
proposed. The framework uses multiple techniques, e.g. data horizontal parti-
tioning, exchange operator allocation, operator scheduling, materialization strat-
egy selection, and some other optimizations for query processing, the details of
which are introduced respectively. We measured the performance of our DCODE
system using the TPC-H benchmark. We examined system effectiveness. Our
system can automatic process queries in SQL which made comparison with
existing advanced systems, such as HIVE, IMPALA and SPARK quite possible.
Our results demonstrate that column orientation is ideal for analytic processing.
We also demonstrate that with the right architecture and judicious selection of
implementations, we can assemble just the right technology to enable parallel
distributed query processing in an existing open-source database.
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Lhotská, L., Link, S., Spies, M., Wagner, R.R. (eds.) DEXA 2014, Part II. LNCS,
vol. 8645, pp. 191–198. Springer, Heidelberg (2014)

12. Graefe, G.: Volcano - an extensible and parallel query evaluation system. IEEE
Trans. Knowl. Data Eng. 6(1), 120–135 (1994)

13. Lamb, A., Fuller, M., Varadarajan, R., Tran, N., Vandiver, B., Doshi, L., Bear, C.:
The vertica analytic database: C-store 7 years later. Proc. VLDB Endow. 5(12),
1790–1801 (2012)

14. Lee, R., Luo, T., Huai, Y., Wang, F., He, Y., Zhang, X.: Ysmart: yet another sql-
to-mapreduce translator. In: Proceedings of the 2011 31st International Conference
on Distributed Computing Systems, Washington, DC, USA, pp. 25–36 (2011)

15. Liu, Y., Mortazavi, M., Cao, F., Chen, M., Shi, G.: Cost-based data-partitioning
for intra-query parallelism. In: Proceedings of International Baltic Conference on
DB and IS (2014)

http://incubator.apache.org/drill/
https://archive.apache.org/dist/hive/hive-0.10.0/
https://impala.io/
http://prestodb.io/
http://www.tpc.org/tpch/
https://spark.apache.org/releases/spark-release-1-0-0.html/
http://parquet.incubator.apache.org/


DCODE: A Distributed Column-Oriented Database 299

16. Melnik, S., Gubarev, A., Long, J.J., Romer, G., Shivakumar, S., Tolton, M.,
Vassilakis, T.: Dremel: Interactive analysis of web-scale datasets. Proc. VLDB
Endow. 3(1–2), 330–339 (2010)

17. Stonebraker, M., Abadi, D.J., Batkin, A., Chen, X., Cherniack, M., Ferreira, M.,
Lau, E., Lin, A., Madden, S., O’Neil, E., O’Neil, P., Rasin, A., Tran, N., Zdonik, S.:
C-store: a column-oriented DBMS. In: Proceedings of the 31st International Con-
ference on Very Large Data Bases, VLDB 2005, pp. 553–564 (2005)

18. Zhou, J., Bruno, N., Lin, W.: Advanced partitioning techniques for massively dis-
tributed computation. In: Proceedings of the 2012 ACM SIGMOD International
Conference on Management of Data, New York, NY, USA, pp. 13–24 (2012)



Incorporating Big Data Analytics
into Enterprise Information Systems

Zhaohao Sun1(&), Francisca Pambel1, and Fangwei Wang2

1 Department of Business Studies, PNG University of Technology,
Lae, Morobe 411, Papua New Guinea

{zsun,fpambel}@dbs.unitech.ac.pg, zhaohao.sun@gmail.com
2 School of Information Technology,

Hebei Normal University, Shijiazhuang 050032, China
fw_wang@mail.hebtu.edu.cn

Abstract. Big data analytics has received widespread attention for enterprise
development and enterprise information systems (EIS). However, how can it
enhance the development of EIS? How can it be incorporated into EIS? Both are
still big issues. This paper addresses these two issues by proposing an ontology
of a big data analytics. This paper also examines incorporation of big data
analytics into EIS through proposing BABES: a model for incorporating big
data analytics services into EIS. The proposed approach in this paper might
facilitate the research and development of EIS, business analytics, big data
analytics, and business intelligence as well as intelligent agents.

Keywords: Big data � Big data analytics � Enterprise information systems �
Business intelligence � Intelligent agents

1 Introduction

Big data has become a big gold mine of the 21st century because of the miraculous
success for big data companies such as Facebook, Google and QQ in the recent years.
Big data and its emerging technologies including big data analytics have been making
not only big changes in the way the business operates but also traditional data analytics
and business analytics become new big opportunities for academicians and enterprise
CEOs [1]. Big data analytics is an emerging big data science, and has become a
mainstream market adopted broadly across industries, organizations, and geographic
regions and among individuals to facilitate data-driven decision making [2, 3].
According to a study of Gartner, worldwide BI (business intelligence) and analytics
software, consisting of BI platforms, analytic applications and advanced analytics,
totalled $14.4 billion in 2013, an 8 % increase from 2012 revenue [4]. This fact
enhances unprecedented interest and adoption of big data analytics. According to the
annual survey results of 850 CEOs and other C-level executives of global organiza-
tions, McKinsey [5] concludes that 45 % of executives put “big data and advanced
analytics” as the first three strategic priorities in both strategy and spending in three
years’ time and more than one thirds of executives will now spend or in three years’
time in this area. IDC (International Data Corporation) predicts that the business
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analytics software market will grow at a 9.7 % compound annual growth rate over the
next five years from 2012 to 2017 [3].

Enterprise information systems (EIS) have been implemented or adopted in many
firms in general and Fortune 500 companies in particular, and achieved performance
excellence and enhanced decision making over the past few decades [6, p. 381]. EIS
are based on organization-wide data and big data beyond the enterprise including that
from the Web [7]. How to use big data and big data analytics for improving EIS has
become a big challenge for enterprises and the development of EIS recently [1, 7].

The above brief literature review and discussion implies that the following
important issues have not drawn significant attention in the scholarly peer-reviewed
literature:

• What is the relationship between big data analytics and EIS?
• How can big data analytics be incorporated into EIS?

This paper will address these two issues through reviewing and extending our early
research on analytics service oriented architecture for EIS [1]. More specifically, we
first propose an ontology of big data analytics in Sect. 2 through overviewing our early
work on business analytics and big data analytics [1]. To address the first issue, this
paper looks at EIS and its relationship with big data analytics in Sect. 3. To address the
second issue, this paper proposes BABES: a model for incorporating big data analytics
into EIS. The final sections discuss the related work and end this paper with some
concluding remarks and future work.

2 An Ontology of Big Data Analytics

This section proposes an ontology of big data analytics and looks at the interrela-
tionship between big data analytics and data analytics. To begin with, this section first
examines big data analytics.

Big data analytics is an integrated form of data analytics and web analytics for big
data [1]. According to Beal [8] and Gandomi and Haider [9], big data analytics can be
defined as a process of collecting, organizing and analyzing big data to discover
patterns, knowledge, and intelligence as well as other information within the big data.
Based on this definition, big data analytics can be considered a combination of big data
management and big data mining, because the process of collecting and organizing big
data belongs to big data management while the process of ‘analyzing big data to
discover patterns, knowledge, and intelligence as well as other information within the
big data’ is the main task of big data mining, where big data mining is a modern form
of traditional data mining in the age of big data.

More generally, big data analytics is an emerging science and technology involving
the multidisciplinary state-of-art information and communication technology (ICT),
mathematics, operations research (OR), machine learning, and decision science for big
data [1, 10]. The main components of big data analytics include big data descriptive
analytics, big data predictive analytics, and big data prescriptive analytics [11].
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• Big data descriptive analytics is descriptive analytics for big data [12]. It is used to
discover and explain the characteristics of entities and relationships among entities
within the existing big data [13, p. 611]. Big data descriptive analytics addresses
what happened, and when, as well as what is happening through analyzing the
existing big data using analytical techniques and tools.

• Big data predicative analytics is predicative analytics for big data, which focuses on
forecasting trends by addressing the problems such as what will happen, what is
likely to happen and why it will happen [12, 14]. Big data predicative analytics is
used to create models to predict future outcomes or events based on the existing big
data [13, p. 611].

• Big data prescriptive analytics is prescriptive analytics for big data, which addresses
the problems such as what we should do, why we should do it and what should
happen with the best outcome under uncertainty through analyzing the existing big
data using analytical techniques and tools [11, p. 5].

An ontology is a formal naming and definition of a number of concepts and their
interrelationships that really or fundamentally exist for a particular domain of discourse
[15]. Then, an ontology of big data analytics is a network consisting of a number of
concepts and their interrelationships for big data analytics.

Based on the above discussion, we propose an ontology of big data analytics, as
illustrated in Fig. 1. In this ontology, big data analytics is at the top while big data and
data analytics are at the bottom. Big data descriptive analytics, big data predictive
analytics, and big data prescriptive analytics are at the middle level as the core parts of
any big data analytics.

In Fig. 1, data analytics refers to as a method or technique that uses data, infor-
mation, and knowledge to learn, describe and predict something [14, p. 341]. Data
analytics is a science and technology about examining, summarizing, and drawing
conclusions from data to learn, describe and predict something. In brief, data analytics
can be then considered as data-driven discoveries of knowledge and intelligence and
communications [12].

The fundamentals of big data analytics consists of mathematics, statistics, engi-
neering, human interface, computer science and information technology [1, 10].

Big data descriptive 
analytics

Big Data + Data analytics

Big data analytics

Big data predictive 
analytics

Big data prescriptive 
analytics

Fig. 1. An ontology of big data analytics
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The techniques for big data analytics encompass a wide range ofmathematical, statistical,
and modeling techniques [13, p. 590]. Big data analytics always involves historical or
current data and visualization [16]. This requires big data analytics to use data mining
(DM) to discover knowledge from a data warehouse (DW) or a big dataset in order to aid
decision making, in particular in the text of big business and management [14, p. 344].
DM employs advanced statistical tools to analyze the big data available through DW and
other sources to identify possible relationships, patterns and anomalies and discover
information or knowledge for rational decision making [13, p. 590]. DW extracts or
obtains its data from operational databases as well as from external open sources, pro-
viding a more comprehensive data pool including historical or current data [13, p. 590].
Big data analytics is also required to use statistical modelling (SM) to learn something that
can aid decision making [1]. Visualization techniques as an important part of big data
analytics make any knowledge patterns and information for decision making in a form of
figure or table or multimedia. In summary, big data analytics can facilitate business
decision making and realization of business objectives through analyzing current prob-
lems and future trends, creating predictive models to forecast future threats and oppor-
tunities, and optimizing business processes based on involved historical or current big
data to enhance organizational performance [12]. Therefore, big data analytics can be
represented below.

Big data analytics ¼ Big data + data analytic + DW + DM +

SM + Visualization + optimization
ð1Þ

This representation reveals the fundamental relationship between big data, data
analytics and big data analytics, that is, big data analytics is based on big data and data
analytics. It also shows that computer science and information technology play a
dominant role in the development of big data analytics through providing sophisticated
techniques and tools of DM, DW, machine learning and visualization [1]. SM and
optimization still play a fundamental role in the development of big data analytics, in
particular in big data prescriptive analytics [11].

3 Enterprise Information Systems and Big Data Analytics

This section examines enterprise information systems (EIS) and its relationships with
big data analytics.

EIS has drawn increasing attention in academia, organizations and enterprises over
the past decades. EIS is also called enterprise systems [14]. There are many different
definitions on EIS. For example, EIS refers to as

1. Systems that help managers and companies to improve their performance by
enabling them to seamlessly share data and information among departments and
with external business partners [14, p. 287]. These systems integrate the functional
systems such as accounting, finance and marketing as well as operations.

2. Enterprise software that are based on a suite of integrated software modules and a
common central database [6, p. 363].
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3. Information systems that support activities in multiple departments of an enterprise
[17, p. 605].

The first definition is self-contained for an EIS and emphasizes sharing data and
information. The second stresses enterprise software with a common central database.
The third one is a general definition. By integrating these three definitions, we can
define an EIS as an information system that has a common central database and support
activities in multiple departments of the enterprise through integrating the functional
information systems (IS) such as accounting, finance, marketing and other operations’
IS, and accessing the data resources available in the enterprise and on the Web. The
support activities included will help managers and the enterprise to improve their
business performance and decision making by enabling them to seamlessly share data
and information among departments and with external business partners [1].

EIS mainly consist of ERP (enterprise resource planning) systems, SCM (supply
chain management) systems, CRM (Customer relationship management) systems and
KM (knowledge management) systems [6, 14]. The ERP system is an EIS that pro-
cesses the information of multiple departments such as human resources management,
finance and accounting management, sales and marketing management, manufacturing
and production management of an enterprise in a unified way [6, pp. 81-2]. The SCM
system is used to manage the relationships with the suppliers. The CRM system is used
to manage the relationships with the customers of the enterprise. The KM system is
used to manage the processes for capturing and applying knowledge and expertise of
enterprise.

Based on the previous subsection’s discussion, big data analytics can facilitate the
development of EIS, because it can support business decision making in the age of big
data [1]. Big data analytics also allows enterprises to enhance business performance,
efficiencies and guides decision processes [18]. Both EIS and big data analytics are
common in emphasizing the big data as a strategic resource for the development of
enterprises, in particular for global enterprises. EIS involves interactive visualization
for data exploration and discovery [19], which can be considered as a part of big data
analytics, as mentioned in Eq. 1 of Sect. 2. EIS include analytical tools for using big
data to evaluate the business and marketing performance [1]. The analytical tools are a
fundamental part of any big data analytics systems. This implies that EIS and big data
analytics share some common tools to support business decision making and improve
the business performance of enterprises.

Based on the research of IDC [20], Australian organizations expect big data and
advanced analytics projects to deliver outcomes that will improve competitive
advantage, enhance customer service and support, and aid with customer acquisition
and retention. However, big data and big data analytics technology in the Australian
industry demonstrate considerable variation in progress with some quite advanced with
sophisticated and deeply embedded deployments within core business processes, whilst
others are just beginning the journey [21].

EIS are important information systems for improving business performance and
business decision making of CEOs and enterprises. Big data analytics is a pivotal part
for developing EIS [1]. From a technological viewpoint, big data analytics is
data-driven business oriented technique and facilitates business decision making, and
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improves EIS as a system component. From a data viewpoint, big data analytics relies
on big data and data analytics; and big data have become a strategic resource for any
organization and enterprise, in particular for multinational organisations as well as any
EIS. Discovering useful patterns, information and knowledge from big data has become
the central topic both for business operations and marketing and for EIS. This is just the
task of big data analytics.

4 BABES: A Model for Incorporating Big Data Analytics
into EIS

This section addresses how big data analytics can be incorporated into EIS through
presenting a model for big data analytics-based EIS, for short, BABES.

Standalone enterprise systems have become a thing of the past [22, p. 382]. BABES
incorporates big data analytics services into an EIS that consists of main functions of
SCM systems, CRM systems and KM systems, as shown in Fig. 2. In what follows, we
will examine this model in some detail.

SCM systems are classified as either SC (supply chain) planning systems or SC
execution systems [6, p. 370]. Then SC planning and SC execution are main functions
of SCM systems. CRM systems mainly consist of sales, marketing and services
[6, p. 379]. A KM system mainly is used to create, capture, refine, store, manage,
disseminate, and share knowledge [23]. Therefore, BABES includes SC planning

Sales 
analytics  

Master enterprise 
data warehouse

Enterprise 
knowledge base

Marketing 
analytics  

Service 
analytics SC planning 

analytics  

SC execution 
analytics

Big data 
analytics

Analytics engine

GUI  

Fig. 2. BABES: A model for incorperating big data analytics into EIS
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analytics, SC execution analytics, marketing analytics, sales analytics, service analytics
and big data analytics.

Master enterprise data warehouse (MEDW) mainly consists of data related to sales,
marketing, services, customers, SC planning, and SC execution flowing from depart-
ments of marketing, human resources, and other data related to departments. All these
can be considered as structured data. Enterprise knowledge base (EKB), a part of the
KM system, consists of information and knowledge from the Web, call centers, direct
mails, emails, retail stores, and clients and partners [6]. All these data of EKB are
mainly semi-structured or unstructured data and information. EKB will play a more
important role in EIS with incorporating big data analytics, because unstructured data
constitutes about 95 % of big data [9].

Big data analytics is based on MEDW and EKB, and provides related information
and techniques for sales analytics, marketing analytics, service analytics, SC planning
analytics and SC execution analytics, each of them can be considered as an intelligent
agent [24].

Analytics engine is a mechanism, as an intelligent agent, for managing and pro-
ducing SC planning analytics, SC planning analytics, marketing analytics, service
analytics, customer analytics, and big data analytics. Based on the foregoing Eq. (1),
Analytics engine has OLAP, data mining, statistical modelling, optimization, visual-
isation tools and other data and knowledge analytical tools including soft computing,
fuzzy neural networks, decision trees, and probabilistic models [10].

It should be noted that our proposed model BABES is to integrate SCM and CRM
and KM, without including ERP, with big data analysis into EIS at the moment.

5 Related Work and Discussion

The authors have searched “enterprise systems” “big data” using ScienceDirect (on 18
May 2015), and there are a few real development of applying big data in enterprise
systems. In which, two articles are related to our research. One is the Special Issue on
“Intelligent Enterprise Systems” which means that big data has drawn attention from
the intelligent systems community. Another is on ERP and big data [7], which focuses
on aligning big data with ERP and suggesting a future research agenda to bring
together big data and ERP whereas our research focuses on techniques of incorporating
big data analytics into EIS. We share the similar observation to that of Elragal [7] that
there are only a few research reports on how to integrate big data analytics into EIS
although there are a significant number of researches on big data analytics. Further-
more, a basic search in Scopus and Google scholar (i.e. article title and key words)
reveals that the number of papers published on “big data analytics enterprise system”
(in the title of papers) in journals and proceedings is small excepted our earlier work
(retrieved on 8 April 2015). Therefore, how to integrate big data analytics with EIS is
still a big issue for research communities. This motivates us to examine techniques for
how to incorporate big data analytics into EIS.

We have mentioned a number of scholarly researches on data analytics, big data
analytics, and EIS. In what follows, we will focus on related work and discussion on
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ontology of big data analytics, and the work of SAP as well as incorporation of big data
analytics into EIS.

Ontology has been important in computer science and artificial intelligence [1].
A basic search in Google scholar (i.e. article title and key words) reveals that there are a
few publications entitled “ontology of big data analytics”. We then explored it and put
it as a part of this research through updating our early work on data analytics, business
analytics and big data analytics [1]. We try to explore the interrelationship among big
data analytics, big data descriptive analytics, big data predictive analytics, and big data
prescriptive analytics using the proposed ontology. The result reported in this paper on
ontology of big data analytics and big data analytics equation, which is an updated
form of our early work, is only a beginning for providing a relatively comprehensive
ontology of big data analytics. In this direction, we will investigate more academic
reviewed sources as a future work to develop an ontology of big data analytics with
three levels of knowledge concepts for each related analytics, that is, for each analytics
in the ontology of big data analytics, we will examine its concepts, fundamentals,
methodologies, tools and applications. Such an investigation would become an
important guide for the research and development of big data analytics, and EIS.

SAP, one of the leading vendors of ERP [7], has introduced its enterprise
service-oriented architecture [6, p. 383]. SAP’s architecture specifies general services
to enterprise services whereas our BABES model specifies general services to big data
analytics as a service. Big data analytics services should be a part of enterprise services,
and then our BABES can be considered as a concrete application for the enterprise
service-oriented architecture of SAP. However, SAP’s enterprise system focuses on
enterprise services in finance, logistics, procurement and human resources management
as a part of its ERP system [6]. We conceive that our DBABES will be incorporated
into the next generation EIS integrating SCM, CRM, and KM systems, in particular the
cloud-based version of EIS.

6 Conclusion

The paper presented a timely critical investigation of an emerging area of big data
analytics and its relationships to existing fields of IS research in general and EIS in
specific. The two main contributions of this paper are an ontology of big data analytics
and BABES: a model for incorporating big data analytics into EIS. The ontology of big
data analytics is used to address what is the constitution of big data analytics and how
its components are networked. The BABES reveals how to incorporate big data ana-
lytics into EIS. The discussion of the related work of SAP implies that the proposed
DABES is useful for the development of EIS. The proposed approach in this paper
might facilitate research and development of business analytics, big data analytics, EIS,
and BI.

Besides mentioning in the previous section, in our future work, we will explore
enterprise acceptability of DABES for EIS. We will also explore how to design and
implement DABES. More specifically, we will address the main functions of EIS that
should be based on DABES, and how DABES can be developed in order to incorporate
big data analytics into EIS using intelligent agents technology [24].
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Abstract. The paper presents the Jbowl, Java software library for data and text
analysis, and various research activities performed and implemented on top of
the library. The paper describes the various analytical services for text and data
mining implemented in Jbowl as well as numerous extensions aimed to address
the evolving trends in data and text analysis and its usage in various tasks
reflecting the areas such as big data analysis, distributed computing and par-
allelization. We also present the complex analytical platform built on top of the
library, integrating the distributed computing analytical methods with the
graphical user interface, visualization methods and resource management
capabilities.

Keywords: Text and data mining � Software library in java � Data
preprocessing � Web portal

1 Introduction

Question of integrated analytical solutions has become interesting in recent years to
improve the end-users orientation in wide range of available services, methods, algo-
rithms or tools. The aim was to bring these services closer to the non-expert users and
provide the possibilities to use them without deep knowledge about their implemen-
tation details or internal modes of operation.

The work presented in this paper represents our activities in building of the
coherent and complex system for text mining experimental purposes built upon the
distributed computing infrastructure. Such infrastructure can offer computational
effectiveness and data storage facilities for proposed on-line analytical tool that com-
prises of various services for knowledge discovery in texts and provides specific data
and computing capacity. Our main motivation is to provide coherent system leveraging
of distributed computing concepts and providing simple user interface for users as well
as administration and monitoring interface.

Text mining [1] aims at discovery of hidden patterns in textual data. For this topic,
there is available a textbook [2], which we wrote in Slovak for our students. It describes
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the whole process of knowledge discovery from textual collections. We describe in
details all preprocessing steps (such as tokenization, segmentation, lemmatization,
morphologic analysis, stop-words elimination), we discuss various models for repre-
sentation of text documents and focus on three main text mining tasks: (1) text cate-
gorization [3, 4]; (2) clustering of textual documents [5, 6]; (3) information extraction
from texts [7, 8].

Finally, we describe service-oriented view on text mining and present also selected
distributed algorithms for text mining. Second part of the textbook [2] is devoted to
description of our Jbowl (Java bag of words library) presenting its architecture, selected
applications and a couple of practical examples, which help our students easier start for
practical work with Jbowl on their own text mining problems. In this paper we want to
present the latest advancements in Jbowl library, which makes it usable also for big
data text mining applications and invite broader audience of the World Computer
Congress to use this library in various text mining applications.

2 Concept of Analytical Library

2.1 Jbowl

Jbowl1 is a Java library that was designed to support different phases of the whole text
mining process and offers a wide range of relevant classification and clustering algo-
rithms. Its architecture integrates several external components, such as JSR 173 – API
for XML parsing or Apache Lucene2 for indexing and searching.

This library was proposed as an outcome of the detailed analysis of existing free
software tools in the relevant domain [9]. The motivation behind the design of this
library was existence of many fragmented implementations of different algorithms for
processing, analyses and mining in text documents within our research team on one
hand side and lack of equivalent integrated open source tool on the other hand side. The
main aim at that time was not to provide simple graphical user interface with possibility
to launch selected procedures but to offer set of services necessary to create the own
text mining stream customized to concrete conditions and specified objectives. The
initial Jbowl version included:

• Services for management and manipulation with large sets of text documents.
• Services for indexing, complex statistical text analyses and preprocessing tasks.
• Interface for knowledge structures as ontologies, controlled vocabularies or lexical

WordNet database.
• Support for different formats as plain text, HTML or XML and various languages.

These core functionalities have been continuously extended and improved based on
new requirements or expectations expressed by researchers and students of our
department. Detailed information can be found in [10] or [11].

1 Basic Jbowl package - http://sourceforge.net/projects/jbowl/.
2 https://lucene.apache.org/.
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The second main update of the library offers possibility to run the text mining tasks
in a distributed environment within task-based execution engine. This engine provides
middleware-like transparent layer (mostly for programmers wishing to re-use func-
tionality of the Jbowl package) for running of different tasks in a distributed envi-
ronment [12]. In the next step, new services for aspect-based sentiment analysis or
Formal Concept Analysis – FCA (cf. [13]) were added [14] to extend application
potential of the library in line with current trends. In case of FCA subpart related to
processing of matrices from Jbowl BLAS (Basic Linear Algebra Subprograms)
implementation was used and extended in order to work with FCA models known as
generalized one-sided concept lattices [15] and use it for other purposes like design and
implementation of FCA-based conceptual information retrieval system [16]. There is
also extension of services related to processing of sequences within the data sets and
processing of graph-based data, which is partially based on Jbowl API and its models.

2.2 Services for Distributed Data Analysis

Our main motivation was to use the problem decomposition method and apply it in
data-intensive analytical tasks. Distributed computing infrastructure such as grid or
cloud enables to utilize the computational resources for such kind of tasks by lever-
aging the parallel and distributed computing concepts. There are also several existing
frameworks available offering different methods of parallel/distributed processing using
the principle such as mapreduce, in-memory, etc. In order to support computation-
intensive tasks and improve scalability of Jbowl library, we have decided to use
GridGain3 platform for distributed computing.

Jbowl API was used as a basis for particular data processing and analytical tasks.
We decided to design and implement distributed versions of classification and clus-
tering algorithms implemented in Jbowl. Currently implemented algorithms are sum-
marized in Table 1.

In general, the process of the text mining model (classification or clustering) cre-
ation is split into the sub-processes. As depicted in Fig. 1, one of the nodes in

Table 1. Overview of currently implemented supervised and unsupervised models in Jbowl.

Sequential Distributed

Decision tree classifier
K-nearest neighbor classifier

Rule-based classifier

Support Vector Machine classifier
Boosting compound classifier
K-means clustering
GHSOM clustering

3 http://www.gridgain.com.
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distributed computing infrastructure (master node) performs the decomposition of
particular task (data or model-driven) and then assigns particular sub-tasks onto
available resources in the infrastructure (worker nodes). Worker nodes produce partial
outputs which correspond to partial models (on partial datasets). Those partial models
are collected and merged into the final model on the master at the end. The concrete
implementation of sub-tasks distribution is different in particular model types, we will
further introduce the most important ones.

For induction of decision trees, Jbowl library implements generic algorithm where
it is possible to configure various criteria for splitting data on decision nodes and
various pruning methods for post-processing of the induced tree. Distributed version of
the classifier [17] considers the multi-label classification problem, when the document
may be classified into one or more predefined categories. In that case, each class is
considered as a separate binary classification problem and resulting model consists of a
set of binary classifiers. In this case, particular binary classifiers represent the sub-tasks
computed in distributed fashion.

Our distributed k-nearest neighbor (k-NN) classification algorithm was inspired
by [18]. In this solution we used the Jbowl k-NN implementation as a basis and
modified it into the distributed version that split the input data into the chunks and
calculates the local k-NN models on the partitions.

Another set of Jbowl algorithms modified into the distributed versions were clus-
tering ones. Distributed implementation of GHSOM (Growing Hierarchical Self-
Organizing Maps) [19] implementation uses MapReduce (GridGain implementation)
paradigm and is based on parallel calculation of subtasks, which in this case represents

Fig. 1. General schema of the sub-task distribution across the platform
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the creation of hierarchically ordered maps of Growing SOM models [20]. Main idea is
parallel execution of these clustering processes on worker nodes. Distributed version of
K-Means clustering algorithm is based on methods presented in [21, 22]. Our approach
separates the process of creation of k clusters among the available computing resources
so the particular clusters are being built locally on the assigned data.

The FCA algorithms are in general computationally very expensive when used on
large datasets. This issue was solved by decomposition of the problem. Starting set of
documents were decomposed to smaller sets of similar documents with the use of
clustering algorithm. Then particular concept lattices were built upon every cluster
using FCA method and these FCA-based models were combined to simple hierarchy of
concept lattices using agglomerative clustering algorithm. This approach was imple-
mented in distributed manner using the GridGain, where computing of local models
was distributed between worker nodes and then combined together on master node.

Further, we have implemented specialized FCA-based algorithms of generalized
one-sided concept lattices using the Jbowl API for sparse matrices and operations with
them, which are able to work more efficiently with sparse input data usually available
in text-mining and information retrieval tasks. Here we have provided experiments in
order to test ratios for computation time reduction of sparse-based implementations in
comparison to the standard algorithms [23]. Then, distributed version of algorithm for
creation of generalized one-sided concept lattices was designed, implemented and
tested in order to show additional reduction of computation times for FCA-based
models [24]. The extended version of experiments was realized with real textual
datasets [25], which proved behavior of previous experimental results on reduction of
computation time using mentioned distributed algorithm for generalized one-sided
concept lattices.

Also, we have currently finished implementation of selected methods (classification
and clustering) provided in portal-based way which are able to run tasks for experi-
ments defined by user in BOINC-based infrastructure. BOINC4 is well-known
open-source platform for volunteer distributed scientific computing. In this case Jbowl
package is in the core of the system and is used for running of text mining experiments
defined by user setup. These experiments are decomposed to BOINC jobs, pushed to
BOINC clients and result of their distributed computations is returned back to server
and provided to user [26].

The vision of the whole system is to re-use computational capacities of computers
within university laboratories for volunteer-based computation. Our system has
potential to support researchers to start their experiments and use additional cloud-like
features of distributed computing using BOINC-based infrastructure. Currently, we
have implemented also a graphical user interface which hides complexity behind
creation of BOINC jobs for clients using dynamic forms and automation scripts for
creation of jobs and analysis and presentation of the results provided to the user.

4 BOINC - https://boinc.berkeley.edu/.
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2.3 Services for Optimization

In some cases, the analytical processes can be complex, so our plan for the future
development is to extend the system with the recommendations for less experienced
users to improve their orientation in computing environment. These recommendations
will be generated based on the observed patterns how other users are using the system
and generating the results. For this purpose we will use our analytical framework
designed and developed within KP-Lab project5. The core of this framework includes
services for event logging, logs storage, manipulation with logs, extraction of common
patterns and visualization of event/pattern sequences [27].

Patterns can be understood as a collection (usually a sequence) of fragments, each
describing a generalization of some activity performed by users within virtual envi-
ronment, e.g. sequence of concrete operations leading to the successful realization of
clustering analysis. The success of this method for generating recommendations based
on actual user behavior in virtual computing environment strongly depends on the
quality of collected logs. Extracted and visualized information and patterns can be used
not only for recommendations generation, but also for evaluation of user behavior
during the solving of the data analytical tasks.

Another kind of optimization methods were implemented on the resource usage
level. As mentioned in previous sections, several models are deployed on and use the
distributed computing infrastructure. Main objective of these optimization methods is
to improve the resource utilization within the platform based on type of performed
analytical task as well as on the dataset processed. Several methods were designed for
that purpose.

In general, system collects the dataset characteristics, including the information
about its size and structure [28]. Another kind of data is collected from the infra-
structure itself. This information describes the actual state of the distributed environ-
ment, actual state of the particular nodes as well as their performance and capacity.
Depending on the type of analytical task, such information can be used to guide the
sub-task creation and distribution. Sub-tasks are then created in order to maintain
particular sub-task complexity on the same level and distributed across the platform
according to the actual node usage and available performance and capacity.

2.4 Infrastructure Services

An important condition for the proper functioning and efficient of the presented ser-
vices is a technical infrastructure providing necessary computing power and data
capacity. We continuously build our own computing environment in which we can not
only deploy and test our services, but we’re able to offer them as a SaaS (Software as a
Service). Simplified illustration of the used infrastructure is shown in Fig. 2.

Basic level contains several Synology network attached storages (NAS) with WD
hard drives providing customized data storage capacity for various purposes; i.e. it is
possible to use SQL or NoSQL databases or some types of semantic repositories. The

5 http://web.tuke.sk/fei-cit/kplab.html.

Analytical Platform Based on Jbowl Library 315

http://web.tuke.sk/fei-cit/kplab.html


second level is represented by high-performance IBM application servers that are used
for execution and data manipulation. This part of the infrastructure is separated and
inaccessible to external users.

Graphical user interface with offered services and user functionalities is provided
by web server and available for different end-user devices as traditional PC, laptops or
tablets. Specific part of the deployed analytical system is the administration and
monitoring module. Several modules are deployed on distributed computing infra-
structure and interface to manage the platform itself is necessary. Such administration
interface is implemented as a web application and enables to monitor the current state
of the environment, including the operational nodes, their actual state, load, capacity as
well as running tasks. If necessary, it is possible to disconnect the node from the
platform, or add a new node, check their state and perform several actions to interact
with them (stop halted tasks, free memory/space, check the network latency and restore
the default configuration). Data collected using this module is also utilized in task
distribution, as briefly described in Sect. 2.3.

On the other hand, people interested in our analytical and data processing services
can download them, customize services based on their own preferences or requirements
and finally deploy the customized platform on their own infrastructure.

Also, as it was written in Sect. 2.2, we have created some BOINC infrastructure
from computers in our laboratories for students, which is able to provide additional
computing capacity for BOINC-based applications. This paradigm is known as virtual
campus supercomputing center and BOINC is widely used by several universities in
the world in order to get some more computational capacities from their computers
within campuses. After completion of testing phase we would like to provide graphical

Fig. 2. Architecture of text mining analytical system
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user interface for more researchers to run Jbowl experimental tasks, for which par-
ticular models are computed on BOINC clients and returned to user. In the future it can
be interesting to find interoperable connection in usage of cloud-based infrastructure
defined above and volunteer-based BOINC infrastructure under one common platform,
e.g., where capacities of both parts are managed together in order to achieve more
efficient analytical services.

3 Conclusion

The need for software libraries for support of text mining purposes is not new, but their
importance is increasing because of new requirements arising in the era of big data. An
important factor is the ability of the existing products to respond to the changes in the
areas as IT infrastructure, new capacity opportunities for parallel computing, running
the traditional text and data mining algorithms on the new infrastructures, development
of the new algorithms for data processing and analysis using new computational
possibilities and finally the design and implementation of simple understandable and
easy to use user environment.

Basically, presented work seeks to respond to all of these challenges and address
them in the practical output of the relevant research and implementation activities. The
presented library does not try to compete with the other available text mining platforms,
but rather represents the output of our continuous work. The developed system presents
an ideal platform for our ongoing research as well as for the education. Presented tools
are used by the students and teachers in teaching tasks; serve as the platform for
numerous master theses and regularly being used in data analytical and research
activities.
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Abstract. The paper describes corporate social responsibility (CSR) commu-
nication on Facebook and Twitter – how the companies use the social media for
accomplishing their CSR communication goals. On the sample of ten global
companies with the best CSR reputation research tracks down their social media
activity, as well as posts, likes and comments of their customers. Observed
companies on average dedicate about 1/10 of their social media communication
bandwidth to CSR topics, mainly on Facebook. CSR topics do not seem to be of
much interest to the readers (CSR posts are mostly ignored), but at least user
sentiment related to CSR messages has been proven to be mostly positive. CSR
on social networks is well established, leading CSR companies use this com-
munication channel extensively.
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1 Introduction

The article deals with corporate social responsibility (from now on “CSR”) activities
published on Facebook and Twitter. We have analyzed ten multinational companies
that ranked in the world’s 100 most CSR reputable companies in Forbes [1].

1.1 Corporate Social Responsibility

Corporate social responsibility is capturing an idea of responsible companies respecting
the concept of people, planet, and profit1. First debates about CSR published in 1930’s
Harward Law Review. Professors Adolf A. Berle [2] and Merrick Dodd [3] asked: Do
the managers have responsibility only for their firm or do they have a wider range of
responsibilities?

Today world has started to care about global and local issues with social and
environmental aspects “Corporate Social Responsibility is a way of doing business that
matches or exceeds ethical, legal, commercial and social expectations.” [4] Some-
times CSR is called sustainable, responsible business, corporate citizenship, etc. CRS is

1 People, planet, profit are also called three pillars of sustainability or triple bottom line.
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may be still perceived as something like a charity or donation pleading, but donations
and similar activities are only a part of it. CSR cover topic like transparency and
responsible attitude in everyday work and decision-making. Current trends in CSR are
water and energy wasting, carbon printing, transparency, traceability, human rights,
and labor standards.

We can divide the motivation for CSR into four main areas of benefits. First –
business benefits. They are connected with gaining money, power, market share, etc.
Next benefits are about individual/personal values. The company is trying to be seen in
a better light. It’s connected with branding since the reputation of the company is
getting more and more important in business relationships. A third group of benefits is
about complying with industry’s social and legislative expectations. And of course we
can’t forget stakeholders – the company has to fulfill their expectations as well. These
expectations can be diverse since stakeholders are varied. For example, the expecta-
tions of employees are reliability, future development, sustainability, the transparent
benefits system, HR care, outplacement, etc. Crucial stakeholders became business
partners, especially European companies require trading with companies proving
they’re caring about environment and society. To identify benefits, which company
wants to gain is paramount for further setting CRS activities.

From theoretical concept, CSR has evolved to a sophisticated managing tool used
not only to build company’s reputation, but also to enlarge its competitive advantage.

Until recently, CSR in the company was mainly about overtimes and sexual
harassment, shortly it was about keeping the company out of the trouble. Now the
companies are implementing CSR in more far-reaching ways. There are four recog-
nized stages of CSR in enterprise – see Fig. 1.

Just a few companies are in the stage one. A lot of activities, companies are actually
doing, even unknowingly, are CSR. For example benefits for employees or HR poli-
cies. The goal for every CSR oriented company is to reach enterprise CSR maturity. It
includes changes in company values and business thinking, as well as official stan-
dards. Employees should share CSR values too. Without integrating employees into the
process, CRS strategy fails.

Fig. 1. Four stages of CSR in enterprise
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1.2 CSR in the Czech Republic

After 1990 companies usually focused just on one goal – the maximization of financial
profit. Later some firms realized that it is quite important to look towards the further
future and consider public gains as well. CRS has very deep roots in the Czech
Republic – the first businessman involved in CSR activities was Tomáš Baťa (founder
of Bata shoemaking company). Long time before official term CSR was used he
realized, that if he wanted to make high-quality shoes, he has to have satisfied
employees. The logical conclusion of dissatisfied and stressed employees are mistakes
and non-functional plant. Tomáš Baťa became a role model for other businessmen not
only in his days. [5] Czech Republic understands corporate social responsibility the
same way as EU does. The European Commission defined CSR as “the responsibility
of enterprises for their impacts on society”.

CSR activities are also closely related to another important topic – quality. Czech
Ministry of Industry and Trade adopted programs that should help companies improve
quality and also cultivate market environment. The government nominated The
Council of Quality as an advisory authority on CSR. One of the programs adopted by
Council of Quality is “National Quality Policy of the Czech Republic for CSR activ-
ities”. The primary aim of this program is to make CSR activities popular and award
the most social responsible companies.

2 Social Media

There are many definitions of social media – it is possible to define social media from
the user, content, business or technological perspective [7]. Figure 2 shows such tri-
angle of content, technological and sociological aspect of social media. Andreas
Kaplan and Michael Haenlein in their paper define social media as “a group of
internet-based applications that build on the ideological and technological foundations
of Web 2.0, and allow the creation and exchange of user-generated content.” [8] In
other words, Kaplan and Haenlein build their definition on technological aspect.

We can also break the term social media into two words – social and media in order
to describe and understand meaning of the whole. Social can be described as a group of

Fig. 2. Three key elements of social media [9]
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people with relations between them while media can be described as an instrument with
the purpose to provide communication. By putting these two words together, we get,
that social media is an instrument of on-line communication between people (users of
social media). These people can create information, share and exchange them with
other users in specific places such as networks or in general virtual communities. Social
media affects our everyday personal or business life in both positive and negative way.

Negative Effects of Social Media. The most discussed issue with social media is a
trustworthiness and reliability of information that they provide. Social media websites
or posts in social networks are, in general, easy to create, and can contain (knowingly
or accidentally) a lot of false statements and information that can confuse other users.

People can even become “addicted” to social media by spending a too much time
online and lose their personal life. Loss of privacy is another critical issue of social
media [10, 11].

There is also possible thread on user’s computer security. Many social media can be
intoxicated with security risks (viruses such malware of spyware etc.) or bugs that
allow criminals to access victims’ computer or even bank accounts and steal (or delete)
information or finances.

Positive Effects of Social Media. The existence of social media allows the democ-
ratization of the internet. Users can share what they want, express their feelings and
opinions on topics or for example vote in online polls. Information flows have been
relaxed and enriched by them.

As the biggest advantage of social media is considered the fact, that people can stay
in touch with friends, families and also connect with other users and make new friends
or form relationships. Social media is also used for learning and gaining new skills and
knowledge. By using social media, people can reach a wider audience in comparison
with traditional media and they can also, individually or in collaboration, create new
content and manage it. Social media can be used in education too. Knowledge bases
like Wikipedia contain a lot of information and can help users to understand what they
are looking for or help solve problems.

Social media is very powerful tool in business too. It helps to expand the markets, or
promote a brand to a wide audience or improve the relationship with customers among
many other things. These days, marketing in business is one of the most important
things for a company to stay competitive. There is no better place where to make good
marketing strategies than social media [9, 12].

3 Research Questions

Our goal is to understand how the successful and worldwide famous companies are
using social media for their CSR activities promotion and communication with cus-
tomers and the general public. We have formulated following research questions:

– How do successful companies use the social media to spread CSR news?
– How do users of social networks respond CSR news? Does a reaction to CSR

messages differ in comparison with other non-CSR messages?
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We will closely look at the interaction of the general public and the companies – by
analyzing the posts structure/Commercials, HR News, CSR/and focusing on the
interaction with the audience.

4 Research Methodology

We decided to research corporate social responsibility activities on the two prominent
social sites – Facebook and Twitter. The period of observation was three months
(September – November 2014), during which we recorded all the posts of the selected
companies.

The selection of the companies was based on Forbes’ article The Companies with
the Best CSR Reputations. [1] It covers 50.000 consumers’ opinions about the list of
100 most reputable companies. We have focused on the top 10 of the list: Volkswagen,
Sony, Colgate-Palmolive, Lego Group, BMW, Mercedes-Benz (Daimler), Apple,
Google Inc., Microsoft Corporation and Walt Disney. All the companies have the
official Facebook and Twitter profile except Apple. Therefore, we had to replace Apple
by another major ICT company – SAP Corporation.

Our main goal was to track CSR activity of each company across the social media.
We observed and analyzed all and every post of selected companies both on Facebook
and Twitter. Then, based on meaning of the posts, we categorized these social media
posts into following categories:

– non-CSR messages (advertisements/commercials, staff hiring, new technology
announcements)

– CSR activity.

We noted the number of “likes” each post received and also positive and negative
feedback in the comments.

5 Results

The results may be affected by the time-constraints since we only tracked social media
activity for three months. Nevertheless, we have collected and analyzed in total:

• 466 posts of the observed companies (in the structure of 375 advertisements, 26 new
technologies announcements, 4 HR announcements and 60 CSR announcements)

• 1,407,108 likes of above-mentioned posts
• 139,421 shares of above-mentioned posts
• 13,816 feedbacks (both positive and negative) to above-mentioned posts.

General result is, that CSR activity on social media highly varies among all
observed companies. Fewer CSR messages are published on Twitter (just 26 %, as
opposed to almost 44 % of advertisements). For CSR messages, companies like to use
advantages of Facebook with its billion + users. To show some examples of typical
CSR Facebook activity, there are some typical Facebook CSR posts:
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• Man with Down syndrome empowers others using technology (14/11/2014) -
Microsoft

• Introducing Microsoft Health (30/10/2014) - Microsoft
• From 1st till 10th August the Think Blue (2/8/2014) - Volkswagen
• ALS Ice Bucket Challenge (27/8/2014) - Colgate-Palmolive
• Fight Ebola (10/11/2014) - Google
• Hyper build (14/9/2014) - Lego
• The Autism Society Philippines (20/11/2014) – SAP
• Event: St. Moritz Art Masters 2014 – Mercedes-Benz (Daimler)

From the collected data is quite clear, that companies primarily (80.47 %) advertise
their goods and products – 375 out of 466 posts were categorized as Advertisements.
CSR messages, on the other hand, accounted for 12.88 % of posts, which makes them
the second biggest category (Table 1).

As for feedback, it can be measured in three different ways. The first and most
obvious one is the number of “likes”, which are awarded by readers to all posts. Table
with the numbers of received likes by the companies in different categories follows
(Table 2).

The second way how to measure feedback is number of “shares”2 – i.e. how many
times the users “pass on” the recommendation for posts. Again, here are the numbers
(Table 3):

Table 1. Structure of the social media posts (authors)

Total number of
posts

Advertisements New
Technologies

Staff
Hiring

CSR
messages

Colgate 5 2 0 0 3
Lego 18 12 1 0 5
SAP 44 15 4 1 24
Sony 45 41 2 0 2
Volkswagen 47 39 5 0 2
Google 48 43 1 0 4
Walt Disney 50 50 0 0 0
Microsoft 56 43 8 0 5
BMW 63 62 1 0 0
Daimler 90 68 4 3 15
Total 466 375 26 4 60

100 % 80.47 % 5.58 % 0.86 % 12.88 %
Facebook 268 (58 %) 208 (56 %) 15 (58 %) 1 (25 %) 44 (74 %)
Twitter 198 (42 %) 167 (44 %) 11 (42 %) 3 (75 %) 16 (26 %)

2 There is a difference between “like” and “share” on Facebook. “Like” just means that user finds
something interesting, “Share” actually distributes the message to other users.
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Lastly, we have also measured the feedback, provided by the users. After careful
individual analysis of the content of their comments, we have divided the reactions to
positive and negative feedback – both for CSR and non-CSR posts. The results are
following (Table 4):

6 Findings and Interpretation

Observed companies had in total almost 85 million strong audience on Facebook and
27.5 million followers on Twitter. It is really large amount of potential customers that
companies definitively can’t ignore. Over 80 % of the Facebook and Twitter posts were
advertisements directly targeted to drive costumers’ attention to new advertised goods

Table 2. Total number of “likes” for different categories of posts (authors)

Fans Advertisements
“likes”

New
Technologies
“likes”

Staff
Hiring
“likes”

CSR
messages
“likes”

Colgate 2,800,000 2,599 N/A N/A 593
Lego 10,200,000 122,076 N/A N/A 2,789
SAP 590,000 777 109 48 284
Sony 6,800,000 127,354 10,426 N/A 10,867
Volkswagen 1,600,000 45,201 8,391 N/A 1,450
Google 18,400,000 21,641 135 N/A 1625
Walt Disney 860,000 59,468 N/A N/A N/A
Microsoft 6,500,000 83,388 1,976 N/A 3,003
BMW 18,300,000 416,586 N/A N/A N/A
Daimler 18,250,000 477,186 134 68 8,934
Total 84,300,000 1,356,276 21,171 116 29,545

Table 3. Total number of “shares” for different categories of posts (authors)

Advertisements
“shares”

New Technologies
“shares”

Staff Hiring
“shares”

CSR messages
“shares”

Colgate 119 N/A N/A 85
Lego 11,351 N/A N/A 274
SAP 68 8 1 32
Sony 4,812 437 N/A 620
Volkswagen 2,318 871 N/A 134
Google 12,551 169 N/A 379
Walt Disney 21,163 N/A N/A
Microsoft 20,880 541 N/A 590
BMW 21,001 N/A N/A N/A
Daimler 39,806 78 46 1,087
Total 134,069 2,104 47 3,201
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or services. However, the second most frequent (almost 13 %) type of communication
were CSR messages.

The prevalence of CSR messages was different on Facebook and Twitter. Com-
panies have shared ¾ of all CSR communication on Facebook, leaving just ¼ for
Twitter channel, although general ratio of Facebook /Twitter communication in the
observed period was almost half to half. It means that companies prefer Facebook as
their main channel for CSR announcements. There were no exemptions from this rule
observed during our study.

As for audience appreciation (measured by Facebook likes) – it turns out, that CSR
messages are surprisingly “unpopular”. Although the CSR messages accounted for
13 % of the traffic, they generated only slightly over 2 % of total “likes”. The average
number of likes per commercial post was 3064, the average number of likes per
CSR-related post was 903. Worse “underperformer” was only category of HR related
messages, which was ignored by users almost completely. The relation of re-tweeting
of CSR message was also significantly lower than expected, as opposed to Techno-
logical news category tweets, which – on the other hand – were re-distributed enthu-
siastically through Twitter environment.

The same picture is seen when we analyze the content “shared”3 on Facebook.
Again, the majority of shared content – almost 98 % - was related to products, services
or new technologies, leaving CSR messages with just 2.3 % share.

The only good results scored by CSR communication was positive “sentiment” of
the feedback. When analyzed on positive/negative scale, the user comments related to
CSR activities were four times more positive than the rest. Positive/Negative ratio of
the Non-CSR post was in average 4.03 – which means four positive comments to each

Table 4. Positive and negative feedback for CSR and non-CSR posts (authors)

Non-CSR posts CSR posts
Positive
feedback

Negative
feedback

Positive /
Negative
ratio

Positive
feedback

Negative
feedback

Positive /
Negative
ratio

Colgate 28 35 0.8 5 3 1.67
Lego 600 221 2.71 16 5 3.2
SAP 9 2 4.5 0 0
Sony 479 119 4.03 86 2 43
Volkswagen 357 190 1.88 16 4 4
Google 6,439 1024 6.29 50 1 50
Walt Disney 364 177 2.06 0 0
Microsoft 967 827 1.17 215 6 35.83
BMW 235 57 4.12 1 1 1
Daimler 1,256 10 125.6 10 1 10
Total 10,734 2,662 4.03 399 23 17.35

3 There is a difference between “like” and “share” on Facebook. “Like” means that user finds
something interesting, “Share” actually distributes the message to other designated users.
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negative one; CSR-related posts achieved on average over 17 positive remarks to one
negative.

Our findings prove that advertisements (commercial news) are way ahead of CSR
activity on Social Networks. Almost all companies have more commercial focused
Facebook and Twitter posts then CSR related posts. For example, Google has 43
commercial posts and only 4 about CSR. It is a similar situation with Volkswagen.
They have 39 commercial posts yet only 2 dedicated to CSR. The only exception is
company SAP, which has twice as much CSR posts in comparison with commercials.

Based on our research, we found out that most of the observed companies include
CRS in their communication strategy. Almost all of observed companies use social
media to advertise new product or strategies (Fig. 3).

Companies SAP and Lego belong to the most active from the perspective of CSR
posts, on the other hand, The Walt Disney Company and BMW do not publish their
CSR activity on social networks at all.

7 Conclusions

Our study showed that worldwide leaders in the field of CSR do not underestimate their
CSR activity on social networks, and they actively promote there. The rate of
CSR-related communication varies, but in average amounts to 13 % and CSR is the
second most frequent subject on social media.

Slightly worse is the reaction of the audience to CSR-related posts and tweets.
CSR-related communications received on average only one-third of “likes” compared
with other posts, and people do not tend to pass on the message– “viral effect” of CSR
is just 2 %. Still, when the CSR-related messages do get some response, then the
comments are exceptionally positive.

The conclusion is clear – CSR on social networks is well established, leading CSR
companies use this communication channel extensively. A similar trend can be
expected in the future also from other firms, which CSR do not follow yet.

Acknowledgments. The research for this paper was conducted with help of students from the
course 4SA526 New Media at University of Economics, Prague.

Fig. 3. Comparison of companies by the percentage of CSR posts (out of all posts)
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Abstract. An explorative study of factors affecting implementation and use of
finance information systems (FISs) in developing countries is presented. The
result is based on a field study investigating implementation of a finance
information system at Makerere University, Uganda. Current literature suggests
that how to implement information Systems (ISs) successfully is challenging,
especially in developing countries. The research question addressed is: What
factors during implementation impact use of FISs in developing countries?
Empirical data was gathered through face-to-face interviews with involved
stakeholders in the implementation project. Analysis was done as a within-case
analysis and supports the findings of nine factors that are of specific importance
in developing countries. The findings can help decision-makers in guiding
implementation processes of large enterprise systems especially in the
accounting and finance management disciplines in developing countries.

Keywords: ERP � Financial information systems � Implementation � Use �
Success and failure factors � Developing countries

1 Introduction

Finance information systems (FISs) take financial data and process it into specialized
financial reports, saving time and effort in dealing with business accounting [1], it also
provide decision-makers with information to perform managerial functions [2].

While FISs have many benefits, it should be noted that putting them in place can be
costly and inmost cases requires a lot of training and commitment by people involved [1].
As a result many organizations find difficulties to attain the desired success during their
implementations, and many critical success factors for IS implementation have been
suggested, however actual evidence to devise solutions for failed projects has not been
clearly established [3].

In this paper we present research that was conducted to explore factors that shape
implementation and later on use of FISs in the context of developing countries.
According to Mulira [3] emerging public organizational networks in developing
countries work with unpredictable environments and resource scarcity that have led to
higher failure rates of Information Systems (IS) implementation projects. This research
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builds on a retrospective field study describing implementation of a FIS at Makerere
University (Mak) in Uganda. The FIS whose implementation was studied is a com-
ponent of an integrated enterprise system called Integrated Tertiary Software (ITS), a
South African software product that was installed at the University to manage
finances/accounting, students’ records and human resource functions.

Before proceeding to the sections that follow, it is important to clarify that finance
information systems (FISs) many times are implemented as part of ERPs ([4, 5]). This
means that implementation issues that are pertinent to ERPs are largely pertinent also to
implementation of FSIs. This research therefore is premised on the ideology that what
is said about ERPs in terms of implementation is largely applicable to FSIs imple-
mentations as well.

The next two sections present problematic issues in IS implementation and what is
known about ERP/FIS implementation. Section 4 presents the research method. This is
followed by a presentation of research findings. Section 6 presents and discusses the
nine factors that emerged during the analysis.

2 Problematic Issues in IS Implementation

Research findings have reported that failure of large information systems implemen-
tations like ERPs are not caused by the software itself, but rather by a high degree of
complexity from the massive changes that the systems cause in the organisations ([6, 7,
8]). According to Helo, et al. [7], the major problems of ERP implementations are not
technologically related issues such as technological complexity, compatibility, stan-
dardisation etc., but mostly about organisational and human related issues like resis-
tance to change, organisational culture, incompatible business processes, project
mismanagement and lack of top management commitment. Furthermore, Huang and
Palvia [9] has identified other issues like inadequate IT infrastructure, government
policies, lack of IT/ERP experience and low IT maturity to seriously affect the adoption
decision of ERPs in developing countries. What is not clear therefore is whether all
such factors are exhaustively known and if so, how they (the factors) impact on
eventual use of the systems considering the fact that the failure rate is still high.
The failure rate of major information systems appears to be around 70 % [5, 10].
Chakraborty and Sharma [11] state that 90 % of all initiated ERP projects can be
considered failures in terms of project management. Ptak and Schragenheim [12] claim
that the failure rates of ERP implementations are in the range of 60-90 %. Helo, et al.
[13] make the statement that in the worst scenarios, many companies have been
reported to have abandoned ERP implementations. From this discussion it can be said
that in FIS implementation, as a case of ERP implementation, the issues of concern are
either technologically related or contextually related. Technologically related issues are
not reported as problematic since they are probably more or less the same in different
contexts. This means that the contextually related issues may be more problematic and
interesting to address. Contextual factors have mainly been researched in developed
country contexts, the challenge is researching these issues in a developing country
context. This supports the need for studying: What factors during implementation
impact use of FISs in developing countries?
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3 What is Known About ERP/FIS Implementation?

FISs implementation is an emblematic of complex project that constantly evolves and
as it is the case with design and implementation of any complex system the aspects of
leadership, collaboration and innovation are of importance in the implementation
process [14]. A successful completion of a FIS implementation depends on external
factors as well and the adverse effects of country-specific political economy issues and
political environment [14].

Pollock and Cornford [15] argue that the need for implementation of FISs in high
education sectors is a response to both internal and external factors requiring more
efficient management processes due to increasing growth of the numbers of students,
changes in the nature of academic work, increasing competition between institutions,
increasing government pressure to improve operational efficiency, and growing
diversity of expectations amongst all stakeholders [16].

3.1 Causes of Failure of ERP/FISs Implementation

Senn and Gibson [17] point to user resistance as symptomatic of system failure as users
may aggressively attack the system, rendering it unusable or ineffective, or simply
avoid using it. Ginzberg [18] found that possible causes of implementation failure
being user dissatisfaction with scope, user dissatisfaction with system goals, and user
dissatisfaction with the general approach to the problem that the system is meant to
address. In other words, system implementations are more likely to fail when they are
introduced with unrealistic expectations.

As presented by Calogero [19], excessive focus on technologies rather than busi-
ness user needs is one of the determinations of ERP implementations failures. Projects
initiated due to technology are more likely to be unsuccessful than the business-
initiated projects due to the fact that technology-initiated projects are most frequently
driven by such goals as replacement of an old system with a new one which is a
complicated task [20].

Lack of proper user education and practical training is another cause of a failure of
IS implementation projects. According to Nicolaou [20] conducting user training
upfront could cause unsuccessful ERP implementation due to limited scope of training
possibilities before implementation. Kronbichler, et al. [21] say that unclear concept of
nature and use of an ERP system from the users’ perspective due to poor quality of
training and insufficient education delivered by top management and project team also
leads to failure. In developing countries where there are more challenges due to
unstable infrastructure, funding and unstable social/economic organizational environ-
ment the quality of training becomes even poorer which leads to more failures of ERP
implementations compared to developing countries [3].

3.2 Specific Issues for ERP/FIS Implementation in Developing Countries

Heidenhof and Kianpour [22] claim that many African countries struggle with public
financial management reforms whereby institutions, systems, and processes that deal
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with various aspects of public finance are weak, non-transparent, and often incapable of
developing adequate budgets and providing reliable data for economic modeling.

IS implementation failures keep developing countries on the wrong side of the
digital divide, turning ICTs into a technology of global inequality. IS implementation
failures are therefore practical problems for developing countries that need to be
addressed [23]. The information, technology, processes, objectives and values, staffing
and skills, management systems (ITPOSMO) checklist adapted from Malling [23]
shows that the technological infrastructure is more limited in developing countries; the
work processes are more contingent in developing countries because of the more
politicized and inconstant environment; developing countries have a more limited local
base in the range of skills like systems analysis and design, implementation of IS
initiatives, planning, and operation-related skills including computer literacy and
familiarity. When it comes to management and structures organizations in developing
country are more hierarchical and more centralized, and in addition the cost of ICTs is
higher than in developed countries whereas the cost of labor is lower [24]. This
supports that an explorative study of: What factors during implementation impact use
of FISs in developing countries, are of interest.

4 Research Method

This research was carried out at Makerere University (Mak) through a retrospective
field study, investigating aspects of implementation of the ITS (Integrated Tertiary
Software) finance subsystem. Empirical data was collected by face-to-face interviews
guided by semi-structured questions. Mak was selected because it has an enrolment of
about 40,000 students and therefore has a potential to provide a good ground for a wide
range of issues pertinent to the study.

A total of ten people were interviewed and these included the head of the finance
department, the head of the IT unit, the person who was responsible for the user team,
the coordinator of NORAD (Norwegian Funding Agency) in the University’s Planning
Unit who funded the implementation costs and six accountants from the Finance
Department. The respondents were chosen based on their relevance to the research
question and closeness to the subject matter rather than their representativeness. The
interviewer (one of the researchers) has a position at Mak and was to some extent
involved in the implementation process of the system. The interviewer’s position at
Mak at that time was in the IT unit of Mak as Systems Manager with the role of
assisting various units in the university in acquisition and implementation of central
software resources.

Questions asked during interviews were mainly in four areas: general information
about the organisation and the system, information on how the implementation was
done, and information on how the system was being run and used. Analysis of the data
was done using within-case analysis whereby the general patterns and themes were
identified. The analysis aimed at identification of factors that were presented as
influential in the implementation process by the respondents. The next section presents
briefly the case and then the identified factors are presented and discussed.
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5 Presentation of Research Findings

Makerere University is a public university in Uganda with an enrolment of approxi-
mately 40,000 students and 5,000 staff members. The university procured an integrated
enterprise system called Integrated Tertiary Software (ITS) to be used in finance
management, students’ administration and human resource management. In this study
we focussed on the finance subsystem. Next we present why the FIS was bought and
why; how and when was the time for the implementation decided; how was the actual
implementation done.

5.1 What was the Origin of the Idea to Buy the FIS and why?

In regard to issues for why the system was implemented, one thing that was mentioned
by almost all interviewees was a problem of lack of efficiency in managing fees
payments of students due to very large numbers of students. The Head of the Finance
Department said: “the problem was the number of students and the most risky area was
revenue. As a finance manager that was my main focus. The rest we could afford to
handle manually. For example, with the expenditure the vouchers are with you, but
with revenue you would not know who has paid and from what faculty”. The Senior
Assistant Bursar and the person who headed the implementation team said: “The
privatisation scheme that was introduced in the nineties brought an increase in student
population. Mak could no longer accurately tell how much money was being received
and reports could no longer be given in a timely manner”. The Head of the IT unit said:
“The main motivating factor for the implementation was the big number of students
and lack of efficiency that subsequently followed”.

In addition donor influence and best practice also played big roles in influencing the
decision to procure the system. The Head of the IT unit said: “Donors were looking at
institutions within the country to create efficiencies, and automation was being seen as
the best practice that was being proposed elsewhere. Mak had started looking ahead
towards automation but already there was a move by development partners requiring
public institutions to improve performance. So Mak’s big numbers coincided with the
push by the development partners to automate systems and being the highest institution
of learning in the country, Mak was a prime choice for donors to fund”. The Head of
the IT unit continued to say that automation was not decided by the players like the
head of the finance and head of academic records. “What they presented was just
increasing challenges to support top management in their bid to solicit funding from
the donors for the automation.” In other words, according to the Head of the IT unit,
the push for implementation was a top-down approach motivated by a position that
institutions in developing countries needed to comply with donor requirements. The
Head of IT summarised by saying that “things actually happened in parallel. Donors
came in to look for efficiency and they found Mak already grappling around to see how
to solve the problems of inefficiency”.

Another influencing factor had to do with best practice. The Head of Finance said:
“When I joined the university everything was manual and the thinking at the time was
how to make Mak ICT enabled. That urged us to look into that area and we wanted to
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catch up with other universities so we said that we would look for funders because
government wouldn’t”. The Head of the IT unit head also said “the adoption of systems
in many institutions of higher learning, and automation of functions whether admin-
istrative or academic is not a reinventing the wheel, most institutions follow best
practice. What is important is that you have a champion to introduce the automation;
you need to have the funding and the team players. Then at the end you need to have a
change management team that can influence and affect the changes. So it is essentially
adopting best practice and that is what Mak did.”

5.2 When and how was the Time to Start the Implementation Decided?

According to Tusubira [25] it was during a conference for all heads of departments that
was organised by the Vice Chancellor in 2000 to discuss a question of ICT develop-
ment in the university. A resolution was made to develop an ICT policy and master
plan that was aimed at defining a strategy that the university would take in its bid to
develop the use of ICT in its management systems. The master plan comprised of all
the planned ICT activities for the university for a period of five years (2001 to 2004)
and the implementation mandate was given to DICTS. Among the activities was the
implementation of the university information systems that included the finance system.

In summary the factors found motivating the implementation were:

• The need by the university top management to give development partners satis-
faction that Mak had the necessary capacity to manage finance information
efficiently.

• A need from the finance department to find a way of managing increasing student
fees records in time as a result of increasing student numbers following issuance of
a policy by Mak to start admitting privately sponsored students in the 1990’s.

• Influence from best practice that pointed to automation of systems as a must way to
go during that time as seen by top management and DICTS.

• Need by Mak under the stewardship of the Directorate for ICT Support to execute
the activity of implementing information systems that included the FIS as had been
prescribed in the University ICT master plan for 2001–2004.

• Funds provided by a developing partner, NORAD under stewardship of the Mak
Planning Unit, which had to be utilised within a specific period, 2001–2004, being
available.

5.3 How the Actual Implementation was Done

After the system was procured, several activities related to the actual implementation
took place. These are shortly described below in chronical order: (1) installation and
customising the system, (2) formation of the implementation teams, (3) training, about
30 people were trained over a period of about two months, and (4) user acceptance and
commissioning: by the end of 2006 all the modules were found to be functional
although only three were being used at that time (i.e., student debtors, cash book and
electronic banking) and the system was commissioned in February 2007.
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6 Identified Implementation Factors Impacting FIS Use

A large part of the interviewees (more than 60 %) said that the system and especially
the interface for capturing data was not easy to use and this seemed to have discouraged
many people from using the system. One accountant specifically said: “the system is
not user friendly, for example, for a transaction to be completed you have to go
through several steps, and in case you forgot a step you have to repeat”. We label this
as a: Factor of System Usability.

There were too many bank accounts as each unit in the university had its own bank
accounts and supervision of staff was not adequate. It was therefore very hard to have
all the cashbooks across the university up-to-date to enable a complete set of reports to
be generated in a timely manner. The head of implementation said “the cash books
were too many as a result of the big number of bank accounts which were almost over
200. The people working on them and who were scattered in many different units could
not all update them in a timely manner to have any meaningful reports generated in a
timely manner”. We suggest categorising this as a Factor Evaluation of Staff
Performance.

The study showed that there was a lack of a clear plan for how persons should stop
using the older systems. When one accountant was asked why the modules to do with
the expenditure failed to be operationalized whereas the revenue module for student
debtors was a great success he said “the form of record keeping at that time was in
decentralized manner, so supervising people was not easy and secondly the people
were allowed to continue with the older systems. Student debtors succeeded only
because there was no alternative”. Talking about the same, the Head of the Finance
department said: “In the beginning the problem was the number of students, and the
most risky area was revenue. So there was much focus on revenue. The rest you could
afford to handle manually. For example, with the expenditure the vouchers are with
you, but with revenue you do not know who has paid and from what faculty” We
suggest categorising this as a Factor of Change Management Program.

It was found that a lot more was acquired in terms of modules than required to solve
the actual problem that was prevailing. This was found to be due to the fact that the
push to implement was from the top to the bottom because the funds (which were being
provided by development partners) were readily available.

When the Head of the IT unit was asked whether the story would have been
different if Mak was to finance the project from its own internal budget instead of donor
funds she said: “If there were budget constraints whereby Mak would have to look for
donors then Mak would think a lot more about how that money would be spent, and if
Mak was using their own money they would have asked the finance department from
inception more, because they would have said that we do not have money tell us only
those critical modules that have to be funded within a constrained budget”. The Head
of the IT unit added:’’ but we have a top down approach supported by challenges from
below that already has funding coming from some source aside so we do not have to
involve them too much because they have already given us their challenges to support
our case and we got the money. And once we put up a bid and the best system came up
it was adopted in its entirety’’. In conclusion the Head of the IT unit said:’’ budgeting
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constraints would have forced a more concise scheme and more involvement of the
user department. But this was not the case. They were there to support the cause by
only challenges as the money had been got from somewhere else’’. We suggest cate-
gorising this as a Factor of Project Management.

According to the Head of the IT unit, the human resource structure had not been
fully designed to be compliant with the new automation aspect. She said “The human
resource had been used to using a manual system and now they had to take on a new
system, and with too many modules, and the structural adjustments started being done
after the system was installed”. She added: “It was much later after evaluating the
system when a decision was made to strike off some particular modules. If this had
been done at the beginning, the people would have easily mastered the system and the
university would have saved money.” We suggest categorising this as a Factor of
Change Management Program.

It was found that support was always never timely causing frustrations to many
people. One accountant commented: “Support was always not timely and this rendered
people to fall back to their original work practices in order to meet targets. We suggest
to categories this as Factor of Technical support and Effective IT unit Another
accountant said: “Nobody took initiative to operationalise the entire system”. We
suggest categorising this as Factor of Top Management Support.

It was observed that some people did not know and did not believe that adequate
searching for a suitable system was done before the system was procured. One
accountant commented that “the university should have taken time to do more research
and come up with a system that would perform better. ITS was only at Mak with no any
comparisons within Uganda”. It was discovered the belief of the accountant was not
correct because it was established from other sources that before the decision to procure
was made Mak sent a team of people in a foreign university where a similar system was
being used to find more about it. This means that there was lack of information with
some people and we therefore suggest categorising this as a factor of Effective
Communication.

It was found that all the trainees (about 30) were pulled together in one big group
and it turned out to be very difficult for each individual to get direct contact with the
trainers. Secondly after training the trainers immediately went back to South Africa
(where they had come from) keeping very far away from users who were just maturing.
The head of the user team said: “the whole department was trained together as one
group for two months, but in addition the trainers should have also done individualised
training, and they should have remained in close proximity”.

And when asked to comment on the fact that during training people were taken
through the entire system but that the situation on ground did not reflect that, the Head
of the Finance department said that that was the case because they were doing an
implementation of this kind for the first time. He added that’’ People went for training
only once, so after time they forgot and the problem was that there was a lack of people
to guide Mak. The consulting firm reached a point when they would want to charge
whenever they would be called and so financial implications came in. They could help
on the system but they could not help on the functionalities.’’ We suggest categorising
this as a factor of Education and Training.
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It was found that due to some omissions or/and deficiencies that existed in the
Requirements Specifications Document, some functionalities could not adequately run.
For example, when an accountant was asked whether the organisation took time to
review all the relevant organisation policies to ensure that they were all adequately
accommodated in the automated environment, he said: “Some were done like the
registration of students but at a later time. Some were not done, for instance, the system
could not handle multicurrency features for fees”. In some instances the consultants
would accept to quickly do the necessary rectifications and in some instances they
would not, which would cause problems. We suggest categorising this as a factor of
Flexible Consultants.

7 Conclusions and Future Research

The aim of this study was to answer the research question: What factors during
implementation impact use of FISs in developing countries? Previous studies on FIS
implementation show that the design and implementation of FIS solutions is chal-
lenging and requires development of country specific solutions to meet the associated
functional and technical requirements. Previous studies also show that as a result of
increased challenges in developing countries due to unstable infrastructure and unstable
social economic organisational environment, the quality of training gets poorer which
leads to increased implementation failures compared to the situation in developed
countries. The starting point for identification of factors was system usability. From that
we identify nine factors that shaped the implementation and use of the FISs. These are:
Project management, evaluation of staff performance, effective communication, insti-
tuting of change management programs, provision of technical support by consultants,
effective IT unit, providing education and training, top management support, and
flexible consultants. These factors are related to different activities in the implemen-
tation and they all influence the results of the implementation expressed as systems
usability in positive or negative directions. Future research will focus on to what extent
the different factors influences use of implemented systems in developing countries.
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Abstract. The aim of the paper is to present the advantages of the Use Cases
transformation to the object layers and their visualization in 3D space to reduce
complexity. Our work moves selected UML diagram from two-dimensional to
multidimensional space for better visualization and readability of the structure or
behaviour.
Our general scope is to exploit layers for particular components or modules,

time and author versions, particular object types (GUI, Business services, DB
services, abstract domain classes, role and scenario classes), patterns and
anti-patterns in the structure, aspects in the particular layers for solving cross-
cutting concerns and anti-patterns, alternative and parallel scenarios, pessimistic,
optimistic and daily use scenarios.
We successfully apply force directed algorithm to create more convenient

automated class diagrams layout. In addition to this algorithm, we introduced
semantics by adding weight factor in force calculation process.

Keywords: 3D UML � Analysis and design � Sequence diagram � Class dia-
gram � Fruchterman-Reingold

1 Introduction

Increasing requirements and the complexity of designed systems need improvements in
visualization for better understanding of created models, for better collaboration of
designers and their teams in various departments and divisions, countries and time
zones in their cooperation creating models and whole applications together.

In software development, Unified Modeling Language (UML) is standardized and
widely used for creation of software models describing architecture and functionality of
created system [4].

There are many tools that allow creation of UML diagrams in 2D space. Mov-
ing UML diagrams from two-dimensional to three-dimensional space reduces com-
plexity and allows visualization of the large diagrams in modern three-dimensional

© IFIP International Federation for Information Processing 2015
I. Khalil et al. (Eds.): ICT-EurAsia 2015 and CONFENIS 2015, LNCS 9357, pp. 343–352, 2015.
DOI: 10.1007/978-3-319-24315-3_35



graphics to utilize benefits of the third dimension and achieves more readable schemas
of complex models to decompose structure to particular components, type layers, time
and author versions.

We need to decompose behaviour and functionality to particular scenarios of the
system, alternative and parallel flows, pessimistic, optimistic and daily use scenarios.

2 Related Work for 3D UML

There are some existing alternatives how to visualize UML diagrams in 3D space. Paul
McIntosh studied benefits of the 3D solution compared to traditional approaches in
UML diagrams visualization. Because of using combination of X3D (eXtensible 3D)
standard and UML diagrams, he named his solution X3D-UML [9]. X3D-UML dis-
plays state diagrams in movable hierarchical layers [3].

GEF3D [5] is a 3D framework based on Eclipse GEF (Graphical editing frame-
work) developed as Eclipse plugin. Using this framework, existing GEF-based 2D
editors can be easily embedded into 3D editors. GEF3D applications are often called
multi-editor. Main approach of this framework is to use third dimension for visuali-
zation connections between two-dimensional diagrams.

Another concept in field of 3D UML visualization is on virtual boxes [8]. Authors
placed diagrams onto sides of box allowing them to arrange inter-model connections
which are easily understandable by the other people. GEF3D does not allow users to
make modifications in displayed models. Due to fact that UML diagrams can be
complex and difficult to understand, geon diagrams [7] use different geometric prim-
itives (geons) for elements and relationships for better understanding [11].

3 Our Approach

Our method visualizes use case scenarios using UML sequence diagrams in separate
layers all at once in 3D space, transforms them to the object diagrams (again in separate
layers) and automatically create class diagram from these multiple object structures with
real associations between classes to complete structure of designed software application.

Sequence diagrams in 3D space of our prototype allow to analyse and study process
and complexity of the behaviour simultaneously and compare alternative or parallel
Use Case flows.

Identical elements in object diagrams have fixed positions for easy visual projection
to the automatically created class diagrams with classes derived from these objects.
Their relationships (associations) are inferred from the interactions in the sequence
diagrams and class methods are extracted from the required operation in the interac-
tions of these sequence diagrams.

3.1 Our Prototype

We have created our prototype as a standalone system in C++ language with Open
Source 3D Graphics Engine (OGRE) or OpenSceneGraph as an open source 3D
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graphics application programming interface and high performance 3D graphics toolkit
for visual simulation, virtual reality, scientific visualization, and modeling.

For integrated development environment (IDE) we can use Eclipse or Microsoft
Visual Studio and build standalone system with import/export possibilities using XMI
format (XML Metadata Interchange) or plugin module to IBM Rational Software
Architect or Enterprise Architect.

Our prototype allows to distribute diagrams in separate layers arranged in 3D space
[10]. In this tool is possible to create UML class diagram, sequence diagram and
activity diagram in multidimensional space with 3D fragments [6].

Layers can be interconnected and diagrams can be distributed to the parts in these
separate layers to study interconnections and for better readability.

3.2 Diagram Transformation

In software analysis and development is good practise to start with describing and
capturing system behaviour. For this purpose of behavioural modeling we can use
sequence diagrams.

Algoorithm 1. Class ddiagram creationn algorithm 

Creating sequence diagrams we automatically identify essential objects and their
methods that are necessary for functionality of the system. Thanks to element simi-
larities between sequence diagram and object diagram in the UML metamodel defi-
nition, it is possible to use same shared data representation. Object diagram can be
rendered from sequence diagram. Modifications are made in drawing algorithms.
Instead of drawing full timeline graphic, lifelines are ignored and only upper part with
object names is drawn. Messages between lifelines are moved from original position to
directly connect appropriate objects. Transformation can be visible in Figs. 1 and 2.
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Fig. 1. Example of sequence diagrams in 3D UML.

Fig. 2. Object diagrams rendered from sequence diagram.
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For development in early phases of testing the concept we used layout algorithm
that can be seen in Algorithm 1. Each unique element was placed on next available cell
in imaginary grid. Advanced layout creation with force-directed algorithms is described
in the next section of this paper.

Class diagram is gradually created. Instead of multiple passes through sequential
diagrams to create the classes and append methods to these classes in the next iteration,
algorithm for class diagram creation was optimised with buffering and memorisation.
Each time when unknown class type is found for lifeline, new class instance in class
diagram is created and reference is stored under unique identifier matching class name.
Class types are then complemented with method names.

4 Class Diagram Layout

In transformation process we use some basic grid algorithms to arrange the objects in
the matrix. With the growing number of the objects also grows the complexity of the
diagram and relations between vertices, so it is crucial to create layout that is clear and
readable.

4.1 Force-Directed Algorithms

One way how to accomplish better layout is to use force-directed algorithms, so the
diagram will be evenly spread on the layer and elements with real relations are closer to
each other as to the other elements. We have tested Fruchterman-Reingold and FM3
algorithms.

Fruchterman-Reingold. Fruchterman-Reingold (FR) is simple force-directed algo-
rithm. Each vertex is repelled from the other vertices. Edges between vertices acts as
springs and pulls vertices to each other, counteracting repulsive forces.

Algorithm iterates through the graph many times and each time decreases the
magnitude of changes in positions, this effect is called cooling down. It could settle in
some configuration to ensure the layout instead of oscillating in some other cases.
Speed of layout generating is Oðn3Þ, where n is number of vertices [1].

Fm3. FM3 algorithm is more complex approach. Basic idea of the forces is the same,
but FM3 uses principle of multiple levels of layout. Main difference is in the step,
where provided graph is reduced into smaller subgraphs by packing multiple vertices
into one. Analogy of this principle is based on finding so-called solar systems, where
one vertex is identified as the sun and the other edges that are related to the sun are
marked as the planets and the moons.

Reduction of the graph is recursively called on subgraphs until simple graph is
reached, then the subgraphs are arranged and unfold, so it is returned to its higher
graphs (see Figs. 3 and 4). These steps are repeated until we reach original graph. Last
step arranges the final graph.
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This solution is significant quicker than Fruchterman-Reingold algorithm. It is
possible to reach speed O(|V|log|V|+|E|) [2].

4.2 Problems of Force-Directed Algorithms

Unfortunately the outputs of these algorithms were not good enough for proposed use.
More appropriate applications are the visualisation of large graph with tree structures.

Both these algorithms have a tendency to create uniform distribution of elements in
diagram. Users have a tendency to arrange elements into groups, order elements by
priority, hierarchy and so on. They are looking for patterns, relations, semantics and
other hidden aspects of model. This is important factor for conservation the readability
and understandability of the modelled diagrams. Deficiency of this features in force
directed algorithms make them not ideal to create class diagram layout.

Our focus in this phase was on the creation of the algorithm that is more appro-
priate. Starting point and proof of concept was considering simple semantics in dia-
gram layout creation. Assuming that in class diagram the most important relation
between two elements from semantic view is generalisation, then aggregation and
finally association, it is possible to modify output of layout algorithm by adding weight
factor in attractive force calculation process.

Analysing mainly two mentioned force-directed algorithms (but also the others)
was created some methods how to accomplish the task of incorporation the semantic
into the selected algorithms.

In case of Fruchterman-Reingold it is possible to introduce weight to vertices or
edges. By adding weight, it is possible to modify the original behaviour of algorithm.

Modifying process of solar systems selection in FM3 could allow to create sub-
graphs, where semantically relevant objects are merged into one vertex. This ensures
the separation of less relevant parts of diagram in space and then the layout is enriched

Fig. 3. FM3 - solar systems collapsed into subgraph [2]

Fig. 4. FM3 - unfolding sub-graphs and layout creation [2]
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by adding more elements in relevant places by reversing graph into its higher
sub-graphs.

Our decision was to utilise Fruchterman-Reingold algorithm. Time complexity of
the algorithm in comparison with FM3 does not become evident according to the scale
in which we use these algorithms: class diagram with size of 10-100 classes, layout
calculation is fast. Implementation of the algorithm is simple and it is possible to make
modifications more easily than in FM3. Implementation using FM3 can be realized in
the future if it.

4.3 Weighted Fruchterman-Reingold

Simple modification of FR algorithm in the form of adding weight to edges in cal-
culation of attractive forces make desired layout improvement. Weight of edge is taken
into account in process of calculating attractive forces of edge connecting two vertices.

Calculated force is multiplied by weight of corresponding type of edge. It is nec-
essary to identify current type of the edge while calculating attractive forces. Imple-
mentation of the system distinguishes different relations as instances of different classes
and therefore it is easy to use appropriate weight.

While prototyping phase, weights of relations-edges were experimentally set as
follows:

• generalisation → 200
• aggregation → 100
• association → 10

Application of the selected weights affected the outputs of the algorithm in desired
manner. To escalate effects of attraction, reflecting the semantics of the diagram,
vertices are repelling each other with equivalent force, but magnified by factor of 10
according to original force calculated by algorithm. This tends to push vertices more
apart, so the difference in distances between related and unrelated vertices is greater.
This allows to make semantics patterns of class diagram more visible.

5 Results and Evaluation

New weighted Fruchtermant-Reingold algorithm was tested against Fruchterman-
Reingold algorithm. Empirical comparison of generated layouts on multiple class dia-
gram examples indicates, that our new algorithm provides more appropriate layout.

First example in Figs. 5 and 6 shows one of tested class diagrams: Sequence
diagram metamodel. Differences between both layouts are clearly visible. Figure 6
shows layout generated by Fruchterman-Reingold algorithm. This layout is evenly
distributed across available space and it has symmetrical character.

Distribution of the classes is not optimal and orientation in such diagrams is still not
easy and natural. Random scattering of connected classes is not very useful in case of
readability and understanding of created class diagram.
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Using weighted Fruchterman-Reingold algorithm on the same class diagram
example achieves significantly better layout. Main difference is that layout put relevant
classes more together and creates smaller chunks of classes instead of one big mass as it
was in the previous case. This means better readability, understanding and modifying
designed diagrams.

Fig. 5. Sample (Sequence diagram metamodel) - layout generated with Fruchterman-Reingold
algorithm

Fig. 6. Sample (Sequence diagram metamodel) - layout generated with Weighted Fruchterman-
Reingold
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Algorithm still creates some unwanted artefacts. For example, by pushing on some
classes creates unnecessary edge crossings. These problems may be addressed in the
future.

Nevertheless algorithm is able to create decent layout for the class diagram. Output
is not perfect, but it is an initial layout, which could be corrected by the user: weighted
Fruchterman-Reingold algorithm is suitable for this purpose.

6 Conclusion

We applied force directed algorithm successfully in the second phase of transformation
from object diagrams (derived from use case scenarios in sequence diagrams) to class
diagram representing static structure of the modeled software system.

In addition we introduced semantics by adding weight factor in force calculation
process in the layout algorithm. Type of relation between vertices influence weight
applied on the attractive forces. This creates more useful layout organisation, as ele-
ments are grouped by semantics that is more readable.

Research started with software development monitoring [13] and software visual-
ization [12] and now, we are preparing interfaces and libraries for leap motion, 3D
Mouse, and Kinect to allow gestures and finger language for alternative way of creating
and management of the particular models.
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