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Abstract. In this paper we present an automatic multilingual annota-
tion of the Wikipedia dumps in two languages, with both word senses (i.e.
concepts) and named entities. We use Babelfy 1.0, a state-of-the-art mul-
tilingual Word Sense Disambiguation and Entity Linking system. As its
reference inventory, Babelfy draws upon BabelNet 3.0, a very large mul-
tilingual encyclopedic dictionary and semantic network which connects
concepts and named entities in 271 languages from different inventories,
such as WordNet, Open Multilingual WordNet, Wikipedia, OmegaWiki,
Wiktionary and Wikidata. In addition, we perform both an automatic
evaluation of the dataset and a language-specific statistical analysis. In
detail, we investigate the word sense distributions by part-of-speech and
language, together with the similarity of the annotated entities and con-
cepts for a random sample of interlinked Wikipedia pages in different
languages. The annotated corpora are available at http://lcl.uniroma1.
it/babelfied-wikipedia/.
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1 Introduction

The exponential growth of the Web has resulted in an increased number of Inter-
net users of diverse mother-tongues, and textual information available online in
a wide variety different languages. This has led to a heightened interest in multi-
lingualism [9], [15]. Over the last decade, collaborative resources like Wikipedia
(an online encyclopedia) and Wiktionary (an online dictionary) have grown not
only quantitatively, but also in terms of their degree of multilingualism, i.e., the
range of different languages in which they are available. For this reason these
resources have been exploited in many Natural Language Processing tasks, such
as Word Sense Disambiguation (WSD) [16], [22], [26], i.e., the task of determin-
ing the sense of a word in a given context, and Entity Linking (EL) [30], i.e.,
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the task of discovering which named entities are mentioned in a text. Although
there are knowledge bases that incorporate these different kinds of knowledge
[25], i.e. encyclopedic and lexicographic knowledge, currently there are only few
datasets that integrate annotations from both kinds of repositories. This is due
to the fact that the research community has typically focused its attention on
WSD and EL tasks separately. The main difference between WSD and EL lies in
the kind of inventory used, i.e., dictionary vs. encyclopedia respectively; however
the tasks are pretty similar, as they both involve the disambiguation of textual
mentions according to a reference inventory. Recently, work in the direction of
joint word sense and named entity disambiguation has been promoted in order
to concentrate research efforts on the common aspects of the two tasks, such as
identifying the right meaning in context [21]. The system presented by [21], called
Babelfy, attains state-of-the art accuracy in both WSD and EL tasks, including
in a multilingual setting. As its sense inventory Babelfy draws upon BabelNet,
a multilingual encyclopedic dictionary, that has lexicographic and encyclopedic
coverage of terms.

Moreover, a first corpus annotated with both concepts and named entities
has also been created [20]. However, as this corpus is only in English, we decided
to annotate a sample of Wikipedia automatically with both word senses and
named entities in two languages.

The paper is organized as follows. In Section 2 we cover related work on
annotated text with senses. In Section 3, 4 and 5 we briefly describe Wikipedia,
BabelNet and Babelfy respectively. In Section 6 and 7 we provide statistics and
evaluations. Finally, Section 8 presents our conclusions.

2 Related Work

Over the years, several datasets annotated either with concepts or with named
entities have been created [7], [20], [31]. Moreover, numerous tasks in competi-
tions such as Senseval/Semeval [12–14], [19], [23,24], [27], [29], [32], TAC KBP
EL [11], Microposts [1] and ERD [3] have been organized together with the devel-
opment of frameworks for comparison of entity-annotation systems [4], [34].

As regards WSD, i.e., the task of determining the sense of a word in a given
context, many disambiguation competitions resulted in several datasets that
were manually annotated with word senses. However, these datasets are pretty
small. In fact, the largest dataset manually annotated with word senses is Sem-
Cor [18], a subset of the English Brown Corpus, containing 360K words and
more than 200K sense-tagged content words according to the WordNet lexical
database [28]. However, these datasets contain only lexicographic annotations
without considering named entities, and moreover no dataset of comparable size
to SemCor exists for languages other than English.

The EL task, i.e., the task of discovering which named entities are men-
tioned, was introduced more recently [30]. Usually the reference inventory for this
task is Wikipedia. In fact, the largest manually annotated dataset is Wikilinks
[31], which contains links to Wikipedia pages. Wikilinks consists of web pages,
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crawled from Google’s web index, containing at least one hyperlink that points
to English Wikipedia. This dataset consists of roughly 13M documents with
59M annotated mentions. Another well-known corpus is the Freebase Annota-
tions of the ClueWeb Corpora (FACC1) [7], built by researchers at Google, who
annotated English-language Web pages from the ClueWeb09 and ClueWeb12
corpora. The corpus consists of an automatic annotation of 800M documents
with 11 billion entity annotations. The annotations are generally of high quality
with a precision around 80-85% and a recall around 70-85% (as stated by the
authors). However, as for the WSD task, these resources contain only named
entities without taking into account word senses, and are available only for the
English language. Recently, [21] proposed a new unified approach for WSD and
EL, called Babelfy, which jointly disambiguates word senses and named entities,
reaching the state of the art on both tasks in a multilingual setting. Babelfy was
used in the first automatic semantic annotation of both named entities and word
senses on the MASC corpus [10], [20]. However, this resource is smaller compared
to other resources, containing roughly 200K total annotations available only for
the English language. In this paper we perform a high quality automatic anno-
tation with both word senses and named entities of a large corpus of English
and Italian.

3 Wikipedia

Wikipedia1 is a well-known freely available collaborative encyclopedia, contain-
ing 35 million pages in over 250 languages. The Wikipedia internal links (see
Figure 1) are one of the features that makes Wikipedia a valuable project and
resource. In fact it was estimated that the network of internal links offers the
opportunity to proceed from any article to any other with an average of 4.5 clicks
[5].

Fig. 1. A sample Wikipedia page with links.

The freedom to create and edit pages has a positive impact both qualitatively
and quantitatively, matching and overcoming the famous Encyclopedia Britan-
nica [8]. It was estimated that the text of the English Wikipedia is currently
equivalent to over 2000 volumes of the Encyclopedia Britannica.
1 http://www.wikipedia.org

http://www.wikipedia.org
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Wikipedia users are free to create new pages following the guidelines provided
by the encyclopedia. In fact, each article in Wikipedia is identified by a unique
identifier allowing the creation of shortcuts, expressed as: [[ID |anchor text]],
where the anchor text is the fragment of text of a page linked to the identified
page ID, and [[anchor text]], where the anchor text is linked to the corresponding
homonymous page.

For instance, in the following sentence taken from the Wikipedia page Natural
Language Processing: “Natural language processing (NLP) is a field of [[com-
puter science]], [[artificial intelligence]], and [[computational linguistics]] con-
cerned with the interactions between [[computer]]s and [[Natural language|human
(natural) languages]]. As such, NLP is related to the area of [[human-computer
interaction]]. Many challenges in NLP involve [[natural language understand-
ing]], that is, enabling computers to derive meaning from human or natural
language input, and others involve [[natural language generation]].”, the users
decided to link human (natural) languages to the Wikipedia page Natural lan-
guage.

In our settings by exploiting the Babelfy disambiguation system we lever-
age these hand-made connections to improve the quality of our automatic
annotation.

4 BabelNet

Our reference inventory is BabelNet2 [25], version 3.0, a multilingual lexicalised
semantic network obtained from the automatic integration of heterogeneous
resources such as WordNet [17], Open Multilingual WordNet [2], Wikipedia3,
OmegaWiki4, Wiktionary5 and Wikidata6. The integration is performed via an
automatic mapping between these resources which results in merging equivalent
concepts from the different resources. BabelNet covers and links named enti-
ties and concepts present in all the aforementioned resources obtaining a wide
coverage resource containing both lexicographic and encyclopedic terms.

Fig. 2. An illustrative overview of BabelNet (picture from [25]).

2 http://babelnet.org
3 http://www.wikipedia.org
4 http://www.omegawiki.org
5 http://www.wiktionary.org
6 http://www.wikidata.org

http://babelnet.org
http://www.wikipedia.org
http://www.omegawiki.org
http://www.wiktionary.org
http://www.wikidata.org
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For instance in Figure 2 the concepts balloon, wind, hot-air balloon and gas
are defined in both Wikipedia and WordNet while Montgolfier brothers and
blow gas are respectively named entities and concepts retrieved from Wikipedia
and WordNet. Each node in BabelNet, called Babel synset, represents a given
meaning and contains all the synonyms, glosses and translations harvested from
the respective resources. The latest release of BabelNet, i.e., 3.0, provides a full-
fledged taxonomy [6], covers 271 languages and it is made up of more than 13M
Babel synsets, with 117M senses and 354M lexico-semantic relations (for more
statistics see http://babelnet.org/stats). It is also available as SPARQL endpoint
and in RDF format containing up to 2 billion RDF triples.

5 Babelfy

To perform the automatic annotation of the considered dataset with both con-
cepts and named entities, we used the latest version of Babelfy7, i.e., version 1.0.
Babelfy is a unified graph-based approach to Entity Linking and Word Sense Dis-
ambiguation, a state-of-the-art system in both tasks. A detailed description of
the system can be found in [21]. Differently from version 0.9.1, this new release
features many parameters among which adding pre-annotated fragments of text
to help the disambiguation phase and to enable or disable the most common
sense (MCS) backoff strategy that returns the most common sense for the text
fragment when the system does not have enough information to select a mean-
ing. Therefore we exploit the links of Wikipedia which are contained in BabelNet
as pre-annotated fragments of text.

Babelfy is based on the BabelNet 3.0 semantic network and jointly performs
disambiguation and entity linking in three steps. The first step associates with
each node of the network a set of semantically relevant vertices, i.e. concepts and
named entities, thanks to a notion of semantic signatures. This is a preliminary
step which needs to be performed only once, independently of the input text.
The second step extracts all the textual mentions from the input text, i.e. sub-
strings of text for which at least one candidate named entity or concept can be
found in BabelNet. Consequently, for each extracted mention, it obtains a list
of the possible meanings according to the semantic network. The last step con-
sists of connecting the candidate meanings according to the previously-computed
semantic signatures. It then extracts a dense sub-graph and selects the best can-
didate meaning for each fragment.

Therefore our approach is comprised of two main phases: the identification of
the semantic context given by the BabelNet synset corresponding to the link in
the page (see Figure 3) and the disambiguation of the Wikipedia article through
the use of Babelfy. Each Wikipedia page, together with its internal links, corre-
sponds to a Babel synset. Thus providing that information (i.e. the Babel synset)
as disambiguation context for the text associated with the link in the page helps
the Babelfy algorithm exclude less relevant candidates.

7 http://babelfy.org

http://babelfy.org
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Fig. 3. Computer science Wikipedia link with its relative Babel synset.

6 Statistics

In this section we present the statistics of our automatically annotated dataset.
We used a sample of 500K articles of English Wikipedia and over 450K articles
of Italian Wikipedia POS tagged with the Stanford POS Tagger [33] (for Italian
we trained a model using the dataset from the Universal Dependency Treebank
Project8). The corpora contain respectively 501M and 310M words (see Table
1), among which in both cases 42% are content words (i.e. words POS tagged as
noun, adjective, adverb or verb).

Table 1. Statistics of the Wikipedia sample.

English Italian

# Articles 500,000 474,887

# Content Words 209,066,032 133,022,968

# Non-Content Words 292,796,219 177,786,434

# Words 501,862,251 310,809,402

In Table 2 and 3, we show the total number of our automatic annotations
divided between concepts and named entities with and without the most common
sense backoff strategy. As expected we have more annotations with the MCS,
while without it we annotated 31% and 21% of the content words, respectively
in English and Italian.

7 Evaluation

We performed an evaluation over a restricted sample of annotations to estimate
the performance of the system using the accuracy measure, which is defined
8 https://code.google.com/p/uni-dep-tb/

https://code.google.com/p/uni-dep-tb/
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Table 2. Statistics of our automatic annotation of the Wikipedia corpus with MCS.

English Italian

# Adjective Word Senses 14,662,188 5,921,520

# Adverb Word Senses 3,402,554 2,604,358

# Noun Word Senses 55,597,241 31,003,356

# Verb Word Senses 26,072,320 11,942,285

# Word Senses 99,734,303 51,471,519

# Named Entities 14,162,561 5,503,556

# Total Number of annotations 113,896,864 56,975,075

Table 3. Statistics of our automatic annotation of the Wikipedia corpus without MCS.

English Italian

# Adjective Word Senses 7,816,765 2,848,886

# Adverb Word Senses 2,450,533 1,385,650

# Noun Word Senses 32,398,013 14,313,556

# Verb Word Senses 8,683,852 3,302,068

# Word Senses 51,349,163 21,850,160

# Named Entities 14,162,220 5,469,766

# Total Number of annotations 65,511,383 27,319,926

Table 4. Annotations with and without using the internal Wikipedia’s links.

English Italian

# Articles 1,000 1,000

# Annotations with Wikipedia links 72,142 72,597

# Annotations without Wikipedia links 71,354 71,236

Table 5. Annotations in common between comparable Wikipedia pages in two lan-
guages.

English Italian

# Articles 1,000 1,000

# Annotations 258,273 107,448

# Annotations in common 23,439

as the number of correct meanings/entities over the whole number of manually
annotated mentions.

For evaluation purposes, we also annotated 1K articles for both languages
with and without using the internal Wikipedia links as help to the disambigua-
tion phase. As we can see from Table 4, using the Wikipedia page internal links
as semantic context for disambiguation, as described in Section 5, the system
yields more annotations.
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Moreover, we manually evaluated a random sample of 200 concepts and 200
named entities obtaining an estimated accuracy of 77.8% for word senses and
63.2% for named entities for English, and 78.6% and 66% respectively for Italian.

To estimate the similarity of annotated entities and concepts for cross-lingual
interlinked Wikipedia pages, we randomly selected 1K English Wikipedia arti-
cles and their equivalent in Italian. In Table 5 we show the number of common
annotations (i.e. Babel synsets) between corresponding articles in the two lan-
guages.

8 Conclusion

In this paper we presented a large sample of the English and Italian Wikipedias
disambiguated with both named entities and concepts, thanks to the use of a
state-of-the-art disambiguation and entity linking system, i.e., Babelfy [21]. As
sense inventory we used BabelNet 3.0, a multilingual encyclopedic dictionary
containing lexicographic and encyclopedic terms obtained from the automatic
integration of WordNet, Open Multilingual WordNet, Wikipedia, OmegaWiki,
Wiktionary and Wikidata. In order to obtain high quality annotations, we
exploited the internal links of Wikipedia as an additional aid for the disam-
biguation phase. We performed a manual evaluation of our automatic annota-
tion, which indicated an estimated accuracy of 77.8% for word senses, 63.2% for
named entities in English, and 78.6% and 66%, respectively, in Italian.

The annotated corpora are available at http://lcl.uniroma1.it/babelfied-
wikipedia/.
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