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Università di Bari, Bari, Italy

Abstract. Predicate Invention is the branch of symbolic Machine
Learning aimed at discovering new emerging concepts in the available
knowledge. The outcome of this task may have important consequences
on the efficiency and effectiveness of many kinds of exploitation of the
available knowledge. Two fundamental problems in Predicate Invention
are how to handle the combinatorial explosion of candidate concepts to
be invented, and how to select only those that are really relevant. Due to
the huge number of candidates, there is a need for automatic techniques
to assign a degree of relevance to the various candidates and select the
best ones. Purely logical approaches may be too rigid for this purpose,
while statistical solutions may provide the required flexibility.

This paper proposes a new Statistical Relational Learning approach
to Predicate Invention. The candidate predicates are identified in a logic
theory, rather than in the background knowledge, and are used to restruc-
ture the theory itself. Specifically, the proposed approach exploits the
Markov Logic Networks framework to assess the relevance of candidate
predicate definitions. It was implemented and tested on a traditional
problem in Inductive Logic Programming, yielding interesting results.

1 Introduction

In the context of symbolic Machine Learning, Predicate Invention (PI) deals
with the problem of discovering new emerging concepts in the available knowl-
edge. Invention of suitable predicates is so relevant not just because it allows
to identify hidden concepts in the available knowledge, but also because it may
have important consequences on the efficiency and effectiveness of many kinds
of tasks involved in the exploitation of such a knowledge. E.g., it allows theory
restructuring in order to have more compact and comprehensible theories; it
may help in using and linking multi-domain knowledge; it may suggest how to
shift the language towards higher-level representations; it may enrich the avail-
able knowledge and improve the comprehension of a domain by human experts;
etc. Associated to inductive learning, in particular, PI would allow to obtain a
compression of the learned theory or to catch exceptions in the learned clauses.
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Despite the problem has been investigated for many years, limited results have
been obtained due to its intrinsic complexity.

Two fundamental problems in PI are how to handle the combinatorial explo-
sion of candidate concepts to be invented, and how to select only those that
are really relevant. Indeed, a huge number of possible concepts might be defined
with the given knowledge, most of which are just casual or otherwise irrelevant
aggregations of features. So, proper filtering must be carried out in order to
keep the most significant and relevant concepts only. Due to the large number
of candidates, manual selection by domain experts is infeasible, and automatic
techniques are needed to assign a degree of relevance to the various candidates
and select the best ones.

PI can be carried out on two different kinds of sources: on a background
knowledge made up of facts, or on a general theory made up of rules. In a
Machine Learning setting, both are available: the theory is the model obtained
as a result of running some learning system on the facts that describe the obser-
vations and the examples. In some sense, such a model has already performed
a kind of selection of relevant information in the background knowledge (in
this case, information that may characterize a set of classes and/or discriminate
them from other classes). So, working on the theory should make the predicate
invention problem somehow easier while still accounting also for the background
knowledge.

Inductive Logic Programming (ILP) is the branch of Machine Learning
interested in dealing with logic-based (especially first-order) representation for-
malisms. However, using a purely logical approach, ILP techniques are sometimes
too rigid to deal with noisy data, where they may be affected by overfitting. Sta-
tistical approaches may provide the flexibility that is required to overcome these
problems. Statistical Relational Learning (SRL) is the branch of ILP aimed at
extending its classical, purely logical approach to handle probabilities. Using
SRL to approach the PI problem resulted in the Statistical Predicate Invention
(SPI) area of research, interested in the discovery of new concepts from relational
data by means of statistical approaches.

This paper proposes Weighted Predicate Invention (WPI), a SPI approach
that focuses on the discovery of tacit relations inside the theories learned by a
traditional ILP system.

Albeit working in the SPI setting, it aims at preserving the ILP perspective
on the PI problem, but combining it with statistical learning as a guidance to
avoid the problem of noisy concepts. Thus, the proposed approach should fit both
the specific perspectives of ILP and SRL. As regards the former, it invents new
concepts based on the analysis of the structure of a first-order theory in order
to find commonalities between the formulas in the theory and then inventing
predicates by inter-construction. As to the latter, the role SRL plays in WPI is
crucial but quite different from previous SPI proposals. Markov Logic Networks
(MLNs) are used to estimate whether a candidate concept to be invented is actu-
ally useful with respect to the logic theory in which it was found, by comparing
the weight of first-order formulas in MLNs with and without the subsumption of
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an invented predicate we can estimate if an that predicate should be introduced
in the initial theory or not. After a predicate is invented it can be incorporated
into the theory, and the process can be carried out again, until no new predicate
can be invented. This results in a restructuring of the initial first-order theory
which now contains new possible concepts and has a more compact form.

After discussing related works in the next section, we recall some preliminar-
ies in Section 3. Then, we describe our approach to the problem of Statistical
Predicate Invention in Section 4, and provide experimental results on a standard
ILP dataset in Section 5. Finally, Section 6 concludes the paper and proposes
future work.

2 Related Works

Historically, the problem of PI originated in the ILP field, where typical
approaches have been based on the analysis of the structure of clauses. In the
classical vision of PI in ILP, predicates are invented by using different tech-
niques based on the analysis of the structure of clauses. The goal is to obtain a
compression of a first-order theory, or to improve the performance of inductive
learning tasks, or to catch exceptions in learned clauses [9]. The problem has been
explored analyzing first-order formulas, trying to apply restructuring operators
such as inter-construction, looking for commonalities among clauses, as in [9,22],
or intra-construction, looking for differences among clauses, as in [9,13]. Many
of these works introduced PI in the context of learning systems such as Golem
and Cigol [9]. Some results in this field also came from the work of Pazzani [19],
in which the search for a predicate to invent is on a second-order instantiation
of the logic theory. Other approaches to PI rely on the idea of finding tacit con-
cepts that are useful to catch irregularities in the patterns obtained for a given
induction problem [12,20].

Another stream of research that can be considered as related to PI was
carried out in the pure SRL setting. Specifically, the proposal in [4] works in
statistical learning. It consists of the search for hidden variables in a Bayesian
network, by looking for structural patterns, and if a subsequent development
using a clustering method to group observed variables and find hidden ones for
each analyzed group. A task in SRL that is very similar to the task of PI in
ILP is known as Hidden Variables Discovery. The approaches to PI proposed in
this stream focus on the generation of concepts starting from facts. This makes
them more relevant to the field of Hidden Variable Discovery, which is pure SRL,
than they are to the original ILP concept of PI. So, the research ended up with
proposing solutions that are more related to standard Parameter Learning, and
specifically Structure Learning [8], than they are to PI. This caused the current
cost/benefit balance of these works not clearly positive, although they are SPI
are promising.

Recently some works better merged together the ideas of PI with those com-
ing from Hidden Variable Discovery. In [8] attention is moved to the problem of
SPI in a context of MLNs using a multiple clustering approach to group both
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relations and constants in order to improve Structure Learning techniques for
Markov Logic. Another approach [2] invents predicates in a statistical context
and then exploits the invented predicate in the FOIL learning system. In [16]
a particular version k-means is used to cluster separately constants and rela-
tions. Another proposal [15] involves the application of a number of techniques
to cluster multi-relational data.

Only in the last few years there have been some developments in the field of
SPI. Some of the proposed approaches use some version of relational clustering to
aggregate concepts and relations into new ones [7]. E.g., [6] aims at avoiding the
limitations of the purely ILP approach (that is prone to overfitting on noisy data,
which causes the generation of useless predicates) using a statistical bottom-up
only approach to invent predicates only in a statistical-relational domain.

3 Preliminaries

Our approach to SPI works in the first-order logic setting. Specifically, it uses
Datalog (a function-free fragment of Prolog) as a representation language. The
basic elements in this setting are atoms, i.e. claims to which a truth value can be
assigned. An atom takes the form of a predicate applied to its arguments. The
number of arguments required by a predicate is called its arity. The arguments
of a predicate must be terms, that in Datalog can be only variables or constants.
A literal is either an atom (positive literal) or a negation of an atom (negative
literal). A clause is a disjunction of literals; if such a disjunction involves at most
one positive literal then it is called a Horn clause, its meaning being that, if all
atoms corresponding to negative literals (called the body of the clause) are true,
then the positive literal (called the head of the clause) must be true. A clause
may be represented as a set of literals. An atom, a literal or a clause is called
ground if its terms are all constants. More information on this setting can be
found in [1,10]

A clause made up of just the head is a fact, a clause made up of just the
body is a goal, while a clause made up of a head and a non-empty body is a
rule. A literal in a rule is linked if at least one of its terms is present also in
other literals; a rule is linked if all of its literals are linked. We adopt the Object
Identity (OI) assumption, by which terms (even variables) that are denoted by
different symbols in a clause must refer to distinct objects1. So, a variable in a
clause cannot be associated to another variable or constant in the same clause,
nor can two variables in the same clause be associated to the same term.

So, for instance, p(X, a, b, Y ) is an atom (and also a positive literal), and
¬p(X, a, b, Y ) is a (negative) literal, where p is the predicate, the arity of p is n,
and X, a, b, Y are terms (specifically, X,Y are variables and a, b are constants).
{p(t1)} and {p(t1),¬q(t1, t2),¬r(t2)} are (Horn) clauses. The former is a fact,
1 While not causing a loss in expressive power [18], OI allows to define a search space

for first-order logic machine learning systems that fulfills desirable properties ensur-
ing efficiency and effectiveness. The ILP system we will use in the experiments works
under OI.
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and the latter is a (linked) rule, with head p(t1) and body {q(t1, t2), r(t2)}. Under
OI, in a clause {p(X),¬q(X,Y )} it is implicitly assumed that X �= Y .

The vocabulary on which we build our representations is a triple L =
〈P,C, V 〉 where P is a set of predicate symbols, C is a set of constant sym-
bols and V is a set of variable symbols, all possibly infinite. So, C ∪ V is the
set of terms in our vocabulary. In the following, predicates and constants will be
denoted by lowercase letters, and variables by uppercase letters.

A Markov Logic Network [17] consists of a set of first-order formulas asso-
ciated to weights that represent their relative strength. Given a finite2 set of
constants C, the set of weighted first-order formulas can be used as a template
for constructing a Markov Random Field (MRF) by grounding the formulas by
the constants in all possible ways. The result is a graph in which nodes represent
ground atoms, and maximal cliques are groundings of first-order formulas, also
called ‘features’ in the MRF. The joint probability for atoms is given by:

P (X = x) =
1
Z

exp

⎛
⎝

|F |∑
i=1

wini(x)

⎞
⎠ (1)

where Z is a normalization constant, |F | is the number of first order formulas
in the set, ni(x) is the number of true groundings of formula Fi given the set
of constants C, and wi is the weight associated to formula Fi. In the Markov
Logic framework two types of parameters learning can be distinguished: Struc-
ture Learning and Weight Learning. The former consists in inducing first-order
formulas given a set of ground atoms as evidence and a query predicate, by
maximizing the joint probability on the MRF based on the evidence. The latter
consists in estimating the weight of each first-order formula given a first-order
theory and the facts in the evidence, by maximizing the likelihood of a relational
database using formula (1). The weight of a formula captures the importance of
the formula itself, i.e. its inclination to be true in all possible worlds defined by
the set of constants observed in the evidence. A complete description of inference
and parameters learning techniques are discussed in [3].

4 Weighted Predicate Invention

As already pointed out, PI aims at generating of new symbols that define latent
concepts in relational data or in a logic theory, defined in terms of the previously
available symbols. Approaches to PI can be bottom-up (starting from ground
atoms) or top-down (starting from a first-order theory). We propose a top-down
approach to SPI based on using Markov Logic Networks, called Weighted Pred-
icate Invention (WPI). WPI is motivated by the observation that concepts that
are latent in a logic theory may be useful in accomplishing tasks related to the

2 This is a requirement set by MLNs. In our setting, the step that uses MLNs works
on a given theory in which the set of constants used is finite, even if they were drawn
from a possibly infinite set.



An Approach to Predicate Invention Based on Statistical Relational Model 279

given problem, but not all such concepts are really significant. While this intu-
ition is not novel [9], it is one of the major problems that PI has encountered
so far. Our approach distinguishes significant concepts to be invented by their
weight, obtained by considering all possible worlds according to evidence data.

In this context we chose the MLN framework, which is a well-known approach
to combining FOL and probability. In MLNs, each rule is assigned a weight, that
can be learned exploiting a convex optimization problem by the use of gradient
descent techniques as in [11]. Discriminative Weight Learning aims at finding
the weights that maximize the product of the rules’ prior probabilities and data
likelihood; so, weights determine the best characterization of a MLN in the
worlds defined by the training set. Since the structure of first order rules plays
a central role in the computation of weights, weights are particularly suited as
a metric to validate the effectiveness of invented concepts.

The basic idea underlying WPI is to analyze an inductively learned theory
consisting of a set of first-order rules under OI. It finds common patterns between
the rules’ bodies working in different steps. First a bipartite graph is created,
whose nodes are distinguished between predicates and rules appearing in the
theory. Then, a pattern is searched in the graph and checked for matching with
subsets of literals in the body of rules. Specifically, th pattern consists of predi-
cate nodes that may be involved in the definition of the predicate to be invented.
This problem is complex due to the indeterminacy that characterizes the first-
order logic setting. Indeed, it may not have a solution at all. If a matching is
found, a candidate rule to be invented is built, and checked for validation before
definitely including it in the existing first-order theory. The validation process is
based on the use of Weight Learning in the MLN framework to assign a weight
to rules in first-order theory. We produce two MLN, weights in the latter must
be non-decreasing with respect the former to consider the new rule validated. In
this case we can add the invented rule into the first-order theory.

WPI can be applied iteratively, inventing several predicates that allow to
obtain more compact versions of the theory. Every invented predicate subsumes
the body of rules involved in its invention.

4.1 Searching for a Pattern

Call R the set of first-order rules in the theory. Given a rule ri ∈ R, let us
denote by bi the set of literals in the body of ri, and by ci a subset of bi. Also,
call P the set of all predicates in bodies of rules in the theory, where a literal
l is represented as a pair l = (p, V ) with p its predicate and V the list of its
arguments. We define a bipartite graph G = 〈R ∪ P,E〉 where E ⊆ R × P is the
set of edges such that {r, p} ∈ E iff ∃l = (p, V ) ∈ R. We call upper nodes the
elements of R and lower nodes the elements of P . So, every rule is connected to
all the predicate symbols appearing in its body.

To find commonalities in the bodies of clauses we consider all possible pairs
I = (π, ρ), where π ⊆ P is a set of lower nodes (made up of at least two
elements) that are connected to the same upper-node and ρ ⊆ R is the set of
rules in the theory that include π. Among all possible such pairs, we look for
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one that maximizes (wrt set inclusion) π. Predicates appearing in such I’s will
be used to form a candidate pattern to define a predicate to be invented.

Consider a theory made up of three rules, R = {r1, r2, r3}, where:

r1 : q(X) : − a(X), b(Y ), b(W ), c(X,Y ), d(Y,W ).
r2 : q(X) : − a(X), b(W ), c(X,Y ), c(Y,W ), g(X), h(Z, Y ).
r3 : q(X) : − a(X), f(Z, Y ), h(X,Y ).

The following predicates are available in each rule:

r1 → {a/1, b/1, c/2, d/2}
r2 → {a/1, b/1, c/2, g/1, h/2}
r3 → {a/1, f/2, h/2}

After the building the bipartite graph, the maximal intersection of lower-nodes
is I = (π, ρ) where π = {a/1, b/1, c/2} and ρ = {r1, r2}.

4.2 Candidate Selection

Given a pattern, we aim at finding a subset of literals in the theory rules that
matches it. Clearly, only the rules in ρ are involved in this operation. For each
rule ri ∈ ρ, consider the subset of its literals that are relevant to the pattern,
ci = {l ∈ ri|l = (p, V ), p ∈ π}. Note that ci may not be linked. For each
predicate pj in the pattern, call nj the minimum number of occurrences across
the ci’s. We try to invent predicates defined by nj occurrences of predicate pj , for
j = 1, . . . , |π|. The underlying rationale is that this should ensure higher chance
to find that set of literals in the rules of the theory. In the previous example the
minimum number of literals for all predicates in the pattern {a/1, b/1, c/2} is
one, thus the best subset of literals to match is {a(·), b(·), c(·, ·)}.

Now, for each ci, consider the set Γi of all of its subsets that include exactly nj

occurrences of each predicate pj in π. We call each element of a Γi a configuration,
and look for a configuration that is present in all Γi’s (modulo variable renaming).
More formally, we look for a γ s.t. ∀i = 1, . . . , |ρ| : ∃ji ∈ {1, . . . , |Γi|} s.t.
γ ≡ γiji ∈ Γi. In the example we have Γ1 = {γ11, γ12} and Γ2 = {γ21, γ22}
where:

γ11 = {a(X), b(Y ), c(X,Y )}, γ12 = {a(X), b(W ), c(X,Y )}
γ21 = {a(X), b(W ), c(X,Y )}, γ22 = {a(X), b(W ), c(Y,Z)}

The existence of a solution is not guaranteed. In case it does not exist, we
proceed by removing one occurrence of a predicate and trying again, until subsets
two literals are tried (inventing a predicate defined by a single literal would be
nonsense, since it would just be a synonym). For the proposed example the best
configuration is γ12 ≡ γ21.

The selected configuration γ becomes the body of the rule r that defines the
predicate to be invented. If i is the name of the invented predicate, then the head
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Algorithm 1. Finding matching clause
1: function CANDIDATE SELECTION(π, ρ)
2: bestConfig ← emptyList();
3: maxIntersection ← 0;
4: maxLiteralsInConfig ← 0;
5: for all pred ∈ π do
6: maxLiteralsInConfig ← maxLiteralsInConfig + minUsed(pred);

7: Γ ← 〈〉;
8: for all rule ∈ ρ do � A list of configurations
9: Γ ← 〈getAllConfigs(rule, π))|Γ 〉;

� candidateConfig is a list of configurations from every rule.
10: for all candidateConfig in cartesianProduct(Γ ) do
11: intersection ← setIntersection(candidateConfig);
12: if |intersection| > maxIntersection then
13: maxIntersection ← |intersection|;
14: bestConfig ← candidateConfig ;

15: if maxIntersection = maxLiteralsInConfig then
16: break;

17: return bestConfig ;

of such a rule is obtained by applying i to a list of arguments corresponding to
the different variables in γ. In the example the rule would be

i(X,Y,W ) : − a(X), b(W ), c(X,Y ).

After adding this rule to the theory, for each rule ri ∈ ρ the configuration γi ∈
Γi equivalent to γ can in principle be removed and replaced by the corresponding
instance of predicate i. The whole procedure is sketched in Algorithm 1.

4.3 Candidate Validation

Let us call the new rule r0, that defines the invented predicate, the invented rule.
To prevent the invention of useless predicates, a validation step must be run that
determines whether the invented predicate is actually relevant. Such a validation
should be based on an estimator of the relevance of a rule in the context defined
by the given theory and the set of evidence facts in the background knowledge.
Given such an estimator, the idea is that the introduction of the invented rule
in the original theory must not decrease the relevance of the existing rules.

We propose to use the weights learned by the weight learning functionality
of the MLN framework as an estimator, and proceed by building two MLNs. For
each MLN we apply Discriminative Weight Learning to maximize the likelihood
of the training dataset using a learning process based on Diagonal Newton as
in [11]. The former simply adds the invented rule to the initial theory. The latter
also applies the invented rule to the existing rules, replacing the subset of literals
in each rule, that match the invented rule body, with the head of the invented
rule properly instantiated. In the previous example, one would get:
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r0 : i(X,Y,W ) : − a(X), b(W ), c(X,Y ).
r1 : q(X) : − b(Y ), d(Y,W ), i(X,Y,W ).
r2 : q(X) : − c(Y,W ), g(X), h(Z, Y ), i(X,Y,W ).
r3 : q(X) : − a(X), f(Z, Y ), h(X,Y ).

In the former, the invented rule is disjoint from the rest of the graph, because
the invented predicate is not present in the other rules. This causes the weights
of the other rules not to change. In the latter, the body of some rules in the
original theory has changed so that the invented rule is no more disjoint in the
graph. So, we expect a variation of the rule weights in the two cases. Comparing
the two weights, we consider the invented predicate as relevant if the weight in
the latter template is greater than the weight in the former.

We run Discriminative Weight Learning on both templates, obtaining two
sets of weighted first-order rules with respect to the evidence facts and the query
predicate for the problem defined by theory. Call w′

0, w
′
1, . . . , w

′
k the weights of

rules in the former MLN, and w′′
0 , w′′

1 , . . . , w′′
k the weights of rules in the latter

MLN. Then, we pairwise compare the weights of rules, and specifically the weight
of the invented rule and the weights of the rules in ρ involved in the predicate
invention process. The invented rule is considered as validated if no weight after
the application of the invented predicate is less than it was before:

∀i = 0, . . . , k : w′
i ≤ w′′

i

Otherwise, if the introduction of the invented rule in the initial theory causes
a decrease in the relative importance of any rule, then the invented rule is not
added to the theory. Given the new theory, WPI can be run again on it in order
to invent, if possible, further predicates that define implicit concepts. Iterating
this procedure yields a wider theory restructuring.

4.4 Discussion

A typical problem of PI approaches is the risk of combinatorial explosion for the
search space of the groups of literals that define the invented predicate. Instead of
analyzing this problem from a theoretical or structural viewpoint, in this paper
we propose an operational model that avoids the invention of trivial or useless
concepts. Nevertheless, the computational complexity forces us to consider the
advantages taken by the use of WPI in a context of learning for restructuring
for possible applications that are discussed in the final section.

The main cause of the possible combinatorial explosion is in the variable
number of literals per predicate for each rule in ρ. The higher the number of lit-
erals per predicate, the higher the number of possible configurations γi. Another
limitation is in the cost of evaluating Discriminative Weight Learning twice for
every predicate we can invent, in fact this kind of parameters learning consists in
numerical optimization problem on the MRF instantiated by the correspondent
MLN [3].
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5 Experiments

The WPI approach was implemented to test its effectiveness, both as regards
predicate invention and as regards theory restructuring. To manage MLNs and
Discriminative Weight Learning, WPI relies on Tuffy [14], an implementation of
the MLN framework based on a Relational DBMS to scale up learning. Com-
pared to Alchemy [21], Tuffy exploits a simplified syntax for MLNs and provides
a Discriminant Weight Learning technique to learn weights starting from a tem-
plate, the data and a query predicate. Then, an experiment was devised. To sim-
ulate a totally automatic setting, the theories for the experiment were learned
using InTheLEx [5], a fully incremental, non-monotonic, multi-strategy learner
of First-Order Logic (Datalog) theories from positive and negative examples,
based on the OI assumption.

A toy dataset was exploited in the experiment, for a twofold reason. First,
because of the computational complexity of the SPI approach. Second, because
it allows an easier insight into the results. Specifically, we considered the classical
Train Problem, well-known in ILP, in its extended version given by Muggleton.
It includes 20 examples of Eastbound or Westbound trains, with the goal to
predict Eastbound ones. Due to the small size of this dataset we applied a

Fig. 1. Number of rules per fold in the theory before and after using WPI
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Fig. 2. Number of literals per rule in folds before and after using WPI

Leave-One-Out Cross-Validation technique to avoid the problem of overfitting.
This resulted in a total of 20 folds, each using one example for testing purposes
and the remaining 19 for training. For each fold, InTheLEx was run on the
training set to inductively learn a theory, which was to be tested on the remaining
example. Of course, each fold resulted in a different theory, which in turn allowed
different possibilities to predicate invention. So, we applied WPI to each learned
theory and compared the resulting restructured theory with the one originally
provided by InTheLEx. Experimental results confirmed that different theories
were learned in the different folds, yielding different invented predicates and,
thus, different restructured theories.

The quantitative comparison focused on the number of new (invented) con-
cepts, the number of rules in the theories before and after restructuring, and the
number of literals per rule in these theories. A statistical analysis of the outcomes
is reported in Figures 1 and 2. The boxplot reported in Figure 1 clearly shows
that the number of rules in the theories significantly increases on average after
invention and restructuring. However, the number of invented predicates/rules
shows some variability in the different folds, including folds in which no pred-
icate could be invented at all. Applying the invented predicates to the initial
theory should result in a compression of the theory itself, because the definition
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of the invented predicate is removed from the other rules and replaced by a single
literal that is an instance of the invented predicate. The significant compression
obtained in the experiment can be appreciated from the boxplot in Figure 2,
concerning the number of literals per rule. So, overall, as expected, the number
of rules increases on average, but their size decreases on average. Specifically,
4.25 new concepts were invented on average in each of the 20 folds, which more
than doubled the size of the theories on average. However, the average number of
literals per rule dropped from 18.41 to 5.30 on average, which (also considering
the increase in number of rules) yields an average compression factor of 28.79%.

From a qualitative point of view, we looked for possible interesting new con-
cepts emerging from the inductively learned theories. An interesting result is, for
example, the invention in many folds of the concept that any railway car in the
train is somehow connected to the locomotive: {car(Car), has car(Train,Car)}.
This concept catches a general intuition about trains, and factorizing it makes
the theory more understandable.

6 Conclusions and Future Works

Predicate Invention is the branch of symbolic Machine Learning aimed at dis-
covering new emerging concepts in the available knowledge. The outcome of
this task may have important consequences on the efficiency and effectiveness of
many kinds of exploitation of the available knowledge. Two fundamental prob-
lems in Predicate Invention are how to handle the combinatorial explosion of
candidate concepts to be invented, and how to select only those that are really
relevant. Due to the huge number of candidates, there is a need for automatic
techniques to assign a degree of relevance to the various candidates and select
the best ones. Purely logical approaches may be too rigid for this purpose, while
statistical solutions may provide the required flexibility. This paper proposed a
new Statistical Relational Learning approach to Predicate Invention. The can-
didate predicates are identified in a logic theory, rather than in the background
knowledge, and are used to restructure the theory itself. Specifically, the pro-
posed approach exploits the Markov Logic Networks framework to assess the
relevance of candidate predicate definitions. It was implemented and tested on a
traditional problem in Inductive Logic Programming, yielding interesting results
in terms of invented predicates and consequent theory restructuring.

Future work will include: optimizing the implementation; devising more infor-
mative heuristics for selecting and choosing candidate definitions for the pred-
icate to be invented; running more extensive experiments, also on real-world
datasets. Specifically, we want to investigate the implications of using WPI on
the benchmark Mutagenesis dataset, to check whether interesting implicit con-
cepts can be found in that domain.
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