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Abstract. We experimentally analyze the performance of a heteroge-
neous population of agents playing the Iterated Prisoner’s Dilemma with
a possible prior commitment ad a posterior punishment for defection.
We argue that the presence of agents with a probabilistic strategy that
depends on trust and reputation enforces a better performance of typi-
cally cooperative agents.

1 Introduction

This paper deals with cooperation enforcement in the Prisoner’s Dilemma (PD)
game. Though the PD is a non-cooperative game, in several application fields,
ranging from biology to social sciences to multi-agent systems (MAS), it has
become the leading paradigm to model and discuss cooperative behavior. In one-
shot Prisoner’s Dilemma, two players simultaneously decide to either cooperate
(C) or defect (D). If both play C, they get more than if both play D, otherwise
in case one defects and the other cooperates, then the defector gets the highest
payoff, while the cooperator gets the lowest. Consequently, rational choice would
imply that it is safer for each player to defect, even though both would get a
better payoff in case of cooperation. The situation were both players do not coop-
erate is the Nash equilibrium of the PD game. Several approaches for promoting
cooperation have been proposed, some introducing for instance voluntary rather
than compulsory participation [1] with punishment for non cooperating agents,
some others introducing prior commitments and possibly posterior punishment
for non cooperation [2]. The main aspect to consider is that both a-priori negoti-
ation for reaching a commitment and a-posteriori administration of punishment
have costs.

As a matter of fact, negotiation and punishment are complementary in
the way they try to induce cooperation: prior commitments function better
with “compliant” agents, and punishments with “free riders” which pursue
their momentarily best interest. Commitment definition and formation has been
extensively studied (cf. [3] and the references therein) and both mechanisms
have been considered in the field of software agents and multi agent systems
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(MAS) where commitment are usefully employed in many fields that include
inter-agent communication. Prior commitment, though costly, may be applied
on a probabilistic basis [4]. Recent studies (see, e.g. [5]) discuss the conditions
when a strategy that combines the two mechanisms is better than either strat-
egy by itself in a MAS. It has been advocated in more general terms [6] that
the tendency to making prior agreements rather than just requiring a posteri-
ori compensations emerges from a variety of examples in biological and social
contexts, thus suggesting that this behavior could have been shaped by natural
selection, and, therefore, “good agreements make good friends” [6].

In this paper, we cope with the Iterated Prisoner’s Dilemma, where players
engage in Prisoner’s Dilemma repeatedly and change their strategy according to
a shared indicator built upon previous actions of all involved agents. We assume
the implicit existence of a game manager that provides payments for game pay-
outs and collects punishment fines. In such a research setting, both a-priori
commitments and a-posteriori punishment for defeating commitments have been
used in the existing literature in support of “apology” (see [7,8]). We propose
to use forms of public trust evaluation as indicators for implementing strategies
eventually leading to more successful course of actions. In particular, we argue
that long term gain would result from effective commitment reached with trusted
parties, where trust evaluation evolves dynamically with game repetitions. We
provide results of computational simulations showing that the adoption of trust
evaluation (cf. [9,10] and the reference therein for a discussion about the notion
of trust and of trust-update mechanisms) enforces a higher final gain for agents
playing the iterated PD.

1.1 Game Theory Basic Notions

Game theory is a study of strategic decision making involving cooperative and
non-cooperative agents. This paper falls into the field of non-cooperative game
theory as we study how a group selfish agents make decisions that maximize
their respective utility. Nash equilibrium is a way to model the equilibrium of
such decision making process. In this paper agents decisions are based on the
evaluations of the opponent, by means of trust and reputation. While in coop-
erative game theory we study how a group of agents can decide on the rules of
cooperation using their respective share of the utility gained from such cooper-
ation, we argue that the evaluation of trust and reputation may be a viable way
to promote cooperation as concepts from both cooperative and non-cooperative
game theory may be used together in the study of multi-agent decision making.

2 Model and Methods

As we are addressing the question of commitment in the Prisoner Dilemma,
we consider the scenario where the game is played in several iterated rounds
among a non homogeneous population of different agents. In each round two
players are selected at random with uniform probability to play a one-shot game.
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Before making their choice (C or D), either player may simultaneously propose a
commitment to cooperation which the other player may accept or deny. If both
players propose, then commitment is established; if only one proposes, then com-
mitment is established only if the other accepts; finally if either does not accept
or neither proposes then no commitment is established. Commitment proposal
has a cost € that is shared in equal parts if the commitment is established. On
the other end, if no commitment is established, the entire cost is charged only
to the proposing player, if there is one.

After the commitment proposal/accepting preliminary move, the players
make their simultaneous choice C or D, they get their resulting payoff and,
if either agent plays D in a round when a commitment was established, it will
have to pay a penalty ¢ to the deceived opponent. In Fig. 1 we show the payoff
matrix where ' > R > P > S.
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Fig. 1. Payoff matrix

We present simulation results by computing agents cumulative wealth
obtained as a net outcome from rounds payoff, commitment, and penalty pay-
ments.

2.1 Players Typologies and Profiling

The two-moves version of the prisoner dilemma game allows the definition of
typical agents with deterministic behaviors. We consider a population of several
different playing agents of two major classes as described in Fig. 2. Agents in
the first class behave according to a strategy that does not change over time, the
names associated to their behavior are already established in related literature,
[5]. We describe them with minor differences and some new entries, in particular
the BASTARD agent who always tries to establish a commitment but afterwards
always deceives, and the SCHIZO agent, who always tries to establish a commit-
ment but afterwards behaves inconsistently by playing D when the commitment
is established and plays C when there is no commitment.

Among the all theoretically possible agent behaviors, the only missing is the
one that never proposes or accepts and then plays C anyway. In fact although
it seems that there are 2% possible deterministic behaviors , it should be noted
if an agent proposes, then according to the game rules it will always accept. So
no player can always propose and never accept.

In the bottom lines of Fig. 2 we describe a class of agents whose strategy is
probabilistic an depends on the global profiling of their opponent represented as
trustworthiness 6 measuring the agent’s disposition to comply to commitment,
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and reputation p, measuring the agent’s willingness to play C role. Such profiling
is globally updated at each round with the simple reinforcement rule z(t) :=
z(t —1) 4+ Az that increases (or decreases) their trustworthiness and reputation,
x is 6 or p, by a fraction A of what they miss to get to the maximum (or
minimum):

+a(1 — 0) if commit and play C
Al = < —adb if commit and play D

0 «f no commit

) +a(l —p) if play C
r —ap if play D

where 0 < « < 1 and drives the rate of change of § and p during subsequent
rounds.

The class of agents with probabilistic behavior that we consider include:
RANDOM who in any game and with an opponent just flips a coin to decide what
to do, and the others, but DIPLOMAT, play C with probability that is equal to
the opponent reputation p if no commitment is established, and modulate their
moves in establishing commitment with a probabilistic choice depending on the
opponent profiling. In particular TRUSCoop who decides whether to establish
a commitment with a probability 6, always plays C if a commitment is estab-
lished; TRUST who proposes a commitment with probability 6, never accepts
commitments and plays C with probability 6 if a commitment is established;

name propose accept coop on coop on no
commit commit
C always always always always
D never never irrelevant never
COMP always always always never
FAKE never always never never
FREE never always always never
BASTARD always always never never
SCHIZO always always never always
RANDOM P=1/2 P=1/2 P=1/2 P=1/2
TRUST CooP P=0 P=0 always P=p
TRUST P=0 always P=0 P=p
REP Only never never P=p P=p
DIPLOMAT  always always P=0%p P=p

Fig. 2. The probability P of playing C for agents in the simulation, yellow are pure
deterministic agents, orange are probabilistic.
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REPonly who never commits, and DIPLOMAT who always tries to establish a
commitment and, when it is established than plays D with a probability that is
equal to the product of # and p, and otherwise plays D when the commitment
is not established.

We stress the fact that in the present work we deliberately kept "adaptive”
agents strategies simply depend on the global profiling of agents trustworthiness
and reputation, in order to gain a preliminary insight on possible outcomes where
trust and reputation are involved in agents decisions. Obviously more complex
adaptive strategies taking into account different aspects of agents behavior may
be conceived of, and will be the object of sequel work.
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Fig. 3. Trend of agents relative wealth in two different simulations with same param-
eters values.
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3 Simulation Results

We have performed a number of experiments that we show and discuss below.
The outcome is that the introduction of trust and reputation increases the level
of cooperation while decreasing the cost for both single agents and overall MAS.
Each simulation is initialized with a random population of 1000 agents chosen
with uniform probability among the 12 agent described in Fig 2. Each simulation
is run for 10000 rounds where two players are chosen at random uniformly in
the population.

3.1 Agents Performance

In Fig. 3 we plot the relative agents wealth in two different simulations, with
the same choice of € and § and other parameters. We noticed that different runs
of the simulation with same parameters do lead to somewhat different results in
agents relative performance. That, in fact, it’s due to the complexity of the game
that we are simulating and testifies for a dependency of the final result on the
initial random choices. Chance and luck do play a role in the Iterated Prisoner
Dilemma.
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Fig. 4. Simulation results for different choice values of the commitment cost € (el) and
penalty 6 (d1).
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To overcome this problem in order to arrive at more definite relative eval-
uation of agents performance we decided to get a better idea by looking at
ten different simulations and look at the cluster of final results that the agents
obtained. In Fig. 4 we report about the final wealth obtained when running ten
simulations of the game with different values of € and ¢, as obtained in the sim-
ulations and presented in order of increasing values of the ratio §/e. As we see
there is a definite best performance of the DIPLOMAT, except for high values
of § when the DIPLOMAT performance suffers for its probabilistic choice, and
consistently cooperative agents as C and COMP perform better. Notice that
SCHIZO does have an appeal in almost any situations.

3.2 Agents Wealth vs Commitment Cost and Punishment

In order to appreciate the possible influence of the chosen values of € and §, in
Fig. 5 we plot the average wealth obtained by all the agents of the same type
against a few chosen values of € and § plotted for increasing d/e

We argue that a combination of the commitment cost plus violator’s pun-
ishment with a trust mechanism, where involved agents are keener to pay com-
mitment cost if dealing with trusted agents, should result in better agents per-
formance. Moreover, the fact that the population includes different types of
agents, many of which behave according to a probabilistic strategy depending
on trust and reputation, also modifies relative performance of agents with a fixed
behavior.
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Fig. 5. Agents average wealth for choice values of € (el) and § (d1) plotted for increasing
(€,9)
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4 Concluding Remarks

In this paper, we have advocated trust evaluation to promote cooperation in the
Iterated Prisoner’s Dilemma with prior commitment, and performed simulations
with a mixed population of deterministic and probabilistic agents whose move
depends on a simple profiling of opponents trustworthiness and reputation. The
experimental results suggest that some probabilistic agents relying on trustwor-
thiness and reputation perform consistently better, though their performance
decreases for high values of the ratio of punishment over commitment costs in
favor of more consistent typically cooperative agents. We can argue that, on the
one end trust and reputation provide a solid playground for agents to achieve
a better payoff in cooperation games, on the other a reasonable penalty for
defecting commitments could promote cooperation.
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