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Abstract. In order to improve the application area and the prediction accuracy 
of classical GM (1, 1) and Non Linear Grey Bernoulli Model (NGBM (1, 1)), a 
Fourier Grey model FRMGM (1, 1), and Fourier Non Linear Grey Bernoulli 
Model (abbreviated FRMNGBM (1, 1)) are proposed in this paper. These pro-
posed models were built by using Fourier series to modify their residual values. 
To verify the effectiveness of these proposed models, the total coal consump-
tion demand in China during period time from 1980 to 2012 was used to exam 
the forecast performance. The empirical results demonstrated that the accuracy 
of both GM (1, 1) and NGBM (1, 1) forecasting models after using Fourier se-
ries revised their residual error provided more accuracy than original ones. Fur-
thermore, this paper also indicated that the FRMNGBM (1, 1) is the better 
model with MAPE=0.003. 
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1 Introduction 

Grey system theory, founded by Prof. Deng in the 1980s [1], is a quantitative method 
for dealing with grey systems that are characterized by both partially known and par-
tially unknown information [2, 3, 4]. As a vital part of Grey system theory, grey fore-
casting models with their advantages in dealing with uncertain information and using 
as few as four data points [5, 6]. Therefore, it has been successful in applied to vari-
ous fields such as tourism [7, 8], sea transportation [9, 10], financial and economic 
[11, 12], integrated circuit industry [13, 14]. Especially, in the energy industry GM (1, 
1) has also been used [15, 16]. 

In the recent years, many scholars have been proposed new procedures or new 
models to improve the precision of GM (1, 1) model and NGBM (1, 1), such as Wang 
and Phan [17], proposed FRMGM (1, 1) to forecast the GDP growth rate in Vietnam 
by used Fourier function. Wang et al [18] proposed optimized NGBM (1, 1) model 
for forecasting the qualified discharge rate of industrial wastewater in China by  im-
proved background interpolation value p and exponential value n is put forward in an 
NGBM (1, 1). Shang Ling [19] provided GAIGM (1, 1) by used genetic algorithm 
combined with improved GM (1, 1) to forecast the agriculture output from 1998 to 
2010. Truong and Ahn [20] investigated a novel Grey model named “Smart Adaptive 
Grey Model, SAGM (1, 1)”, etc. 
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In order to improve the quality of the forecasting models, in this study, a new ap-
proach to minimize the errors obtained from the conventional models is suggested by 
modifying the residual series with Fourier series. Practical example in coal consump-
tion forecasting shows that the proposed FRMNGBM (1, 1) model has higher perfor-
mance on model prediction. The remaining of this paper was organized as follows. In 
section 2, the modeling and methodology of GM (1, 1), NGBM (1, 1), and Fourier 
Residual Modification of their models was presented. Based on the fundamental func-
tion of GM (1, 1), NGBM (1, 1) and new two models FRMGM  
(1, 1) and FRMNGBM (1, 1) are created by using Fourier function to modified their 
residual , the case study and empirical results was shown in section 3. Finally, section 4 
concluded this paper. 

2 Modeling and Methodology 

2.1 Classical GM (1, 1) Model 

GM (1, 1) is the basic model of Grey forecasting modeling, a first order differential 
model with one input variable which has been successfully applied in many different 
researches. It is obtained as the following procedure. 

Step 1: Let raw matrix stands for the non-negative original historical time 
series data  

,                       (1.1) 

Where is the value at time ti, and n is the total number of modeling data 

Step 2: Construct by one time accumulated generating operation (1-AGO), 
which is 

,                      (1.2) 

Where                (1.3) 

Step 3: is a monotonic increasing sequence which is modeled by the first order 
linear differential equation: 

                           
(1.4) 

Where the parameter a is called the developing coefficient and b is the named the 
grey input.  

Step 4: In order to estimate the parameter a and b, Eq. (1.4) is approximated as:  
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)0(X

{ })()0()0(
itxX = ni ,...,2,1=

)()0(
itx

)1(X

{ })()1()1(
itxX = ni ,...,2,1=

nktxtx
k

i
ik ,...,2,1,)()(

1

)0(1 == 
=

)1(X

baX
dt

dX =+ )1(
)1(

btaX
dt

tX
k

k

k =+Δ
)(

)( )1(
)1(

)()()()( )0(
1

)1()1()1(
kkkk txtxtxtX =−=Δ −

1−−=Δ kkk ttt



546 C.-N. Wang and V.-T. Phan 

 

If the sampling time interval is units, then let , Using 

,            (1.8) 

To replace in Eq. (1.5), we obtain  

,               (1.9) 

Where in Eq. (1.8) is termed background value, and p is production coeffi-

cient of the background value in the range of (0, 1), which is traditionally set to 0.5. 

Step 5: From the Eq. (1.9), the value of parameter a and b can be estimated using least- 
square method. That is  

                               
  (1.10) 

Where  

                             

(1.11) 

And                        (1.12) 

Step 6: The solution of Eq. (1.4) can be obtained after the parameter “a” and “b” have 
been estimated. That is  

,  (1.13) 

Step 7: Applying inverse accumulated generating operation (IAGO) to , the 

predicted datum of can be estimated as:  

,   

2.2 Nonlinear-Grey Bernoulli Model “NGBM (1, 1)” 

The procedures of deriving NGBM are as follows: 
 
Step 1: Let raw matrix stands for the non-negative original historical time 
series data  
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Where corresponds to the system output at time ti, and n is the total 

number of modeling data. 
 

Step 2: Construct by one time accumulated generating operation (1-AGO), 
which is 

,                            (2.2) 

Where 

                            
(2.3) 

Step 3: is a monotonic increasing sequence which is modeled by the Bernoulli 
differential equation: 

                      
(2.4) 

Where the parameter a is called the developing coefficient and b is the named the 
grey input and r is any real number excluding r=1.  

 
Step 4: In order to estimate the parameter a and b, Eq. (2.4) is approximated as: 
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Where  (2.11) 

And   (2.12) 

 
Step 6: The solution of Eq. (2.4) can be obtained after the parameter a and b have 
been estimated. That is  

, ,  (2.13) 

Step 7: Applying inverse accumulated generating operation (IAGO) to , the 

predicted datum of can be estimated as:  

,   

2.3 Fourier Residual Modification 

In order to improve the accuracy of forecasting models, this paper proposed the Fou-
rier series [7, 17] to modify the residuals in GM (1, 1) and NGBM (1, 1) models 
which reduces the values of MAPE. The overall procedure to obtain the modified 
model is as the followings: 

Let is the original series of n entries and  is the predicted series (obtained 
from GM (1, 1) or NGBM (1, 1). Based on the predicted series , a residual series 
named  is defined as:  

,  (16) 

Where ,  (17) 

Expressed in Fourier series, is rewritten as: 

,  (18) 

Where called the minimum deployment frequency of Fourier 

series [7] and only take integer number, therefore, the residual series is rewritten as:  
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Where  

 (20) 

And  (21) 

The parameter a0, a1, b1, a2, b2… aZ, bZ are obtained by using the ordinary least 
squares method (OLS) which results in the equation of:  

 

                           (22) 
 

Once the parameters are calculated, the modified residual series is then achieved 
based on the following expression: 

 

 (23) 

 

From the predicted series  and , the Fourier modified series of series is 
determined by: 

 

                        
(24) 

 

Where 
 

                    

(25) 

2.4 Evaluative Precision of Forecasting Models 

In order to evaluate the forecast capability of these models, Means Absolute Percent-
age Error (MAPE) index was used to verify the performance and reliability of fore-
casting technique [21]. It is expressed as follows: 
 

 (26) 

 

Where  and are actual and forecasting values in time period k, re-
spectively, and n is the total number of predictions. Wang et al [22] interprets the 
MAPE results as a method to judge the accuracy of forecasts, where more than 10% is 
an inaccurate forecast, 5%-10% is a reasonable forecast, 1%-5% is a good forecast, 
and less than 1% is a highly accurate forecast. 
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3 Simulation and Empirical Results 

3.1 Data Analysis 

The historical data of total coal consumption in China for 1980-2012 are obtained 
from the yearly statistical data published on the website of U.S. Energy Information 
Administration (EIA) [23]. All historical data was described in Figure 1, and the unit 
of coal consumption is measured in Quadrillion Btu (Q.T).  

 

Fig. 1. Time series plots of China’s coal consumption 1980-2012 

Figure 1 clearly showed that the consumption demand of coal quickly increasing. 
The coal consumption reached to 70 Quadrillion Btu in 2012, increased 50 Quadril-
lion Btu compared with year of 1980.  

To find out the parameters in GM (1, 1) and NGBM (1, 1) model as well as modi-
fied model of their models, computer software called Microsoft Excel is used. Beside 
a basic function in excel, Excel software also offers two useful functions named 
Mmult (array 1, array 2) to return the matrix product of two relevant arrays and 
Minverse (array) to return the inverse matrix. These two functions are of great help to 
find out the values of parameters in GM (1, 1), NGBM (1, 1) and Fourier residual 
modification. 

3.2 GM (1, 1) Model for the Coal Consumption Demand 

From historical data in the website of EIA [23] and based on the algorithm expressed 
in section 2.1, the coefficient parameter a and b in GM (1, 1) for the coal consumption 
is calculated as: 

a= -0.0608, b= 8.7482 and the GM (1, 1) model for coal consumption demand are 
then: 

 

 84.143)1(0.060814.156)()1(ˆ −−−×= kekx
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The evaluation indexes of GM (1, 1) model are also listed in Table 1. The residual 
series of GM (1, 1) is modified with Fourier series as illustrated in section 3.3 

3.3 Modified GM (1, 1) Model by Fourier Series 

The residual series of GM (1, 1) obtained in section 3.2 is now modified with Fourier 
series as per the algorithm stated in section 2.3. With this modified series, the fore-
casted values demand of coal consumption based on Fourier residual modified GM (1, 
1) model FRMGM (1, 1) are calculated based on the equation (24). The evaluation 
index of FRMGM (1, 1) is summarized in Table 1. 

3.4 NGBM (1, 1) Model for the Coal Consumption Demand 

As the way to calculate and based on the mathematical algorithm expressed in section 
2.2, the coefficient parameter a, b and the power of r in NGBM (1, 1) for the coal de-
mand are calculated as: a= -0.0659, b=25.1403, and r=-0.2374 

And the NGBM (1, 1) model for coal consumption is then: 
 

 
 

The evaluation index of NGBM (1, 1) model is also listed in Table 1. The residual 
series of NGBM (1, 1) is modified with Fourier series as illustrated in section 3.5 

3.5 Modified NGBM (1, 1) Model by Fourier Series 

The residual series of NGBM (1, 1) obtained in section 3.4 is now modified with Fou-
rier series as per the algorithm stated in section 2.3. With this modified series, the 
forecasted values of coal consumption based on Fourier residual modified GM (1, 1) 
model FRMGM (1, 1) are calculated based on the equation (24). The evaluation index 
of FRMNGBM (1, 1) is summarized in Table 1. 

Table 1. Summary of evaluation indexes of model accuracy 

Model MAPE (%) Forecasting accuracy (%) Performance 

GM (1,1) with p =0.5 13.79 86.21 Good 

NGBM(1, 1) with p=0.5 and r=-0.237 10.39 89.61 Good 

FRMGM (1, 1) with p =0.5 0.066 99.93 Excellent 

FRMNGBM (1 ,1) with p=0.5 and r=-0.237 0.003 99.997 Excellent 

 
Table 1 shows all evaluation indexes of each model of GM (1, 1), FRMGM (1, 1), 

NGBM (1, 1) and FRMNGBM (1, 1) with its performance in forecasting coal con-
sumption. The empirical results clearly show that the accuracy of both GM (1, 1) and 
NGBM (1, 1) forecasting models after using Fourier series revised their residual error 
provided more accuracy than original ones. Furthermore, this paper also indicated that 
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the forecasting ability of FRMNGBM (1, 1) model is the better model with 
MAPE=0.003 (less much than FRMGM (1, 1) with MAPE =0.066) for forecasting the 
coal consumption demand in China. More detail was illustrated in figure 2.  

 

Fig. 2. Curves of actual values and simulated values using four models for coal consumption 
forecasting 

4 Conclusion 

Grey forecasting model is one of the most important parts of grey theory system. In 
the recent years, many scholars have been proposed new procedures or new models to 
improve the precision of GM (1, 1) model and NGBM (1, 1) with different ways, in 
this paper proposed an another way in order to improve the accuracy level of their 
performance by modify the residuals of GM (1, 1) and NGBM (1, 1) by Fourier se-
ries. This results displayed robust models in term of MAPE, compared with among 
them, FRMNGBM (1, 1) is the better model in forecast with the MAPE for forecast-
ing the demand of cold consumption in China is 0.003%. Future researchers can be 
applied the proposed model on the other industries to forecast performance. 
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